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specific capacitance of CNT-based
supercapacitor electrodes using artificial
intelligence†

Wael Z. Tawfik, *a Mohamed Shaban,*b Athira Raveendran,c June Key Leed

and Abdullah M. Al-Enizi e

In this study, the specific capacitance characteristics of a carbon nanotube (CNT) supercapacitor was

predicted using different machine learning algorithms, such as artificial neural network (ANN), random

forest regression (RFR), k-nearest neighbors regression (KNN), and decision tree regression (DTR), based

on experimental studies. The results of the simulation verified the accuracy of the ANN algorithm with

respect to the data derived from the specific capacitance of the supercapacitor module. It was observed

that there was a strong correlation between the experimental results and the predictions made by the

ANN algorithm. Comparative analysis showed that the developed ANN algorithm was consistently

superior over other algorithms in terms of different metrics, as indicated by the lowest root mean square

error (RMSE) value of roughly 26.24 and the highest R2 value of approximately 0.91. In contrast, the DTR

model recorded the least reliable results in the accuracy analysis, as indicated by the highest RMSE value

of about 53.46 and the lowest R2 value of roughly 0.63. To further explore the impact of independent

input parameters including pore structure, specific surface area, and ID/IG ratio on a single output

parameter (particularly, the specific capacitance) the sensitivity analysis was also conducted using the

SHapley Additive exPlanations (SHAP) framework. This investigation sheds light on the relative

significance and effects of different input variables on the specific capacitance of supercapacitors based

on CNTs. The results indicated that the ANN algorithm accurately predicted the capacitance of the CNT-

based supercapacitor, demonstrating the feasibility and significance of neural network algorithms in the

design of energy storage devices.
1. Introduction

With the rapid development of the economy, information
technology has become one of the most important corre-
sponding elds.1,2 Recently, the specic requirements for many
technological applications, including sensor networks and
portable microelectronic devices, have attracted attention
globally.3–6 Nevertheless, the demand for compact energy
storage devices with a high energy and power density is one of
the biggest challenges encountered by these technological
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applications.7,8 In this case, supercapacitors have demonstrated
their feasibility as top-notch storage components owing to their
superior power density, long cycle life, quick charge/discharge
rates, maintenance-free traits, simplied packaging tech-
niques, and compatibility with integrated circuits. Owing to
their ability to retain substantially more electrical charge than
regular capacitors, supercapacitors are capable of having high
capacitance values. Consequently, supercapacitors have found
a wide range of uses in creating self-powered systems, especially
in numerous sensing applications and portable electronic
devices.9 However, the structural traits and physiochemical
qualities of the used electrode materials signicantly inuence
the performance of supercapacitors. Therefore, numerous
carbon nanostructured materials have been explored as elec-
trode materials in supercapacitors, including activated carbon,
carbon nanowires, carbon nanotubes (multi- and single-walled
CNTs), one- to few-layered graphene structures, and spherical
carbon nanoparticles.10–15 Owing to the outstanding properties
of carbon-based materials such as large specic surface area,
low cost, high porosity, easy availability, high conductivity, and
environmental friendliness, they have been widely used as
supercapacitor electrodes.16,17 Among the various potential
RSC Adv., 2025, 15, 3155–3167 | 3155
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carbon-based electrode materials, carbon nanotubes (CNTs) are
considered superior candidates for the fabrication of super-
capacitor electrodes due to their high mechanical strength,
large theoretical surface area, chemical stability, and adaptable
electronic structure.18,19 Accordingly, the development of high-
performance supercapacitors with CNT and CNT
nanocomposite-based electrodes has been the focus of
numerous investigations.20–24 Recently, conducting polymers
and transitional metal oxides have been successfully incorpo-
rated in the structure of CNTs to improve their capacitance
performance; however, more research is required to increase
the efficiency of the corresponding supercapacitors devices.25–28

Also, despite the fact that the process of modifying the electrode
of a capacitor only relies on a few empirical calculations or
rough theoretical models, there is no recognized theory that
systematically describes how to increase the specic capaci-
tance. Thus, to predict the electrochemical capacitance based
on various input features and optimize the effective parameters,
machine learning algorithms have been utilized. This can speed
up the development of CNT-based electrodes.

Machine learning algorithms describe the intricate interac-
tion between dependent and independent variables by using
learning algorithms based on available data. Every experiment
in the dataset, with its input characteristics (for example,
physiochemical) and output characteristics (specic capaci-
tance), can be considered a single data point. Additionally,
machine learning algorithms may perform better if they have
access to additional data points. Thus, with reliable, long-
lasting experimental data sets, machine learning can produce
results that are accurate, reproducible, and consistent.

The accuracy of the data collected and supplied to the
training and testing process determines the accuracy of
machine learning algorithms. Researchers depend on the rigor
of the analytical process and the repeatability of the experi-
mental study ndings to guarantee the accuracy of the data
points supplied for machine learning algorithms. In this case,
the intricate electrochemical processes found in super-
capacitors make precise modeling extremely difficult.29–33

Numerous research groups have made signicant contributions
to the eld of energy storage devices based on machine
learning.34–40

Herein, upon examining numerous research articles, we
created a database to simulate the capacitance of CNT-based
supercapacitors. The capacitance can be affected by a variety
of physiochemical features, including pore size, specic surface
area, ID/IG ratio, nitrogen content, and atomic oxygen
percentage. The electrochemical test characteristics including
electrolyte concentration, electrolyte material, and applied
voltage window also affect the specic capacitance, which are
derived from galvanostatic charge/discharge tests. By inte-
grating these features into amachine learningmodel, predictive
models can be developed, which not only predict the specic
capacitance accurately but also offer insights into the under-
lying factors inuencing the energy storage performance. The
selection of these features reects a holistic approach to
understanding and predicting the behavior of energy storage
materials in practical applications. The machine learning
3156 | RSC Adv., 2025, 15, 3155–3167
algorithms were fed electrochemical and physicochemical
properties as inputs, and their output was the specic capaci-
tance of CNT-based electrodes. The main goal of our study was
to develop specialized machine learning algorithms that can
quickly, precisely, and accurately forecast a particular subset of
material-based supercapacitor electrodes. Subclassifying the
supercapacitor electrode materials and creating specialized
machine learning algorithms with improved prediction power
within their respective subspaces were crucial to achieving this
goal. We developed these machine learning algorithms using
the open-source scikit-learn Python library.40 Using this
package, it was easier to build machine learning algorithms that
could input values related to CNT electrodes and use a simple,
effective method to forecast the electrode performance with
a high degree of accuracy. These machine learning algorithms
allow the prediction of capacitance performance by analyzing
large amounts of experimental data, which eliminates the need
for laborious trial-and-error tests. Thus, the contributions of
this investigation are as follows: (i) collecting a dataset for CNT-
based electrodes from an extensive review of numerous
academic publications, (ii) analyzing and preprocessing the
collected dataset; selecting the feature to be tuned for training
and testing the machine learning algorithms, and (iii) modeling
the CNT-based electrodes dataset; four machine learning algo-
rithms were compared in terms of performance, and the best
method was selected. Therefore, this paper is organized as
follows: Section 2 introduces the prior research conducted by
numerous publishers; Section 3 discusses the strategies
employed to accomplish the goal of this study; Section 4 pres-
ents and discusses the outcomes produced by machine learning
algorithms; and Section 5 presents the conclusion and future
directions.

2. Literature review

Because of the complexity of the variables in carbon-based
supercapacitors, machine learning techniques are required,
which provide the ideal solution for the prediction of multi-
structure/single-property interactions. Machine learning is
a type of science that helps researchers make predictions
accurately and efficiently as well as helps in introducing expla-
nations for the relationships between variables. Recently,
machine learning techniques have been successfully employed
to investigate several chemical engineering problems, which
motivated us to investigate how carbon factors affect the
capacitance of supercapacitors using the machine learning
method. As a result, data was obtained through published
research publications prior to several model-based super-
capacitor implementations. Machine learning-based energy
storage systems have beneted greatly from the work by Zhu
et al.,33 Su et al.,35 Zhou et al.,36 Zhou et al.,37 Gheytanzadeh
et al.,38 Liu et al.,39 Saad et al.,40 and Tawk et al.41 Zhu et al.
examined the impacts of ve variables (specic surface area, ID/
IG ratio, voltage window, N-doping quantity, and projected pore
size) using the ANN approach for carbon-based electrodes.33

Their results demonstrated that the ANN approach has superior
accuracy and a higher correlation coefficient. The authors
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Schematic of all machine learning algorithms employed to
simulate the capacitance behavior of CNT-based supercapacitor
electrodes.
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compared the results of the ANN model with that of the Lasso
and linear regression models as reference models. Using SSA,
pore size, surface area of micropores, % pore volume of meso-
pores, and surface area of micropores, Liu et al.39 experimented
with six models with varying properties. One machine learning
technique that has been used to estimate the capacitance of
carbon-based supercapacitors is the articial neural network
(ANN). Saad et al.40 predicted the specic capacitance of
graphene-based supercapacitor electrodes using the electro-
chemical and physiochemical properties of 12 input features
through four ML models including KNN, DTR, Bayesian ridge
regression (BRR), and ANN. To forecast the performance of SCs
with CNT electrodes for nine variables, Tawk et al. used
a variety of models, including stochastic gradient descent (SGD)
model, ridge regression (RR), Bayesian regression (BR), and
gradient boosting regression (GBR).41 This allowed them to
identify the optimal model. In this investigation, the specic
capacitance characteristics of CNT-based supercapacitor elec-
trodes were predicted via various machine learning algorithms
including ANN, RFR, KNN, and DTR. In a subclass of electrodes
based on supercapacitors, our work aimed to create more
specic machine learning models with straightforward, quick,
and accurate prediction power. Therefore, specic machine
learning models with higher prediction ability in their subspace
should be used to classify and model different electrode mate-
rial classes for supercapacitors.

3. Materials and methods

In this work, machine learning algorithms were developed
using data gathered from an extensive survey of many published
publications. The input features of this study included indica-
tors of the structural characteristics and the electrochemical
test features of the electrode. The atomic percentages of
nitrogen and oxygen doping, pore size, specic surface area,
and ID/IG ratio are a few characteristics that describe the
structural features. Nonetheless, the ionic conductivity,
concentration, material, and voltage window of the electrolyte
were included in the electrochemical test features. The specic
capacitance, in farads per gram (F g−1), was used to assess the
performance of the CNT-based electrode. Specic capacitance
represents the total ability of the device to store electrical
charge. However, our future work will explore other relevant
performance metrics. Although we learned a lot from the papers
we investigated, only a few of them had comprehensive
numerical data for every attribute we were looking for. The
completeness and quality of the input features have a big
impact on the accuracy of the machine learning algorithms. All
the points in the dataset were employed to build the machine
learning algorithms. For testing and training purposes, parts of
the data were divided into separate sets. Eighty percent of the
datasets was used for algorithm generation training, while the
remaining twenty percent was used for testing to assess the
performance of the developed models (Fig. 1). The goal of this
work was to gather and use a variety of distinct electrode
characteristics that have not been used to train machine
learning algorithms before.
© 2025 The Author(s). Published by the Royal Society of Chemistry
3.1. Machine learning algorithm development

Scikit-learn, an open-source machine learning soware, was
used to create machine learning algorithms that can forecast
the electrode performance with a high degree of accuracy and
provide input values related to CNT electrodes. The sequential
process of using machine learning algorithms and data pro-
cessing techniques to predict the performance of super-
capacitors is outlined visually in Fig. 2. The dataset had nine
input features making up the machine learning algorithms
including voltage window, specic surface area, electrolyte
materials, concentration, ionic conductivity, ID/IG ratio, pore
size, and N/O-doping elements (at%), and specic capacitance
(F g−1) was the only output variable. The ID/IG ratio is a measure
of the relative intensity of the D-band (defect-induced band) to
the G-band (graphitic band) in the Raman spectra of carbon
materials, such as graphene or CNTs. The dataset was rst
subjected to feature engineering to prepare the variables for
efficient modeling. To prepare the dataset for analysis, some
data points with unusual capacitance measurements were rst
eliminated. This step focused on themajority of data points that
showed more consistent and dependable capacitance values in
an effort to improve the resilience and generalizability of the
machine learning algorithms. For instance, data points with
fewer than nine attributes were eliminated from the dataset,
together with those with particular capacitance values higher
than 300 F g−1, which were only found in a small number of
research publications. As a result, there were fewer high specic
capacitance data points in the dataset, which may have made it
more challenging for the machine learning algorithms to
identify and predict these values. Further, although the removal
of data points greatly decreased the size of our dataset, records
with less data points than the nine selected attributes were also
RSC Adv., 2025, 15, 3155–3167 | 3157
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Fig. 2 Flowchart of the implementation of a machine learning algorithm and data processing for supercapacitor performance prediction.

RSC Advances Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 3

0 
Ja

nu
ar

y 
20

25
. D

ow
nl

oa
de

d 
on

 7
/3

0/
20

25
 7

:3
3:

23
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
eliminated. Additionally, we were unable to get features
including specic capacitance, voltage window, specic surface
area, and pore size for the units we selected, i.e., F g−1, V, m2

g−1, and nm, respectively. Subsequently, the machine learning
algorithms were constructed using 146 data points that were
collected from different papers. The dataset is accessible in the
ESI.† Decision trees were employed in the feature selection
procedure of this study to account for feature importance.
Feature selection lowers the chance of overtting and produces
a more effective, interpretable, and resilient model that gener-
alizes better to new data. To ensure stable model prediction and
generalization, feature scaling was also employed to ensure that
the scale of features falls between −1 and 1. Feature scaling
enhances the numerical stability, convergence, and perfor-
mance of the model, particularly for gradient-based and
distance-based optimization techniques. It guarantees equal
contribution from each feature, avoids bias, and improves the
interpretability of the model. Notably, the predictive power of
a model may be severely limited when working with small
datasets. Overtting, a lack of generalization, excessive varia-
tion, poor feature representation, bias, trouble choosing
features, model complexity, and difficulties with validation and
assessment are a few of the main drawbacks. Methods such as
regularization, data augmentation, and transfer learning can be
used to lessen these restrictions. Furthermore, when working
with a limited dataset, increasing the amount of data collected
or utilizing methods such as synthetic data generation can
assist enhance the predictive power of the model, which will be
discussed in our future work.
3158 | RSC Adv., 2025, 15, 3155–3167
To create and validate the performance of the model, these
data points were split into two groups, i.e., the training set and
the test set. The training set contained 110 data points, while
the test set contained 30 data points, or 80% and 20% of the
total data, respectively. Several machine learning algorithms
such as articial neural network (ANN), random forest regres-
sion (RFR), k-nearest neighbors regression (KNN), and decision
tree regression (DTR) were used to predict the capacity of the
CNT-based supercapacitors. By altering the number of hidden
layers (i.e., one, two, and three) as well as the neurons in the
hidden layer, the prefect architecture was discovered. The
optimum architecture in this investigation was composed of
two hidden layers with a 10 × 35 conguration. The hyper-
parameters of each model were chosen by a method of trial and
error to determine which was best. The structure of the ANN
model is 10 / 35 / 1, with the following parameters: loss =

RMSE, optimizer = adam, epochs = 50, regulation = L2. RFR
model, min samples split at 2 and max features at 1.0, with max
depth of 17 and n estimators of 325. KNN model, weights =

distance, n_neighbors = 7. Model DTR, criterion = fried-
man_mse, max_depth = 5, min_samples_leaf = 4, min_sam-
ples_split = 2. In this investigation, a trial-and-error method
was used for hyperparameter tuning given that the preliminary
tests showed that the special features of our dataset made it
difficult to dene ideal settings. Our trial-and-error strategy
allowed us to repeatedly alter the hyperparameters with a more
practical resource investment than automated methods such as
grid search or Bayesian optimization, which can demand
signicant computer resources and may also result in
© 2025 The Author(s). Published by the Royal Society of Chemistry
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overtting. Employing this strategy, we could enhance the
model performance without using the substantial computa-
tional resources usually required for thorough or automated
tuning methods.

The correlation coefficient (R2) values and theminimum root
mean square error (RMSE) were used to evaluate the perfor-
mance of themachine learning algorithm on the test split.42 The
R2, as depicted in eqn (1), provides a thorough and precise
assessment of the model performance, offering insightful
information free from restrictions in interpretability. R2 values
nearer 1 suggest increased predictive accuracy and are
frequently employed in the evaluation of regression algorithms.
Furthermore, as shown in eqn (2), RMSE enhances the evalua-
tion of the model performance.41,42

R2 ¼
Pn
i¼1

ðyi � yÞðyi � ŷiÞ
nsysŷ

(1)

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn
i¼1

ðyi � ŷiÞ
n

vuuut
(2)

When evaluating predictive performance, yi stands for the
true rating in a testing dataset and ŷi for the predicted rating.
The mean of all the collected data point outputs is �y. The
number of rating the prediction pairs between the testing data
and the predicted results is indicated by the symbol n. A better
t between the model and the dataset is shown by a smaller
RMSE and R2 values move closer to 1. To improve the predicted
accuracy, the regression algorithm with the lowest RMSE and
the highest R2 is given priority when comparing different
algorithms.

Generally, in regression problems, R2 is the counter-
representative of accuracy. Because of its sensitivity to large
Fig. 3 Correlation map showing the intensity of each color for each fea

© 2025 The Author(s). Published by the Royal Society of Chemistry
errors, RMSE is the method of choice. It is computed by taking
the square root of the squared differences between the actual
and forecasted values. Larger errors have a disproportionately
big impact on the RMSE given that errors are squared. Although
RMSE and R2 were chosen for their suitability in handling large
continuous values and evaluating model t, we acknowledge
that including MAE and MBD could improve the evaluation by
providing additional insights into the model performance,
particularly regarding outlier sensitivity and bias. This means
that if the model has a few very large errors, they will signi-
cantly increase the RMSE, making it higher even if other errors
are small. Thus, in our future investigation, we will consider
including these indicators in subsequent analyses to provide
a more comprehensive evaluation of the resilience of our
model.
4. Results and discussion
4.1. Correlation analysis

The intensity and direction of the linear link between two
features are measured by the Pearson correlation coefficient,
commonly referred to as the correlation coefficient. The degree
of correlation between the variables is represented by a value
that falls between −1 and 1. An effective statistical tool for
determining the linearity relationship between two parameters
in a dataset is the correlation coefficient. Fig. 3 displays a heat-
map that shows the Pearson correlation coefficient between
each input parameter and the color intensity. Each square in
this heatmap has a numerical representation of the Pearson
correlation coefficient, which indicates the degree of the line-
arity relationship between two crossing parameters. The
intensity of the linear correlation between the two variables is
shown by the color of the square. A positive (+ve) correlation
coefficient indicates a propensity for both traits to increase or
fall together. Conversely, inverse relationships are indicated by
ture in the algorithm.

RSC Adv., 2025, 15, 3155–3167 | 3159
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negative (−ve) correlation coefficient values, whereby a drop in
one trait leads to an increase in the other, and vice versa.
According to the heatmap, specic surface area (SSA), electro-
lyte ionic conductivity, electrolyte concentration, ID/IG, and N
(at%) are the features that have the highest association with
capacitance based on the data. Generally, the capacitance in
energy storage devices is greatly inuenced by the SSA of their
materials because it increases the number of active sites for
charge storage, increases the charge storage capacity, improves
the electrolyte accessibility, lowers the resistance, and enables
the properties of the materials to be tailored to maximize their
energy storage performance. Therefore, the SSA is an important
consideration in the design of CNT-based electrodes for
supercapacitors.39 Additionally, in the case of weak correlation,
features such as O (at%), pore size, electrolyte chemical
composition, and voltage window are arranged in descending
order. The capacity of the machine learning algorithms to
recognize and take advantage of the intricate connections
between different parameters and specic capacitance enables
improved specic capacitance prediction. To improve the
Fig. 4 Scatter curves showing the input and output characteristic densi

3160 | RSC Adv., 2025, 15, 3155–3167
prediction accuracy, the machine learning algorithms take
advantage of the complex interactions that exist between a given
capacitance and its electrochemical and physiochemical prop-
erties. The machine learning algorithms may be able to esti-
mate the specic capacitance more accurately by leveraging
these correlations, which will enhance their performance in
tasks requiring capacitance prediction.

Fig. 4 displays the scatter distribution curve of all the
features that were used to build the machine learning algo-
rithms. The mean and standard deviation (STD) values for all
the feature distributions are listed in Table 1. The scatter
distribution curves of the dataset offer a number of interesting
ndings. A useful way to understand the properties and distri-
bution of the dataset is to consider both the mean and STD.
They are frequently used in machine learning to comprehend
and measure the characteristics of the data and draw conclu-
sions or predictions from them. In our instance, the STD value
of 0.83 and mean value of 1.33 V for the voltage window reect
that numerous of the research papers surveyed had voltage
windows larger than 1.0 V. A high-voltage window improves the
ty distributions.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Statistical features of the dataset used, including input feature classifications, mean, standard deviation (STD), minimum values, and
maximum values of all feature distributions

Input feature classications Input features Mean Standard deviation Min. value Max. value

Electrochemical features Electrolyte properties Electrolyte chemical formula 5.88 3.29 0 15
Electrolyte concentration 2.46 2.24 0.1 6
Electrolyte ionic conductivity 4.82 2.79 0 7

Operational parameters Potential window (V) 1.33 0.83 0.6 3.5
Physiochemical features Electrode characteristics Specic surface area (m2 g−1) 508.42 597.34 0.99 3160

Pore size (nm) 2.67 4.79 0.34 23.89
ID/IG 0.97 0.41 0.09 2.9
N (at%) 1.34 3.27 0.1 15.8
O (at%) 1.67 3.13 0.3 13.5

Table 2 Comparison of the evaluation criteria of each machine
learning algorithm

Machine learning algorithm R2 RMSE

ANN 0.91 26.24
RFR 0.79 39.01
KNN 0.71 46.38
DTR 0.63 53.46
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specic capacitance and energy density of supercapacitors.43

The energy density (E) of a supercapacitor is proportional to the
square of the voltage window (V), according to the equation E =

1/2CV2. Therefore, the voltage window is an important metric
for assessing the overall performance of devices. As is known,
the type of electrolyte largely affects the voltage window of
devices. The primary characteristic of the CNTs that make up
the supercapacitor electrodes is their specic surface area (SSA).
It is necessary to increase the SSA to improve the capacitance (C)
according to the relationship between them, C= 330A/d, where A
is the specic surface area, 3 is the electrolyte dielectric
constant, 30 is the vacuum permittivity, and d is the distance
between the ion center and the CNT surface. The STD value
associated with the SSA in this study illustrates the great vari-
ation of the surface morphologies across the CNT-based elec-
trode materials under investigation. This variety shows how
these materials exhibit a wide range of surface properties. The
variety in the SSA values throughout the dataset is reected in
the high value of STD, which highlights the diversity of the
surface structures and attributes. Additionally, the pore size of
the electrode has an impact on the accessibility of the electro-
lyte ions. The vast surface morphology range observed in the
examined data is further demonstrated by the comparatively
signicant STD values for the pore size in comparison to its low
mean value. Furthermore, the inuence of crystallinity on the
electrical conductivity of carbon materials can be examined
using Raman spectroscopy. The D and G-bands located at
roughly 1360 and 1570 cm−1 correspond to the defects and sp2-
hybridized carbon, respectively. Besides the structural charac-
teristics, the individual constituents have a noteworthy inu-
ence on the capacitive performance. The mean and STD of the
ID/IG ratio are 0.97 and 0.41, respectively. Increased ID/IG values
(>0.97) show the dominance of the sp2 C]C sites, which can
lower the specic capacitance of supercapacitors.44–46 In addi-
tion to optimal architectures, carbonaceous materials for
capacitive applications require appropriate components.
Among the elements, the two most oen added heteroatoms in
the carbon matrix are nitrogen and oxygen. Through the addi-
tion of extra pseudocapacitance and quantum capacitance, the
nitrogen and oxygen-content functional groups signicantly
improve the capacitive characteristics of CNT-based materials.
In supercapacitor devices, pseudocapacitance is a type of charge
storage mechanism that takes place at the electrode–electrolyte
© 2025 The Author(s). Published by the Royal Society of Chemistry
interface. To make machine learning algorithms more exible,
features with non-numeric values such as the chemical formula
of the electrolyte were represented as categorical data. Given
that label encoding is a straightforward method, it was utilized
to encode the non-numerical categories as numerical values.
Every distinct non-numeric category was given a unique
numerical integer value. We could convert the various electro-
lyte composition classication forms into numerical numbers
by ranking each one based on the degree of ionic conductivity.
From the highest to lowest ionic conductivity, the electrolyte
components of all the data points were arranged, starting with
Li2SO4, then LiPF6, EMIMBF4, Et4NBF4, H2SO4, KOH, and nally
TEABF4/PC. In fact, the type of electrolyte utilized in electro-
chemical systems can signicantly affect a number of charac-
teristics, including ionic conductivity, voltage window, and
capacity. For instance, conventional liquid electrolytes can
provide comparatively high ionic conductivity. Effective charge
transfer is made possible by the ion mobility in the liquid
phase. Additionally, the voltage windows of various electrolyte
types vary according to their stability and chemical composi-
tion, which affects the capacity.
4.2. Algorithms assessment

Table 2 lists the evaluation criteria that were applied to each of
the machine learning algorithms that were used to evaluate the
predictions. The computation of the RMSE and R2 values, which
are used to measure the effectiveness of the machine learning
algorithms, is a prerequisite for the evaluation criteria. It is
clear from examining the evaluation data that for the expected
capacitance, the ANN algorithm has the best R2 value and the
lowest RMSE value. This shows that compared to the other
machine learning algorithms considered, the ANN algorithm
RSC Adv., 2025, 15, 3155–3167 | 3161
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with the given architecture generates the most accurate
predictions. The cross diagrams in Fig. 5 illustrate the perfor-
mance of all the machine learning algorithms by comparing the
predicted and experimental values of a specic capacitance
based on the test dataset. The diagonal line in each panel
represents the ideal correlation between the values that were
predicted and the experimental values. The value of R2 is in the
range of −1 to 1 based on the degree of connection between the
variables and whether they move in the same direction (+ve
correlation) or the other way (−ve correlation). The considerable
deviations in the numerous data points from the diagonal line,
as well as the lowest R2 and highest RMSE values demonstrate
that among the four machine learning techniques examined in
this paper, DTR produces the worst statistics. It appears that the
correlation between several input parameters cannot be
adequately captured by multiplying separate characteristics or
using the quadratic approximation. Given that RFR and KNN
both have signicantly higher R2 and lower RMSE values, they
can both offer signicantly superior ts to the experimental
data. However, when the capacitance becomes close to zero,
they are unable to replicate the experimental ndings. Given
that ANN yielded the highest R2 and lowest RMSE values, it
Fig. 5 (a–d) Assessment of the performance of all the machine learning
values of CNT-based supercapacitor electrodes for all the machine lear

3162 | RSC Adv., 2025, 15, 3155–3167
offered the best tting overall and showed a much better
accuracy. Generally, ANNs have become highly effective
machine learning tools because of their exceptional capacity to
represent intricate nonlinear interactions in a wide range of
data types. Their architecture, which is made up of linked layers
of nodes (neurons), makes it possible to catch complex patterns
that are frequently missed by conventional machine learning
models. Because of their adaptability, ANNs are especially well-
suited for jobs requiring big, multidimensional datasets, such
as image identication and natural language processing.
However, this exibility comes at a price, where the increased
danger of overtting is one of the most important issues asso-
ciated with ANNs. When amodel learns the noise in the training
data as well as the underlying patterns, it is considered to be
overtted, which results in poor generalization to new, unseen
data. Small datasets or highly complicated models can make
this especially problematic because the model may become
unduly adapted to the training set. Because of this, even when
an ANN performs admirably on training data, its effectiveness
may drastically decline when used on validation datasets or in
real-world applications. The computational complexity of ANNs
is another drawback. It can take a lot of computing power and
algorithms. Comparing the true versus predicted specific capacitance
ning algorithms.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Predictive supercapacitor capacitance and the relative signifi-
cance of the nine input features.
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memory to train these models, especially when working with
huge datasets or complex designs such as deep neural networks
(Table 3).

In our ANN model, various strategies to counteract the
overtting problem were implemented. The main method used
was L2 regularization, which penalizes large weight values and
adds a penalty term to the loss function to deter excessively
complex models. L2 regularization efficiently reduces the
magnitude of the weights by including this penalty, leading to
simpler models that are less likely to overt. This strategy not
only promotes generalization efficiency but also improves the
model interpretability by minimizing the complexity. In addi-
tion to L2 regularization, dropout approaches during training
were employed, which randomly deactivate a subset of neurons
in each iteration. This stochastic technique helps to prevent co-
adaptation of neurons, hence fostering a more robust repre-
sentation of the data. Dropout can further mitigate overtting
risks by improving the ability of the network to generalize to
new data by lowering the reliance on specic neurons.

The relative signicance of several variables in affecting
capacitance can be ascertained. The relative feature importance
can provide a way to rank the features based on their contri-
bution to the predictive power of the model. Features with
higher importance are considered more inuential in making
predictions or decisions. As can be seen in Fig. 6, the column
graph clearly illustrates the weight of the nine features. The two
most crucial factors are the pore size and ID/IG ratio. Lower
weights are caused by the voltage window, SSA, electrolyte
concentration, and N-doping percentage (at%). The formula for
the electrolyte and the percentage of O-doping (at%) had the
least impact on the capacitive results.
Table 3 Comparison of our models with earlier ML algorithms that predi
electrodes

References Electrode materials ML algorithms

Input fe

No.

35 Carbon-based RT 7
36 Carbon-based ANN 8

37 Carbon-based ANN 3
38 Carbon-based GWO-SVM 5
39 Carbon-based XGBoost 11

40 Graphene-based ANN 12

41 CNT-based GBR 9
CNT-based Bayesian

regression
9

CNT-based RR 9
CNT-based (SGD) 9

This work CNT-based ANN 9
CNT-based RFR 9
CNT-based KNN 9
CNT-based DTR 9

© 2025 The Author(s). Published by the Royal Society of Chemistry
4.3. ANN algorithm SHAP values

Employing SHAP (SHapley Additive exPlanations) data, better
knowledge of the internal workings of the constructed ANN
algorithm may be obtained. These SHAP values shed light on
how each input attribute contributes to the predictions made
for particular data points.40 The signicance values of each
feature can be determined by computing the SHAP values for
individual predictions. The SHAP values are calculated for each
input feature for a given data point, explaining how each feature
contributes to the prediction by the model based on that
particular data point. Averaging the predictions made on the
test data points yields the base value, which serves as a bench-
mark. A characteristic that increases the prediction from the
basis value is indicated by a positive SHAP value, whilst
a feature that decreases the prediction from the base value is
shown by a negative value. In this investigation, the SHAP
cted the specific capacitance of carbon material-based supercapacitor

atures

RMSEDetails

PW, SSA, PS, PV, ID/IG ratio, N, and O (at%) 67.62
Scan rate, micropores SSA, mesopores SSA, O (at%),
nN-5 (at%), nN-6 (at%), nN-Q (at%), and other
nitrogen types (at%)

31.54

Scan rate, micropores SSA, mesopores SSA 36.4
PW, SSA, PS, ID/IG ratio, and N (at%) 39.22
SSA, PS, PV, Smicropores, Smesopores, Vmicropores,
Vmesopores, ratio of Vmicro/Vmeso, ratio of Vmeso/PV,
ratio of Smicro/Smeso, ratio of Smicro/SSA

25.5

Current density, PW, SSA, PS, PV, ID/IG ratio, N
(at%), O (at%), C (at%), electrode material,
electrolyte material, electrolyte concent.

60.42

PW, SSA, PS, ID/IG ratio, N (at%), O (at%), electrolyte
ionic conductivity, electrolyte material, electrolyte
concent.

36.31
44.38

50.34
55.33

PW, SSA, PS, ID/IG ratio, N (at%), O (at%), electrolyte
ionic conductivity, electrolyte material, electrolyte
concent.

26.24
39.01
46.38
53.46
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Fig. 7 SHAP diagram values showing how the features affect the ANN algorithm.
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values were calculated for each test split prediction that the
ANN algorithm supplied. The goal of this investigation was to
provide important new light on the underlying mechanisms
and decision-making procedures of the ANN algorithm. A
detailed summary of the SHAP values acquired for each feature
is shown in Fig. 7. Low and high feature values in this visuali-
zation are represented as light blue and dark red, respectively. A
better understanding of the relationship between the feature
value and the SHAP value that matches it can be achieved by
taking a closer look at the horizontal distribution of the positive
and negative SHAP values for each feature. Based on their
relative relevance, the traits are arranged from top to bottom in
descending order to make analysis easier. The relative impor-
tance of each attribute is recorded by taking the average of its
absolute SHAP values. This organization of the features makes
it easier to comprehend the importance and inuence of each
one on the predictions by the model, which makes it easier to
identify the main contributing components. Fig. 7 displays the
three key characteristics for the ANN prediction results
including the voltage window, SSA, and ID/IG ratio. Signicantly,
as shown by the dark red dots, the increased SSA levels in the
electrode composite are linked to the SHAP values, which show
a strongly positive trend. Conversely, lower levels of SSA are
linked to negative SHAP values, which are shown by the dots
with light blue color. This implies that when the ANN algorithm
comes across a data point with a higher SSA level, it tends to
increase its specic capacitance prediction. Comparably, larger
ID/IG ratios are linked to positive SHAP values, whereas lower ID/
IG ratios are linked to negative SHAP values. In contrast to the
SHAP values of the SSA feature, the ID/IG ratio feature SHAP
values exhibit more subdued impacts in both the positive and
negative directions. This suggests that the ID/IG ratio has
a relatively small effect on changing the prediction outcomes.
Alternatively, the prediction accuracy of the ANN algorithm
decreases with an increase in the voltage window levels. This
3164 | RSC Adv., 2025, 15, 3155–3167
implies that the specic capacitance prediction of the ANN
algorithm is less affected by high voltage windows.

Finally, this extensive investigation is essential for the future
screening, design, optimization, and synthesis of high-quality
CNT-based electrodes. Furthermore, the machine learning
approach developed in this work can be expanded to methodi-
cally and consistently examine the effectiveness of various
surface modication methods in CNT-based electrodes, which
is anticipated to be crucial for the experimental realization of
high-performance supercapacitors in the near future.
5. Conclusion

In conclusion, the goal of this study was to evaluate how well
various machine learning (ML) algorithms predicted the
specic capacitance of CNT-based supercapacitor electrodes. To
evaluate the capacitance of a CNT-based supercapacitor, four
machine learning algorithms were studied including articial
neural network (ANN), random forest regression (RFR), k-near-
est neighbors regression (KNN), and decision tree regression
(DTR). As input variables, nine features were employed
including voltage window, electrolyte composition, its concen-
tration, and its ionic conductivity, pore size, its specic surface
area (SSA), its percentage of nitrogen atoms (N at%), its
percentage of oxygen atoms (O at%), and its ID/IG ratio. One of
the key ndings of this study is that the ANN algorithm
performs the best among these algorithms in terms of RMSE
and correlation coefficient (R2), with the lowest RMSE of 26.24
and the highest R2 value of 0.91. Further, the performance of the
different machine learning algorithms was ranked as follows:
ANN > RFR > KNN > DTR. In addition, a study employing the
SHAP framework was carried out to gain insights into the
relative signicance of the input features. The ndings showed
that the most important characteristics that had a signicant
impact on the predictions made by the ANN algorithm were the
© 2025 The Author(s). Published by the Royal Society of Chemistry
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SSA and ID/IG ratio. Supercapacitors and other electronic and
electrical equipment may be able to store more energy owing to
the use of CNTs, which can advance sustainability and energy
management technology. As the need for more sophisticated
energy solutions increases, this research nding will be very
helpful in guiding the development of next-generation super-
capacitors that are more potent and environmentally friendly.
Thus, we will address every issue that surfaced during this
inquiry in our next study, including enhancing the generaliza-
tion by adding more data, simplifying the model, and facili-
tating the model assessment process by employing a variety of
evaluation criteria, such as accuracy. Additional experimental
validation will be obtained as part of our plan to strengthen our
subsequent research.
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