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tal–theoretical perspective on
ESPT photoacids and their challenges ahead†

Niklas Sülzner, *a Gregor Jung *b and Patrick Nuernberger *c

Photoacids undergo an increase in acidity upon electronic excitation, enabling excited-state proton transfer

(ESPT) reactions. A multitude of compounds that allow ESPT has been identified and integrated in numerous

applications, as is outlined by reviewing the rich history of photoacid research reaching back more than 90

years. In particular, achievements together with ambitions and challenges are highlighted from a combined

experimental and theoretical perspective. Besides explicating the spectral signatures, transient ion-pair

species, and electronic states involved in an ESPT, special emphasis is put on the diversity of methods

used for studying photoacids as well as on the effects of the environment on the ESPT, illustrated in

detail for 8-hydroxypyrene-1,3,6-trisulfonate (HPTS) and the naphthols as examples of prototypical

photoacids. The development of exceptionally acidic super-photoacids and magic photoacids is

subsequently discussed, which opens the way to applications even in aprotic solvents and provides

additional insight into the mechanisms underlying ESPT. In the overview of highlights from theory,

a comprehensive picture of the scope of studies on HPTS is presented, along with the general

conceptualization of the electronic structure of photoacids and approaches for the quantification of

excited-state acidity. We conclude with a juxtaposition of established applications of photoacids

together with potential open questions and prospective research directions.
1 Introduction

Proton transfer (PT) is omnipresent in chemistry and its related
elds, including countless examples from biochemistry,
chemical synthesis, and catalysis, as well as industrial
applications.1–3 It is at the heart of acid–base catalysis4–7 and
continues to be relevant in today's research, e.g., in the devel-
opment of fuel cells.8 In biochemical systems, to name a few
examples, the structure and functioning of proteins is deter-
mined by the protonation states of the amino acid side
chains,9,10 proton gradients along biomolecular membranes act
as driving forces for the ATP synthesis,11 and many enzymes
either directly catalyze—at least in one step of their catalytic
cycle—an acid–base reaction12 or their activity involves proton
transfer along a conduction wire, i.e., a preformed hydrogen-
bond network of amino acids and water molecules (e.g., in
photosystem II13). Proton transfer can also take place in an
electronically excited state, e.g., as in uorescent proteins14–28 or
in the chromophore of Firey's D-luciferin.29–36 Moreover, such
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an excited-state proton transfer (ESPT) of anthocyanin pigments
in plants is biologically relevant for the protection from pho-
todamage since the ESPT provides a fast deactivation channel,
efficiently converting the absorbed light energy into heat.37,38

Owing to this fundamental importance, there has been
a huge interest in the study of proton-transfer reactions since
the beginnings of chemistry,39,40 both with respect to the
underlying thermodynamics as well as the chemical kinetics.
From a thermodynamic perspective, the acid dissociation
constant Ka or the pKa, i.e., its negative decadic logarithm, is the
most important quantity as it quanties the Brønsted acid
strength.41 While the experimental determination of pKa has
nowadays become a standard in aqueous solution owing to
a broad variety of well-established techniques (e.g., potentio-
metric, NMR-spectroscopic, or spectrophotometric titrations),42

the situation is much more complicated in non-aqueous solu-
tion since the drastically lower acidity constants in combination
with other complications such as low solubilities or homo-
conjugation challenge the accuracy of experimental detection
methods.43,44 Due to these difficulties, computational pKa

predictions have become much more important in these envi-
ronments, providing an alternative path to pKa.45,46

Regarding the kinetics, a molecular probe is typically
required to experimentally obtain information on the PT
mechanisms including relevant intermediates as well as rate
constants for the individual steps. For this task, so-called pho-
toacids have established as particularly powerful tools during
© 2025 The Author(s). Published by the Royal Society of Chemistry
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the last decades (Fig. 1 and vide infra). These photoacids are
molecules that exhibit an increase in acidity (i.e., a decrease in
pKa) upon electronic excitation.47,48 In other words, such a pho-
toacid is a stronger acid in its electronically excited state
(usually the lowest-lying singlet state S1) compared to the
(singlet) ground state S0. Thus, the excited-state pKa (from now
on referred to as pK*

a ) is smaller than the ground-state pKa. As
a consequence, photo-excitation can trigger an excited-state
proton transfer (ESPT)49 from the photoacid to a nearby
proton acceptor, e.g., the solvent or any other Brønsted base.50

While most (weak) photoacids ðpK*
a . 0Þ are—due to limited

acid strength—restricted to ESPT in neat water51,52 and aqueous
solutions containing an additional base53 or co-solvent,54–57

those with a negative pK*
a can also perform an ESPT in other

protic (e.g., alcohols)58,59 or even aprotic solvents such as
dimethyl sulfoxide (DMSO).60,61 In particular, the use of pulsed
lasers has made it possible to temporally initiate the ESPT
event, which conveniently allows to investigate the associated
dynamics in real time using time-resolved spectroscopy.62,63

Research on light-induced triggering of processes involving
proton transfer is rather broad and also covers many
Fig. 1 Milestones of experimental research on photoacids exhibiting ESP
(HPTS) (blue), naphthols (green), or the recent HPTS-based super-phot
group (purple); application of novel experimental techniques (red). Abbre
Raman scattering (FSRS), terahertz (THz), spectroscopy (spec.), solvatochr
of the ultrafast time-resolved fluorescence data on HPTS (Huppert Revi

© 2025 The Author(s). Published by the Royal Society of Chemistry
phenomena beyond ESPT. The area of metastable-state
photoacids64–68 or generally photacid generators (PAGs)69–72 is
closely related, and so is the relation between electron and
proton transfer73 and proton-coupled electron transfer
(PCET)74–78 in the widest sense, however these topics are not
within the scope of this review, and neither are triplet
photoacids,79–84 Lewis photoacids,85–87 nor intramolecular ESPT
(ESIPT).88–90 Rather, within the spectrum of existing photoacid
reviews (e.g., ref. 2, 47, 48, 50 and 91–98) the purpose of this
article is to give an up-to-date overview on photoacids from an
experimental–theoretical perspective (including their
upcoming challenges) with a focus on the kinetics and the
thermodynamics of the ESPT process.
2 A brief history of photoacids
2.1 The phenomenon of photoacidity

Photoacids have been the subject of ongoing scientic studies
(see Fig. 1 for a selection of milestones in experimental photo-
acid research) since their initial description in the rst half of
the 20th century by Weber (1932),99 Terenin and Kariakin
T. Color coding: studies involving 8-hydroxypyrene-1,3,6-trisulfonate
oacids introduced by Jung (orange); contributions from the Huppert
viations: femtosecond (fs), visible (Vis), mid infrared (mIR), femtosecond
omism (solvato.), super-photoacids (SPAs), new inspection and analysis
sited).

Chem. Sci., 2025, 16, 1560–1596 | 1561
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Fig. 2 The Förster cycle. A simple thermodynamic cycle to account
for an increased acidity, i.e., a decreased (Gibbs free) acid dissociation
energy, DGdiss, in the first electronically excited state (S1) compared to
the electronic ground state (S0), caused by different relative energies
of the acid–base equilibria of the two electronic states. These are
coupled through the (Gibbs free) electronic excitation energy, DGexci,
of the protonated (ROH) and deprotonated species (RO−), respec-
tively. An asterisk (*) is used for referring to the excited state.
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(1947),100 Petersen (1949),101 and Förster (1949, 1950),102–104 who
had reported pH-dependent changes in the uorescence spectra
of several dye molecules; including 1,4-naphthylaminosulfo-
nate, acridine, 8-aminopyrene-1,3,6-trisulfonate,‡ as well as 8-
hydroxypyrene-1,3,6-trisulfonate§ and 6,8-dihydroxypyrene-1,3-
disulfonate,{ respectively. Recently aerwards, it has also been
Förster who introduced the idea of considering a thermody-
namic cycle that takes into account the acid–base equilibria for
both the electronic ground state and the excited state to ratio-
nalize the phenomenon of photoacidity.102–105 In his memory,
this cycle is today referred to as Förster cycle (Fig. 2). This
thermodynamic cycle relates DpKa, the difference between the
excited-state ðpK*

a Þ and ground-state (pKa) acidity, to the
difference in the Gibbs free electronic excitation energies
(DGexci) of the protonated (ROH) and deprotonated (RO−)
species, as expressed in eqn (1)

DpKa ¼ pK*
a � pKa ¼ DGexciðRO�Þ � DGexciðROHÞ

RT lnð10Þ (1)

with the ideal gas constant R and the absolute temperature T.
If the ground-state pKa is known, eqn (1) can be used to

calculate pK*
a from the electronic transition energies; if the pKa

is unknown, still the DpKa can be determined. Ideally, 0–
0 transition energies should be inserted into eqn (1).106Owing to
its simplicity, the Förster cycle has become the most common
route to pK*

a for both experiments and theory, although also
other approaches exist (see Section 7).
‡ Initially referred to as 3-aminopyrene-5,8,10-trisulfonate.

§ Initially referred to as 3-hydroxypyrene-5,8,10-trisulfonate.

{ Initially referred to as 3,5-dihydroxypyrene-8,10-disulfonate.

1562 | Chem. Sci., 2025, 16, 1560–1596
2.2 Different classes of photoacids

ESPT photoacids are typically hydroxyarene or aminoarene
compounds and thus the acidic functional group is either
a hydroxy (OH) or an amino (NH2) or ammonium (NH3

+) group.
The most common classes of photoacids include naphthols107–113

(Fig. 3b and c), hydroxyquinolines79,114–117 (Fig. 3e and f),
hydroxycoumarins118–127 (Fig. 3d), and hydroxypyrenes61,103,128–131

(Fig. 3g), although also some anilines,132–134

naphthylamines99,101,135–137 and aminopyrenes103,138–144 are known.
Phenols (Fig. 3a) also exhibit photoacid character (DpKa ∼
−6),145–149 but their UV absorption (∼270 nm) and weak uores-
cence make them impractical for applications. Less known pho-
toacids are hydroxyisoquinolines,150 uorescein derivatives,151–153

hydroxybenzoquinolizinium ions,154,155 and tetracyanohy-
droquinone.156 The photoacidity of merocyanine-spiropyran
systems both for metastable-state and ESPT photoacids has
also been explored in more detail recently.68,157–163

The counterparts of photoacids, i.e., photobases, also exist,
but have only more recently attracted increased attention in
various research elds.164–179 These photobases are compounds
that become more basic in the excited state. To rationalize and
quantify photobasicity, one simply has to switch the perspec-
tive: a photobase is a species whose conjugate acid becomes less
acidic in the electronically excited state compared to the ground
state. The term photobase is oen used incorrectly for the
corresponding base of an excited photoacid, which is in fact
exactly the opposite of a photobase since these species are
particularly weak excited-state bases.

While the aromatic OH group is typical for many photoacids,
a common feature of photobases are N-heterocyclic, aromatic
frameworks.180,181 A peculiarity is the combination of photo-
acidic and photobasic functional groups within one
molecule.182–187 Here, an ESIPT is possible by contribution of
protic solvents, and these systems therefore appear suitable to
address the question to which extent water- or proton-wires
exist in different solvent compositions.117,188–195
3 Spotlight HPTS—the supposably
most studied photoacid

The research on photoacids has been largely stimulated by
Huppert and co-workers, reaching back to the 1980s when
Huppert—at that time under the supervision of Kolodney—had
joined the photoacid community.196,198 Aer almost 40 years of
research, Huppert can be considered one of the leading
pioneers in photoacid chemistry. Moreover, he has also cata-
lyzed the huge interest in 8-hydroxypyrene-1,3,6-trisulfonate
(HPTS or pyranine), which is one of the rst photoacids ever
studied.100–102 To date, HPTS has probably become the photo-
acid investigated in greatest detail in the literature since its rst
mention in the 1930s,199 owing also to its wide applicability, e.g.
as an efficient uorophore and a ground-state pH sensor,200–203

and to its suitability for use in everyday products like text
highlighters and dishwashing detergents. Studying the ESPT of
HPTS in water using time-resolved spectroscopy has even been
proposed as an educational experiment for students.204 The
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Overview on the different classes of photoacids. The corresponding naphthylamines and aminopyrenes are obtained by substituting the
OH group by an NH2/NH3

+ in (b and c) or (g), respectively.
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characteristics of the ESPT of HPTS have been deciphered in
a vast number of environments and with many different
experimental techniques, as well as with theoretical
approaches, as highlighted in the following.
3.1 ESPT in dependence on the environment

Aqueous solutions pertain an outstanding role among all
studied conditions, and the ESPT to the solvent in bulk water
has been analyzed in great detail.51,52,63,140,205–226 Beyond that,
also the ESPT to a co-solute base such as acetate53,62,221,227–233 or
(per)chloroacetate234–236 could be unveiled, and also the role of
co-solvents on the ESPT of HPTS was addressed in solvent
mixtures consisting of water and, e.g., methanol197,237–240 or
DMSO.54,241 Other parameters include the effect of additional
salts198,238,242–245 or the variation of temperature246,247 and pres-
sure248 on the ESPT process. Challenging the limits of ESPT,
even the ESPT of HPTS in ice and doped ices,246,249–255 in
conned water nanopools of various reverse micelles (with
anionic, neutral or cationic surfactants),256–263 or in Naon fuel
cell membranes260,264,265 have been explored. This scope also
included many biological environments such as the cavity of
cyclodextrin,266–268 other supramolecular assemblies,269 adsorb-
ing bio-materials (hydrophobic insulin amyloid brils and
hydrophilic cellulose surfaces; chitin, starch, chitosan),270–275

hydrogels,276–278 the presence of proteins,279 or even living
cells.280–282 In all the experiments listed above, it was observed
that ESPT dynamics of HPTS in aqueous environments can be
manipulated through the interaction with adjacent molecules.
Apart from these studies where water plays a decisive role,
studies on ESPT of HPTS in non-aqueous solution are very
scarce though, and for instance involve HPTS and acetate in
methanol283 and HPTS in ionic liquids.284,285 Moreover, due to
the three- or four-valent anionic nature, the vast majority of
studies on HPTS take place only in actual solutions, in contrast
to other photoacids (e.g., naphthols that are also studied in gas-
phase solvent clusters286–289). One remarkable exception is
a photoelectron spectroscopy study that reports a negative
© 2025 The Author(s). Published by the Royal Society of Chemistry
electron binding energy for the acid species of HPTS (generated
via electrospray), demonstrating the immense reductive
potential of such a highly charged anion in the gas phase.290
3.2 An arsenal of spectroscopic techniques

Many different spectroscopic techniques have been applied to
investigate HPTS and other photoacids, each one with its own
advantages and varying accessible information. Changes in the
electronic structure upon deprotonation allow spectroscopies in
the visible spectral range such as UV/Vis absorption and uo-
rescence emission to be used for distinguishing the protonated
from the deprotonated form. In its simplest form, pH titrations
are used for the determination of ground-state pKa values, and
uorescence read-out, i.e. uorescence excitation spectroscopy,
is preferred due to its higher sensitivity.292 Consequently, pH
measurements with few or even single molecules are possible,
and nanomolar concentration of samples in the focus of
a confocal microscope show stochastic uorescence uctua-
tions as a result of continuous cycles of deprotonation and
protonation events when only one of the ground-state species is
excited by an appropriate laser source.291 The kinetics of this
interconversion in the thermodynamic equilibrium are then
accessible by uorescence correlation spectroscopy when the
photostability is high enough.293 Moreover, since the molecular
vibrations are highly specic to intermolecular interactions,
mid-infrared (mIR) absorption or Raman scattering spectros-
copy can be used to further characterize possible PT interme-
diates such as ion pairs. In general, time-resolved spectroscopy
with high time resolution is unrivaled to obtain information on
the dynamics, i.e., the actual kinetics of the ESPT.

To briey visualize the additional information content,
steady-state and time-resolved emission are juxtaposed in Fig. 4
for a super-photoacid. Whereas the steady-state uorescence
spectrum foreshadows that more than one emissive species
contributes, the time-resolved data discloses which wavelength
is emitted at whichmoment in time aer photoexcitation. Thus,
the ESPT and its characteristic time scale can be deduced, while
Chem. Sci., 2025, 16, 1560–1596 | 1563
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more detailed analysis can also provide insight into additional
transient species when photoacid and base or the ions of the
nascent ion pair interact (vide infra).

Steady-state UV/Vis absorption and uorescence emission
spectroscopy have been applied since the early days for a qual-
itative characterization of the ground-state and excited-state
equilibria of HPTS in water,103 but also more recently to its
solvatochromism.295,296 The earliest transient absorption exper-
iments of HPTS in aqueous solution were reported by Förster
and Völker (1975)297 and Lundy-Douglas and Schelly (1976),298

both using ash photolysis (tens of ns time resolution), fol-
lowed by laser photolysis experiments by Gutman, Huppert and
Pines (1981, 1983).299,300 In parallel, early time-resolved uores-
cence spectroscopy on the ps to ns timescale initially based on
streak cameras and later time-correlated single photon
Fig. 4 Emission of super-photoacid B (cf. Fig. 13d) in an acetone–
water mixture (0.55 M of water). The time-resolved fluorescence
(bottom panel) resolves that the steady-state fluorescence (top panel)
comprises several contributions with different lifetimes. The displayed
data is part of the study in ref. 294.

1564 | Chem. Sci., 2025, 16, 1560–1596
counting (TCSPC)—both limited by a rather poor ps time
resolution based on today's ultrafast standards—was used to
study the slower excited-state dynamics,197,198,301 which allowed
Agmon, Pines, and Huppert in 1986 to establish their well-
known two-step model for the ESPT of HPTS to water (vide
infra).205–211

According to the early two-step model for HPTS in water, the
excited protonated species (ROH*) of HPTS rst transfers its
proton to a nearby water molecule under formation of a contact
ion pair (CIP) within∼90 ps. Subsequently, this CIP is separated
in a diffusive process, yielding the free deprotonated form
(RO−*) within 100 ps.206 Noteworthy, in seminal studies pub-
lished in 1986, it could be unambiguously shown that the
emission dynamics of excited HPTS in water proceed in a non-
mono-exponential fashion (see Fig. 5), a consequence of gemi-
nate recombination within the ion pair consisting of RO−* and
the generated cation. This process may be considered as
a quasi-equilibration, while diffusion eventually facilitates the
separation of the ions. Modelling of this reprotonation process
of RO−* by including a recombination rate and assuming
diffusive ion separation allowed a quantitative analysis of the
observed dynamics. Furthermore, the discovery of
a pronounced recombination contribution could explain why
the ion separation is less efficient than expected.297

In 1996, Tran-Thi and co-workers applied fs uorescence up-
conversion for the rst time to study the ultrafast dynamics of
HPTS in water213 and later (in 2000) complemented the infer-
ences with results from transient UV/Vis absorption.214 In the
same year, ultrafast transient absorption measurements on
HPTS were also performed by Huppert et al., but for the bimo-
lecular ESPT of HPTS to acetate.53 Owing to a much better time
resolution compared to the previous TCSPC experiments, the
Fig. 5 Fluorescence decay of HPTS in water together with an expo-
nential fit, exemplifying that geminate recombination leads to a tail-
like emission behavior of the excited protonated solute. The profile of
the 25 ps excitation pulse is shown as well. This figure has been
reproduced from ref. 206 with the kind consent of E. Pines and with
permission from Elsevier, copyright 1986.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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results by Tran-Thi et al. revealed the additional involvement of
two fast processes in the ESPT kinetics that precede the proton-
transfer step, which had been previously unobserved and then
started to challenge the two-step model for the ESPT (vide
infra).213–216,302

Particularly in the course of this debate but also as a conse-
quence of further issues on HPTS, ultrafast transient mIR
absorption62,219–221,229–231,234–236,245,303 and fs stimulated Raman
scattering225,226,232,239,304–308 in addition to UV/Vis spectros-
copy52,53,140,213,214,217,223,229,233,309 were established as routine
methods, and even the use of less conventional techniques such
as photon-echo spectroscopy,310 magnetic circular dichroism
(MCD),222 Stark spectroscopy,224 or UV-pump-X-ray-probe spec-
troscopy has been reported. In the latter study, the electronic
structure changes of the proton-donating group of the related
photoacid 8-aminopyrene-1,3,6-trisulfonic acid (APTS) upon
photo-excitation and the subsequent proton transfer dynamics
have been visualized.311 Moreover, for photoacids under
connement (vide supra), time-resolved uorescence anisot-
ropy256,259,263 together with 2D-NMR spectrosopy155,312,313 have
become powerful tools for probing the interaction with the
environment.

A new perspective became recently available through time-
resolved THz spectroscopy in combination with advanced
calculations that have been applied by Havenith, Head-Gordon
and coworkers to directly study the photo-induced solvent
response of water in the vicinity of HPTS, the deprotonated
form OPTS and the methoxy derivative MPTS.63 Oscillatory
features present in the rst ps of the Vis-pump-THz-probe
signal could be associated with vibrational energy transfer
between solute and adjacent solvent molecules (see Fig. 6). In
case of HPTS for which ESPT to the solvent is possible, this
transfer of vibrational energy is more efficient and facilitates
solvent reorganization, which is a prerequisite for the actual
ESPT. Thorough analysis of the data on longer timescales dis-
closed a dissipation of the proton into the bulk, reected in
Fig. 6 Transient signals observed via Vis-pump-THz-probe spectroscop
(c) OPTS. The oscillatory features originate from vibrational solute–solv
indicative of a more efficient coupling that paves the way for the subseq
consent of M. Havenith and with permission from the authors under the

© 2025 The Author(s). Published by the Royal Society of Chemistry
a phonon-like propagation behavior.314 In this regard, the ESPT
dynamics are monitored from a solvent rather than from
a solute response.
3.3 Theoretical studies on HPTS

Research groups specialized in theory have continuously put
HPTS into the focus of their studies as well, especially in recent
years. However, the relatively large size of the HPTS molecule in
combination with the fundamental requirement for an accurate
description of the electronic excitations hindered the theoret-
ical investigations of photoacids in general and HPTS in
particular for a long time. Moreover, for HPTS, the three-valent
and four-valent anionic character of the protonated and
deprotonated species leads to the additional requirement that
an adequate description of the solvent needs to be included in
the calculations.

This is among the reasons why the early theoretical, and
more precisely, quantum-chemical studies rooted in the pho-
toacid community (in the early 2000s) have mostly focused on
smaller and simpler photoacids as model systems, such as
phenol and cyanophenols (using state-specic CASSCF calcu-
lations combined with PCM)302 or cyanonaphthols (using semi-
empirical AM1 calculations).315 Apart from other preliminary
calculations, e.g., on hydroxyquinoline–water complexes by
Fang et al.,316–318 multi-reference methods (including CASSCF
and CASPT2) have been applied more broadly to signicantly
larger photoacids only in more recent times.319,320

The rst computational study on HPTS itself has been re-
ported not much later by Hynes and co-workers (in 2002),216 but
was still restricted to semi-empirical (CS-INDO) calculations at
that time because of relatively high computational costs for
a full wavefunction-based treatment using multi-reference
methods. In the same year though, Jimenez et al. reported
a CIS—i.e., the most simple, non-perturbative correlated single-
reference method—study on MPTS, the methoxy analogue of
HPTS, addressing its vertical electronic transition energies and
y applied to a water jet containing solutions of (a) HPTS, (b) MPTS, and
ent energy transfer, whereas the strong damping in the case of (a) is
uent ESPT. This figure has been reproduced from ref. 63 with the kind
terms of CC BY-NC 3.0, copyright 2023.
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the vibrational frequencies.310 About 15 years later, HPTS
became the subject of a purely ab initio study in (implicit)
solution by Cimino et al. (in 2016),321 using TDDFT as a much
cheaper method for electronic excitation energies. Similarly,
Graef et al. studied the lowest-energy transitions of pyrene—the
main chromophoric core of HPTS—in vacuum and solution.322

During that time, TDDFT—oen in combination with some
variant of the continuum solvation model PCM—has also been
applied to many other photoacids323–341 and particularly also to
the prediction of pK*

a values342–350 (vide infra).
Over the past ve years and besides static, quantum-

chemical calculations, HPTS has also been investigated theo-
retically using molecular dynamics simulations, mostly with
quantum-mechanics/molecular-mechanics (QM/MM)
approaches for the sake of computational efficiency. One of
the rst examples is the combined experimental–theoretical
study on the ESPT of HPTS to acetate by Heo et al., which
revealed a coherent wave packet motion of the reactant (acid)
and the product (conjugate base) and identied the vibrational
modes that actively participate in this coherent proton trans-
fer.233 The excited-state vibrational dynamics of HPTS have been
extensively addressed by Rega and co-workers, e.g., in neat
Fig. 7 Scan of the potential energy for the first excited state and the v
corresponds to the deprotonation of HPTS. 8H2O molecules and the im
The change in excitation energy corresponds to 4.1 Å in the collective coo
Structures along the path are shown below, with the natural transition or
This figure has been reproduced from ref. 358 with the kind consent o
Chemical Society, copyright 2021.

1566 | Chem. Sci., 2025, 16, 1560–1596
water351,352 and in acetate-containing aqueous solution.353,354

Even the particularly strong so-called super-photoacids (vide
infra) have been the subject of theoretical studies, e.g., on the
ESPT dynamics of QCy9 in water by Raucci et al.355 or the THz
and IR signals of NM6HQ+ in water by Petrone et al.356

Similarly, the ESPT dynamics of HPTS in 1-methyl-
imidazole357 and in water358 have been recently investigated in
a joint experimental–theoretical study by Fayer, Mart́ınez and
co-workers. In contrast to the previously mentioned earlier
quantum chemical study by Cimino et al., in which no ESPT of
HPTS had been observed with up to three water molecules,321

the excited-state ab initio MD simulation by Walker et al.358

scrutinize the ESPT of HPTS in bulk water more thoroughly and
indicate the involvement of a strong, more extensive hydrogen-
bonded network (i.e., a water wire) between the (photo)acidic
OH group and one of the three sulfonate groups, e.g., involving
eight water molecules (see Fig. 7). In fact, these results allow for
a renement of the existing experimental knowledge on HPTS
by providing a clear molecular picture of the intermediates that
are involved in the ESPT. They claim that the intermediate time
constant of 2–3 ps that had been commonly assigned to
a shared proton between HPTS and proximate water
ertical excitation energies along the intrinsic reaction coordinate that
plicit solvent model PCM have been used in combination with TDDFT.
rdinate that quantifies the location of the proton within the water wire.
bitals associated with the transition state geometry shown on the right.
f M. D. Fayer and T. Mart́ınez and with permission from the American

© 2025 The Author(s). Published by the Royal Society of Chemistry
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molecules213,214,309 rather reects the deprotonation of HPTS and
the corresponding oscillation of the dissociated proton that rst
remains mobile within the water wire. Only aer that, the
proton localizes on one of the water molecules and can then
diffuse away from the wire, and not just from a single water
molecule coordinating the O− group as assumed in previous
interpretations, into the bulk solution on a longer timescale
(∼80 ps).
4 Spotlight—naphthols

Naphthols comprise another important class of photoacids with
a long-lasting history and a rich background in many research
areas. Particularly important are the two parent compounds:
1-naphthol and 2-naphthol (cf. Fig. 3b and c). Although naph-
thols do not belong to the very rst photoacids studied—which
were in fact naphthyl amines (see Section 2)—, their photo-
acidic character has been rst reported by Weller in 1952 and
1954.107,108 Moreover, no research group can be identied who
has excelled at studying naphthols in a similar fashion as
Huppert and coworkers have for HPTS; rather, the research
history of the whole family of naphthols is a collection of many
individual contributions. Therefore, this section is less strictly
concerned about presenting a complete list, but more about
a presentation of exemplary highlights.

Typically, the different naphthol derivatives are functional-
ized with one or multiple sulfonate groups for solubility
reasons. For the 1-naphthols, mono-substituted derivatives with
a sulfonate group at the ring positions 2,359 3,360 4,361 and 5,56

4-chloro362 and 5-tert-butyl363 and 3,6-disulfonato364 substitution
are reported. For the 2-naphthols, monosulfonation at the 6,365

7,366 or 8 (ref. 55) position and disulfonation at the 6,8 (ref. 367)
and 3,6 (ref. 301) positions are typical. Even a dihydroxynaph-
thalene368 and dimers of 2-naphthol369,370 were recently
described. In this regard, it is worth noting that 2,20-dihydroxy-
1,10-naphthaldehyde diazine (pigment yellow 101) can be
considered as a bisnaphthol with rich photochemistry beyond
ESPT.371 We will not make a particular distinction with respect
to the substituents in the following, with the exception of
electron-withdrawing groups such as cyano groups, to which
a later section is dedicated (cf. Section 5).
k E.g., see ref. 434 for a denition of the different condensation types for polycyclic
aromatic compounds.
4.1 Research highlights

Subsequent to the initial work by Weller,107,108 important earlier
contributions (i.e., here prior to 1990) to the research on
naphthols and the fundamental understanding of their prop-
erties as photoacids were made by Trieff and Sundheim (1965),49

Suzuki and Baba (1967),372 Kuz'min and co-workers (1977–
1980),93,373–375 Gutman, Huppert, and co-workers (1979–
1981),197,301,376 Schulman et al. (1979),110 Harris and Selinger
(1980),111 Tobita, Tsutsumi and Shizuka (1980–1983),112,377–379

Robinson and co-workers,359,380–382 and Webb et al. (1986).113 In
more recent times (i.e., aer 1990), the ESPT of naphthols in
gas-phase clusters has emerged as one particular research area,
as extensively, but not exclusively,383–388 studied by Knochen-
muss and co-workers.286,287,389–395 Owing to the neutral nature of
© 2025 The Author(s). Published by the Royal Society of Chemistry
the naphthol (in contrast to the anionic HPTS), techniques such
as mass spectrometry, multi-photon ionization (MPI), time-
resolved photo ionization (TRPI), or laser-induced uores-
cence (LIF) (cf. ref. 287), could be applied. Even some QM/MM
studies have been reported under these conditions, namely
for 1-naphthol in liquid-cooled jets.396 Pines and co-workers
have also made detailed and inuential contributions on
naphthols, e.g., on the self-quenching of 1-naphthol,397 the
intrinsic proton transfer rate in photoacid–carboxylate pairs,228

the hydrogen-bonding interactions,398 and the role of diffusion-
assisted recombination as well as isotope and temperature
effects.399–401 Recently, Pines et al. have addressed the role of the
sulfonate groups in mono- and di-substituted naphthols as
competing protonation sites.402

The role of geminate recombination364,403,404 and sol-
vatochromism405,406 was elucidated for naphthols as well by
Huppert and coworkers, who intensied their efforts with the
advent of naphthol-based super-photoacids which have
enhanced photoacidic behavior (see Section 5.2.1). This
includes studies on the ESPT of naphthols in neat solvents,407–410

its pressure dependence365,366 andmodied ESPT characteristics
that arise in binary solvent mixtures, e.g., H2O/D2O,411 meth-
anol–water,56,57,412 or acetonitrile–water.413 Other interesting
environments that have been studied using naphthols include
ethanol–water,414 n-propanol–water,415,416 DMSO–water
mixtures,417 ESPT to urea,418 super-critical water,419

micelles,420–425 polymer–surfactant aggregates,426 ionic
liquids,427 and high-temperature and high-pressure meth-
anol.428 Theoretical studies have been reported as well.324 Nib-
bering and co-workers have employed a 2-naphthol derivative
for the real-time observation of carbonic acid formation in
aqueous solution.429 Interestingly, about 10 years later, Pines
et al. have followed the same approach to study carbonic acid,
and additionally the physiologically relevant lactic and pyruvic
acids, but using a stripped-off version of HPTS (namely,
6-hydroxypyrene-1-sulfonate).430 The Nibbering and Pines
groups independently obtained the same pKa value for carbonic
acid. Beyond, Cox and Bakker have used naphthol sulfonates to
study the deuteron transfer dynamics through short-living
water wires.431
4.2 Differences in the electronic structure

4.2.1 Introduction to Platt's 1La and
1Lb states of aromatic

molecules. Perhaps the largest implication from the research on
naphthol photoacids is the rationalization that the character of
the lowest excited singlet state, S1, affects the photoacidity and
that this character can change with the substituents and/or with
the solvent. This aspect has been extensively discussed by the
Pines group who labeled it the 1La–

1Lb paradigm.39,432 Hereby,
1La and 1Lb refer to Platt's notation for the two lowest lying
electronically excited singlet states with p / p* character of
aromatic molecules.433 Platt originally derived these based on
general considerations for cata-condensed hydrocarbons,k
Chem. Sci., 2025, 16, 1560–1596 | 1567
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Fig. 8 Classification of the two lowest-lying excited singlet states of
benzene (D6h point group) and naphthalene (D2h point group), as

1La (a
and c) and 1Lb (b and d), respectively, based on the distribution of
effective charges according to Platt. Visualization of the transition
density with contours in red and blue referring to opposite signs.

Fig. 9 Orientation of the molecular axes a (in blue) and b (in red)
according to Platt's notation for the examples benzene (a), naphtha-
lene (b), and pyrene (c).
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usually referred to as the perimeter model.435 As initially intro-
duced by Platt, the indices a and b describe different distribu-
tions of effective charges (i.e., the transition density) that are
caused by the electronic redistribution upon excitation from the
ground state, S0, into the 1La or 1Lb excited state: a indicates
effective charges located at the atoms along the perimeter, while
b refers to a location at the bonds (cf. Fig. 8). In this context,
these two indices can be also associated with the orientation of
the nodal planes of the molecular orbitals that make up the
wavefunction, with the nodes being located at the bonds (1La) or
atoms (1Lb), respectively.

Although not part of Platt's original discussion, a funda-
mental consequence of this denition is that a and b each also
determine an intramolecular axis that directly reects the
orientation of the corresponding transition dipole moment
(TDM), i.e., the polarization, for the transitions from S0 into the
1La and

1Lb states, respectively. Due to the different orientation
and magnitude of their TDMs, these two states depend differ-
ently on substituents or the solvent.433,436 The brighter 1La state
is said to have a higher charge-transfer (CT) character (i.e., to be
more polar), while the darker 1Lb state is more covalent in
nature. Therefore, the 1La state is assumed to be stabilized more
strongly compared to the 1Lb state by polar substituents. In an
extreme, a level inversion between these states can also occur.

For linear polycyclic aromatic hydrocarbons (PAHs)
including naphthalene and the acenes (e.g., anthracene), the
a axis, which is aligned with the TDM of the strong S0 / 1La
transition, can be identied as the shorter axis, while the b axis,
which is aligned with the TDM of the weak (quasi-forbidden) S0
/ 1Lb transition, is the longer axis, with both axes being
perpendicular to each other (cf. Fig. 9b). However, this assign-
ment of the a and b axes as the short and long intramolecular
axes does not hold generally and depends on the specic
compound under study. For example and in contrast to the
acenes, the a axis is identied as the longer axis according to the
orientation of the TDM in the simple benzene (cf. Fig. 9a) and
some non-linear PAHs like pyrene (cf. Fig. 9c), allowing for two
1568 | Chem. Sci., 2025, 16, 1560–1596
important observations: rst, in all of these examples, the a axis
turns out to be the one passing through ring carbon atoms,
while the b axis is the one cutting carbon–carbon bonds.
Second, the character and the symmetry of the 1La and

1Lb states
is preserved among these compounds.

Let us briey compare Platt's a and b axes with the geomet-
rical orientation of these molecules as typically used in physical
and theoretical chemistry. Importantly, due to their relation to
electronic states, Platt's a and b axes must not be mistaken for
the principal axes of inertia carrying the same labels, which is
an occasional misconception in the literature and potential
source of confusion. According to Mulliken's recommendation
for the notation of spectra of polyatomic molecules, for planar
molecules with D2h symmetry, the x axis is chosen perpendic-
ular to the molecular plane, while the z axis should be chosen
passing through the largest number of atoms or, if ambiguous,
dissecting the largest number of bonds.437 Hence, for both the
selected examples of linear (i.e., naphthalene and the acenes)
and non-linear (i.e., pyrene) PAHs with D2h symmetry discussed
here, it is the z axis that corresponds to the b axis and the y axis
that corresponds to the a axis. With this choice of the axes, 1La
and 1Lb have B2u and B1u symmetry, respectively438,439 (note that
sometimes the z axis is chosen perpendicular to the molecular
plane, then the symmetry species would be B2u and B3u).440,441

4.2.2 Natural transition orbitals for the analysis of elec-
tronic transitions. In the case of the linear and non-linear PAHs
mentioned here (i.e., naphthalene, acenes, and pyrene), 1La is
described in a molecular orbital (MO) picture by an almost pure
HOMO/ LUMO transition, while 1Lb is a 50 : 50 mixture of the
HOMO / LUMO+1 and HOMO−1 / LUMO transitions. A
perfect example is the simple naphthalene, as illustrated by the
natural transition orbitals (NTOs) for the electronic transitions
from the ground state (S0) to the two lowest-lying excited states
(S1, S2), which can be either 1La,

1Lb, or a mixture (Fig. 10).
Originating from a singular value decomposition of the

transition density matrix, NTOs provide a more compact
representation of single excitations compared to the canonical
MO basis, becoming particularly powerful when many MOs
contribute to a given transition. Thereby, the NTOs allow to
visualize and rationalize the changes in the electronic distri-
bution taking place upon excitation. NTOs as the (le and right)
singular vectors always come in pairs with a so-called occupied
(or hole; i.e., le aer excitation) and virtual (or particle; i.e. the
© 2025 The Author(s). Published by the Royal Society of Chemistry
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excited electron) part, representing the probability distribution
of the electron prior and aer the transition, respectively.
Moreover, the corresponding singular values determine weights
describing how strongly each NTO pair contributes to a given
transition.

In the case of naphthalene, the NTO analysis veries that the
S0 /

1La transition is dominated by a single NTO pair whose—
based on an additional comparison that is not shown here—
occupied and virtual parts resemble the HOMO and LUMO,
Fig. 10 Analysis of the two lowest-lying electronically excited states and
For each state, the two dominant natural transition orbital (NTO) pairs
transitions are calculated in the gas phase with ADC(2)/aug-cc-pVDZ at
refer to implicit solution (water) using COSMO-ADC(2) energies at COS

© 2025 The Author(s). Published by the Royal Society of Chemistry
respectively. Similarly, the two NTO pairs that contribute
equally (ca. 50%) to the S0 / 1Lb transition can be identied
with the HOMO and LUMO+1 as well as the HOMO−1 and
LUMO based on the occupied and virtual parts of the rst and
second NTO pairs, respectively. However, it needs to be
emphasized here that this correlation of 1La and 1Lb with the
frontier orbitals is specic to a given molecular class only and
can hence be different for other PAHs (e.g., for different ring
assignment of the 1La and
1Lb character for prototypical compounds.

together with their weights (in parentheses) are given. The electronic
MP2/cc-pVDZ geometries, except for the charged 4sPy and HPTS that
MO-MP2 geometries.
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sizes or condensation types), but particularly if substituents are
introduced to the aromatic rings.

The NTOs also allow for a direct assignment of 1La and 1Lb
based on pure considerations of charge polarization according
to Platt's fundamental denition (vide supra). For this, the
product of the occupied and virtual parts of the dominant NTOs
needs to be considered and analyzed with respect to the loca-
tion of effective charges and nodes (e.g., see Fig. 11 for naph-
thalene). Since all NTO pairs for a given transition have the
same symmetry, it is furthermore sufficient to consider only
a specic pair, e.g., one that appears easiest to interpret. For
example, it is quite simple to see that the product of the occu-
pied and virtual parts of the second NTO pair for the S0 / S1
transition of naphthalene (Fig. 11b) mainly consists of pp*

contributions from the two outmost le and right neighboring
C atoms (i.e., C2–C3 and C6–C7). The coefficients at the other C
atoms basically vanish in the product due to the presence of
vertical nodal planes in either NTO part. The presence of
effective charges located at the bonds is indicate for an 1Lb and
the opposite phase between the coefficients at the terminal C
atoms indicates that this transition is polarized along the
longer, horizontal axis that becomes assigned as the b axis. In
analogy, the product of the occupied and virtual parts of the
second NTO pair for the S0 / S2 transition (Fig. 11d) dissects
into pure contributions with coefficients at the atoms, indica-
tive for 1La, with a polarization along the shorter, vertical axis,
thus labelled a. Despite their dominant weight, the NTO pairs
that are shown in the rst column of Fig. 10 might be somewhat
more difficult to interpret with respect to the charge polariza-
tion since their products are harder to imagine (cf. Fig. 11a and
c). However, we have observed the following rule of thumb that
allows for an even faster assignment of the polarization axes:
For naphthalene, but also for the other PAH examples in Fig. 10,
if there is a common nodal plane (through the center) present in
both occupied and virtual parts of a given NTO pair, the nodal
plane contains the a or b axis, respectively. For example, for the
1Lb state one can see that the b axis is the common nodal plane
in NTO pair 1, while it is the a axis for 1La as seen in NTO pair 1.

4.2.3 Electronic structure of photoacids
4.2.3.1 Phenol. Although extensively used in the past to

describe the electronic structure of various hydroxyarene pho-
toacids, Platt's assignment of the 1La and 1Lb states is strictly
valid only for a limited number of unsubstituted arenes, mainly
because (i) (polar) substituents can enhancemixing between the
two states and (ii) the perimeter model itself is no longer suit-
able for larger ring systems (e.g., pyrene). However, care must be
Fig. 11 Visualization of the product of the occupied and virtual parts o
transition into the first (S1,

1Lb; a and b) and second (S2,
1La; c and d) exc

1570 | Chem. Sci., 2025, 16, 1560–1596
taken when trying to quantify this state mixing, e.g., by
comparing the weights of the NTOs. For example, already
phenol as the simplest hydroxyarene (see Fig. 10) demonstrates
that the orbital transitions involving the HOMO contribute
much stronger for both 1La and

1Lb, as judged based on higher
NTO weights compared to the parent compound benzene. In
particular, the character of the contributions to these transi-
tions and the orientation of the TDMs remain mostly unaltered
for phenol, as can be seen by the almost identical NTOs,
excluding any state mixing between 1La and 1Lb. Thus, the
higher weights for the NTOs involving the HOMO just indicate
that these transition become HOMO-dominant in the case of
phenol, in line with a lower HOMO energy due to the partici-
pation of the O atom from the OH group. It should be also noted
here that these orbital considerations differ even more strongly
from the PAHs in case of the deprotonated species of the pho-
toacids (e.g., phenolate) since the HOMO is dominated even
more by the O atom due to the negative charge. However,
a detailed discussion of the electronic structure of these corre-
sponding bases is not part of this review.

4.2.3.2 Naphthols. The classical examples to look at in the
context of photoacids are 1-naphthol (1N) and 2-naphthol (2N).
1N, despite having an energetically lower 1Lb state, is considered
an 1La photoacid, while 2N, also with a lower 1Lb state, is
regarded an 1Lb photoacid (cf. Fig. 10). Thus, this classication
as 1La or 1Lb photoacids is not simply based on the energetic
order of these states, but also considers which of them is rele-
vant for the photoacidity, i.e., the accessibility in terms of the
brightness of these states. For both 1N and 2N, the introduction
of the OH group as a substituent breaks the initial D2h symmetry
of the parent naphthalene, reducing it to Cs. As an important
consequence, both 1La and

1Lb have the same symmetry (A0) in
the Cs point group, enabling amixing of these two states. For 1N
that is closer to the unsubstituted naphthalene, the lower-lying
1Lb state is less bright, rendering the brighter 1La the relevant
state, while for 2N, which apparently deviates more strongly
from naphthalene, the 1Lb state is much brighter due signicant
1La–

1Lb state mixing.
The two compounds 1N and 2N differ remarkably in their

photoacidic behavior. Both photoacids show almost the same
pKa values in the ground state (9.3 for 1N, 9.6 for 2N) in water,
but 1N (−1.0) is much more acidic in its 1La state, compared to
2N (3.3) in its 1Lb state.432 Unveiling the reasons behind this
puzzling observation has lead to a debate in the literature.
Initially, gas-phase experiments in solvent clusters by Kno-
chenmuss and co-workers287,390,396 as well as theoretical studies
f the first (NTO-1) and second (NTO-2) dominant NTO pairs for the
ited state of naphthalene, respectively.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 12 Normalized static optical absorption (solid lines) and emission
(dashed lines) of: (a) 1N and (b) 2N. Insets: molecular structures and
transition dipolemoments (blue arrows) of the 1La and

1Lb transitions of
1N and 2N, predicted by TDDFT for the molecules in gas phase. (c)
Scheme of the dynamics of 1N after photoexcitation. This figure has
been reproduced from ref. 443 with the kind consent from E. T. J.
Nibbering and M. Chergui and with permission from Wiley-VCH,
copyright 2013.
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by Tran-Thi, Hynes, and co-workers214–216 have largely shaped
the view that the polar 1La state, although higher in energy in
less polar environments, should be the relevant state for pho-
toacidity in more polar solvents, whereas the less-polar, ener-
getically lower 1Lb state dominates in less polar solvents. Hence,
a so-called level inversion in polar solvents has been suggested
as an additional mechanism.442 Later, Pines has emphasized
that the electronic structure of 2N is in fact much more con-
gested than sometimes assumed,meaning that both the 1La and
the 1Lb state need to be considered.39,432 Indications for this are
also observed here (see Fig. 10) as pure 1La character is neither
observed for 1N nor for 2N, with particularly strong mixing for
2N. Moreover, to explain the overall increased photoacidity of
1N over 2N, Pines suggested to take the effects on both species
into consideration, the naphthol (acid) and naphtholate anion
(base), thereby inferring a stronger stabilization on the base
side.39 More recently, Nibbering, Chergui and co-workers have
performed time-resolved uorescence and mIR spectroscopy
experiments that compare 1N and 2N in chloroform (as an
unpolar solvent) and DMSO (as a polar solvent), demonstrating
that the solvent changes the character of the heavily mixed
electronic states in the case of 1N (see Fig. 12).443 For 2N, the
fractional 1La character remains low (∼10%) and constant over
time aer excitation (in accordance with a higher 1Lb character
for 2N, cf. Fig. 10), while, for 1N, this fraction also remains
constant (∼20%) in the less polar chloroform, but increases
within 0.5 ps from ∼20% to ∼40% in the more polar DMSO.

4.2.3.3 Pyrenols. Similar attempts have also been made to
rationalize the photoacidity of HPTS in terms of its electronic
structure,140,214–216,220,222,223 but the experimental and theoretical
evidence is not fully conclusive and hence a strict assignment of
these two states might not even be possible (vide supra), which
sometimes is empirically described by heavy 1La–

1Lb mixing.
Although Platt's notation does not strictly apply to pyrene that
as a peri-condensed hydrocarbon lacks cata-condensation, its
electronically excited states can still be nicely characterized as
1La and

1Lb. For example, the calculations on pyrene presented
here (Fig. 10) show that S1 has roughly equal contributions from
two NTO pairs with a transition dipole moment aligned along
the b axis, indicative for 1Lb character, while S2 is dominated by
a single NTO pair with a TDM aligned along the a axis, char-
acteristic for 1La. However, as for the naphthols, symmetry
breaking via substitution introduces state mixing. Interestingly,
the effect from OH substitution is rather small as the character
and relative order of S1 and S2 remain mostly the same (i.e.,
moving from pyrene to 1-pyrenol). Quadruple substitution with
sulfonate groups does not affect the character since the
symmetry is maintained, but alters the energetic order shiing
1La below

1Lb (i.e., moving from pyrene to 4sPy), as judged based
on NTO analysis. Similar as the changes from pyrene to 1-pyr-
enol, substitution of one of the four sulfonates by an OH group
(i.e., moving from 4sPy to HPTS) does again break the
symmetry, causing distortion of the NTOs, but also maintains
the energetic order. However, while the rst excited state (S1) in
HPTS has still dominantly 1La character, the second excited
state (S2) reveals a signicant 1La–

1Lb mixing. Using the differ-
ence between the NTO weights (or their deviation from 50%) as
© 2025 The Author(s). Published by the Royal Society of Chemistry
a rough estimate, the degree of mixing appears similar for HPTS
(76%, 22%) as for 1-pyrenol (77%, 21%), and thus somewhat
larger than for 1-naphthol (67%, 32%), but considerably less
than for 2-naphthol (83%, 15%).
5 Spotlight—super-photoacids
5.1 Initial naphthol derivatives

Despite this wealth in photoacid research, HPTS andmost other
early photoacids, especially naphthols,55–57,363,364,431 are mainly
Chem. Sci., 2025, 16, 1560–1596 | 1571
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Fig. 13 A selection of super-photoacids I. Naphthol (a), hydrox-
yquinoline (b), 1,8-naphthalimide (c), and hydroxypyrene (d) deriva-
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restricted to perform an ESPT in aqueous solutions due to
limited acid strength, i.e., too large pK*

a values. To overcome
this, i.e., to enhance the photoacidity by lowering the pK*

a value,
Tolbert and Haubrich (in 1990) had the idea to substitute
2-naphthol with electron-withdrawing cyano (CN) groups at
different ring positions.444 The CN group was chosen as
a compromise between strength and stability since the
commonly used sulfonate (SO3

−) group is only a weak electron
acceptor, whereas the nitro (NO2) group is one of the strongest
electron acceptors, but nitro-substituted chromophores are
typically photo-labile and tend to weakly uoresce.445 Owing to
the drastically enhanced photoacidity for some of these cyano-
naphthols, particularly with the CN at the 5 or 7 position
(shiing the pK*

a to −1.2 and −1.3, respectively), Tolbert and
Haubrich also introduced the term super-photoacids, from then
on a general term for photoacids with a negative pK*

a value.
Driven by the enhancement in photoacidity, the ESPT of

such super-photoacids is strongly accelerated, leading to an
ultrafast deprotonation in water and also rendering the ESPT
possible in non-aqueous solution (vide infra). For example, as
one of the rst super-photoacids, the above-mentioned
compound 5-cyano-2-naphthol (5CN2, Fig. 13a) has been thor-
oughly studied with respect to its ESPT in many different
solvents including water,408 alcohols,409 DMSO,60 solvent
mixtures400,404,412 and gas-phase solvent clusters286 as well as to
its solvatochromism in a variety of organic solvents.406,409
tives. [Abbreviation: ethylene glycol residue (EG =

CH2CH2OCH2CH2OH)].
5.2 The race toward strongest photoacids

5.2.1 Naphthols. The initial discovery of super-photoacids
triggered a competition for designing increasingly strong
(super-)photoacids in order to (i) further accelerate the ESPT
and push the kinetics toward the solvent-controlled kinetic
regime and (ii) move to less proton-accepting solvents. Fig. 13
and 14 give an overview on a selection of the resulting super-
photoacids that have been reported. Aer the seminal work by
Tolbert and Haubrich, the next generation of super-photoacids
rst included simply further functionalized 2-naphthols,
making use of the increased effect of multiple substituents,
utilizing either two cyano groups97,446 or a newly per-
uoroalkylsulfonyl group410 (Fig. 13a). Among these, 5,8-
dicyano-2-naphthol (DCN2, Fig. 13a; pK*

a ¼ �4:5446) has become
most thoroughly studied, e.g., regarding the ESPT in water446

and various alcohols,407,447,448 under high
pressures,366,419,428,449–452 or even in ionic liquids.427 Although 2-
naphthols are weaker photoacids compared to 1-naphthols
(vide supra), almost exclusively 2-naphthol derivatives (with
multiple cyano groups) are known as super-photoacids, which is
related to weak uorescence and facile deactivation of cyano-1-
naphthols via proton quenching.113

5.2.2 Hydroxyquinolines. Hydroxyquinolines (Fig. 13b)
pose another interesting compound class. These compounds
possess dual photoacid–photobase character though, which
leads to more complicated kinetics involving tautomerization
reactions.79,114,117,316–318,453 Therefore, Kim and Topp revived the
original idea by Bardez et al.115 of blocking the photobasic
nitrogen site of hydroxyquinolines via methylation in order to
1572 | Chem. Sci., 2025, 16, 1560–1596
switch off the photobase character and make use of the largely
enhanced photoacid character of the corresponding hydrox-
yquinolinium cation.116 Later, Solntsev et al. have tested N-
oxidation as an alternative to N-methylation, giving access to
a new class of hydroxyquinoline-N-oxide photoacids.454

However, while the photoacidity, in comparison to the parent
compound, was successfully enhanced and also the tautome-
rization disabled, a lack of photo-stability was introduced due to
an unwanted, yet efficient non-reversible side-reaction, which
made them rather impractical for many purposes.

Upon the hydroyxyquinolines, NM6HQ+ ðpK*
a � �7Þ455 has

been studied experimentally in water and in various alcohols by
Popov and colleagues,455,456 and the related (non-N-methylated)
6HQ as well as NM6HQ+ in the same solvents and additionally
in water–acetonitrile mixtures by Pérez Lustres et al.457–459

Moreover, the Kwon group has studied ESPT of NM7HQ+

(pK*
a ¼ �2:3460) in hydrogen-bonded complexes with methanol,

ethanol, DMSO, and N-methylbenzamide in the solvent
acetonitrile.460–465 Similarly, the group has employed the pho-
toacids 7HQ and NM7HQ+ in solutions of diols with varying
chain length to study the role of hydrogen-bond bridging on the
ESPT.194,466 Very recently, Choi et al. have presented a new
method for determining the equilibrium constant for the
ground-state hydrogen-bond formation via time-resolved
instead of steady-state spectroscopy, which is superior to the
traditional determination in cases when the addition of the HB
acceptor (base) impacts the bulk polarity of the solution, as for
NM7HQ+ and DMSO in acetonitrile.464
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 14 A selection of super-photoacids II. Quinone cyanine dyes:
QCy7 (a), QCy9 (b), HPPC (c), and CyP (d).
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5.2.3 Quinone cyanines. The subsequent design of super-
photoacids by Huppert and co-workers has followed the direc-
tion of cyanine uorochrome dyes (see Fig. 14), originally
known from near-infrared (NIR) imaging due to their
pronounced NIR emission.467,468 Important examples, with weak
uorescence of the deprotonated species, are the quinone
cyanines QCy7 (Fig. 14a, pK*

a ¼ �6:5)469 and QCy9 (Fig. 14b,
pK*

a ¼ �8:5).470 Both are able to readily perform an ESPT in
liquid469–471 or even solid472,473 H2O (or D2O) as well as in typical
alcohols such as methanol and ethanol,58 and also in ethanol–
triuoroethanol solvent mixtures in the case of QCy9.474 Due to
its immense (photo-)acidity, the ESPT rate of QCy9, which
continues to be the strongest photoacid among the
© 2025 The Author(s). Published by the Royal Society of Chemistry
hydroxyaromatics to date, reaches a value of kPT ∼ 1013 s−1 (i.e.,
a lifetime of 100 fs) that is identical in water, methanol, and
ethanol, indicating ESPT kinetics beyond the solvent-controlled
regime.58 Even more recently, Huppert and co-workers have
continued to ne-tune the properties of these dyes and reported
newly synthesized

� 3-hydroxypyridine-dipicolinium cyanine (HPPC, Fig. 14c;
pK*

a � �6),475

� phenol cyanine picolinium (PCyP, Fig. 14d; pK*
a � �1),476

� chloro benzoate cyanine picolinium (CBCyP, Fig. 14d;
pK*

a � �6),59,477 and
� phenol benzoate cyanine picolinium (BCyP, Fig. 14d;

pK*
a � �7)478

salt super-photoacids. Apart from the common solvents for
ESPT (i.e., water, methanol, and ethanol), CBCyP is one of the
very few photoacids that has also been studied in acetonitrile–
water mixtures.413
5.3 Naphthalimides of Brouwer & Kumpulainen

As highlighted above, the design of new super-photoacids
mainly pursued the route of functionalizing already known
weaker photoacids or promising candidates (e.g., uorescent
dyes) with electron-withdrawing groups in order to shi the pK*

a

into the negative regime. This strategy also applies to the super-
photoacidic HPTS derivatives developed by Jung and co-
workers,61 to which the subsequent section has been dedicated.
However, as the nal example here, the super-photoacids based
on 1,8-naphthalimide introduced by Kumpulainen et al. are
presented.

Substituted 1,8-naphthalimides (NI) had been known as
uorescent probes and sensors for quite some time479–481 and
even the excited-state ion-pair formation of 3- and 4-hydroxy-N-
methyl-1,8-naphthalimides in organic solvents had been
studied via uorescence.482–484 However, due to the missing data
for aqueous solutions in combination with the promising
properties of these compounds, Kumpulainen, Brouwer, et al.
have developed three new NI-based super-photoacids (see
Fig. 13c) with pK*

a values ranging from −1.2 to −1.9.485 These
compounds differ only in the number of OH groups and in the
substituent at the N atom of the NI framework. EG-SHONI
ðpK*

a ¼ �1:9Þ contains an ethylene glycol (EG) moiety at the N,
one OH (HO) group in the rst aromatic ring and a sulfonate (S)
group in the second ring. In contrast, this sulfonate group is
replaced by another OH group in EG-dHONI ðpK*

a ¼ �1:2Þ,
having two (dual) OH groups in total. Lastly, COOH-dHONI
ðpK*

a ¼ �1:4Þ is similar to EG-dHONI, but the ethylene glycol
is replaced by a carboxy (COOH) group. All three compounds
exhibit deprotonation upon excitation in alcohols and in
DMSO.485 EG-dHONI has been subject to more detailed kinetic
studies in water, which revealed that ESPT follows a two-step
model involving a short-range proton transfer under forma-
tion of a contact ion pair and its diffusive separation.485 More-
over, the complex formation and the ESPT of other dHONI
photoacids and different organic bases in acetonitrile and
benzonitrile solution has been studied, strongly indicating
a three-step model for the ESPT in these environments
Chem. Sci., 2025, 16, 1560–1596 | 1573

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4sc07148d


Chemical Science Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

2 
D

ec
em

be
r 

20
24

. D
ow

nl
oa

de
d 

on
 7

/2
3/

20
25

 3
:4

5:
52

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
involving hydrogen-bonded complexes and a solvent-separated
ion pair as additional intermediates.486 Later, EG-SHONI has
been studied more detailed using a combination of uores-
cence up-conversion, transient UV/Vis absorption, and tran-
sient mIR absorption to decipher the ultrafast ESPT in DMSO,
revealing not only a reversibility of the initial PT step that yields
the contact ion pair, but also a breakdown of the (two-step)
Eigen–Weller model—despite excellent agreement with the
experimental data—due to a solvent control via solvent
relaxation.487,488
5.4 Pyrene derivatives in the new millennium

5.4.1 Previous HPTS derivatives. The fundamental impor-
tance of HPTS for the eld of photoacids, but also its effective
restriction to aqueous solutions as a major drawback has been
outlined in the previous sections. Moreover, even before the
concept of functionalization with electron-withdrawing groups
for the design of new (super-) photoacids was systematically
applied, some HPTS derivatives were already known. The most
common examples include 8-hydroxy-N,N,N0,N0,N00,N00-
hexamethylpyrene-1,3,6-trisulfonamide (HPTA),129,223,264,489 in
which all three sulfonate groups of HPTS are converted into
sulfonamides of dimethylamine, and 8-aminopyrene-1,3,6-
trisulfonic acid (APTS),39,140,223 in which the OH group of HPTS
is replaced by an ammonium (NH3

+) group (see Fig. 3g). Due to
this positive charge in the (photo)acidic group, APTS
ðpK*

a z�7Þ224,489 is frequently referred to in the literature as
a cationic photoacid and HPTS as a neutral photoacid, despite
their net negative charges in solution.140 In contrast, HPTA is
a truly non-charged photoacid and exhibits a slightly higher
excited-state acidity ðpK*

a ¼ �0:8Þ140 compared to the parent
compound HPTS ðpK*

a ¼ 1:4Þ.207
5.4.2 Design of new pyrene-based photoacids. This

enhancement in the photoacidity of HPTA over HPTS along the
removal of the negative charges as putative source for the weak
photostability (see the ESI of ref. 490) with the aim of improving
the properties of HPTS for biological applications motivated
Jung and co-workers to design a new class of non-charged HPTS
derivatives (see Fig. 13d). They introduced electron-withdrawing
peruoroalkyl ester (A–B)—similar to the substituents used to
enhance the photoacidity of 2-naphthol (vide supra)—and
amide (C–E) moieties to the sulfonate groups of HPTS and ob-
tained highly photostable photoacids with bright visible uo-
rescence for biological applications (note that compound F is
identical to HPTA).61 Overall, the substitution does not signi-
cantly alter the pKa drop upon excitation (∼7 units), but allows
to downshi the pK*

a by up to 5 units by changing the ground-
state pKa, yielding a set of photoacids with pK*

a between −0.8
and −3.9. Owing to the larger effect of the uorinated esters,
compounds A and B are stronger photoacids compared to C–F,
while B is the strongest ðpK*

a ¼ �3:9Þ of this class. The N atom of
the amide group(s) in compound C is directly attached to
a methoxy (OCH3) group, which makes C slightly more acidic
compared to photoacids D–F. However, compounds D and E,
which turned out to have similar strengths as the previoulsy
reported F (HPTA), were actually (successfully) designed to
1574 | Chem. Sci., 2025, 16, 1560–1596
improve the water solubility compared to F, whereas C shows
a high permeability through biological membranes. Aiming at
even stronger photoacids that are capable of performing an
ESPT in even more exotic environments, Maus et al. recently
synthesized an APTS-based analogue of compound A, which is
strong enough ðpK*

a ¼ �9:9Þ to perform ESPT in concentrated
sulfuric acid (H2SO4), hence pointing to the development of
magic photoacids.491 Here, the actual proton acceptor is bisul-
fate (HSO4

−). Further attempts to generate even stronger pho-
toacids by electrophilic substitution of diazapyrene492 failed so
far.493 Unrelated to the Jung group, Lennox et al. reported an
even newer pyrene-based photoacid, i.e., N,N,N0,N0,N00,N00-
hexaethyl-8-hydroxypyrene-1,3,6-trisulfonamide (EtHPTA),
derived from HPTS by conversion of the sulfonate into diethyl
sulfonamide groups, with a pKa drop of ca. −11 (in acetonitrile)
and exhibiting a long-lived (80 ms) triplet state.131 Besides, Hu
et al. developed 2-(benzothiazol-2-yl)pyren-1-ol (P3-NS), a new
hydroxypyrene derivative bearing benzothiazole, as a uores-
cent sensor for nitroaromatic compounds (e.g., picric acid) that
undergoes ESIPT in nonpolar or weakly polar solvents.494

5.4.3 Previous experimental work. The solvatochromism in
a broad range of 29 solvents495 and the ESPT kinetics (on the ps–
ns timescale) in DMSO61 have been studied for the full set of
these new photoacids (A–E). In addition, for the strongest
photoacid B of this class, namely tris(1,1,1,3,3,3-
hexauoropropan-2-yl)-8-hydroxypyrene-1,3,6-trisulfonate, as
well as for compound E, the ESPT has been studied more
thoroughly in water, methanol, and ethanol using ultrafast
time-resolved uorescence spectroscopy (sub-ps timescale),
demonstrating that geminate recombination is not crucial in
these cases and that multi-exponential ts describe the kinetics
sufficiently well.496 For photoacid B, ESPT rate constants, kPT, of
3 × 1011 s−1 (water), 8 × 109 s−1 (methanol), and 5 × 109 s−1

(ethanol) have been reported.496 For comparison, in the aprotic
solvent DMSO,61 the ESPT rate constant further drops to a value
of 1.25 × 109 s−1. Moreover, the recombination kinetics of
photoacids A–C have been addressed using photon anti-
bunching experiments, revealing the involvement of
hydrogen-bonded ion pairs (HBIPs) as intermediates, at least in
the ground state.497,498

Whereas most standard photoacids cannot transfer their
proton to DMSO, the super-photoacid B shows indications to do
so even in the aprotic, weakly basic solvent acetone.61 Acetone
appears to be a solvent that has not been the subject of any ESPT
study until recently. In particular, impurities of water are known
to interfere with the ESPT in such aprotic environments, e.g., as
known for 6-hydroxyquinolinium in acetonitrile–water
mixtures.458 In order to address the ESPT of photoacid B in
acetone, we recently rst performed a systematic study on the
ESPT in acetone–water mixtures,294 prior to the experiments in
neat acetone.499 These studies revealed that the ESPT in
acetone–water mixtures follows a three-step Eigen–Weller
model (see Section 6.2) with a reaction complex (CPX) between
the photoacid and water, formed either already in the ground
state or at least in the rst step aer excitation, and a hydrogen-
bonded ion pair (HBIP) as central intermediates. Only the CPX
can effectively perform an ESPT, passing through the HBIP, and
© 2025 The Author(s). Published by the Royal Society of Chemistry
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nally yielding the free RO−* species if sufficient water mole-
cules are present. Overall, the effective ESPT rate constant in
acetone takes a value of 0.25 × 109 s−1, approaching the uo-
rescence lifetime and being slower compared to all other
studied solvents (vide supra). Experiments with the strongest
available ammonium-based photoacids in acetone in order to
observe, e.g., keto–enol tautomerism by time-resolved IR spec-
troscopy failed as the mandatory ground-state protonation of
the aminopyrene derivative initiated polymerization of
acetone.493

While association constants could be determined from the
changes in the UV/Vis absorption spectra, more detailed spec-
troscopic information on these intermediates was not directly
accessible. Similarly, the study in neat acetone did not fully
answer the question regarding the actual proton acceptor,
keeping the possibility of ESPT to acetone still not fully settled.
To ll this gap, complementary theoretical studies on the
thermodynamics, i.e., the pK*

a value in DMSO500 and acetone501

have been performed as well. These further support that the
experimentally observed peak progression in the UV/Vis
absorption spectra of photoacid B upon addition of water can
only be explained based on specic intermolecular interactions,
as well as that B remains the strongest photoacid among A–F
even in acetone (with pK*

a � 5).501
Fig. 15 Four-step Eigen–Weller model. Five reactive species are
considered: the free photoacid (ROH, blue), the reaction complex
(CPX, green), the hydrogen-bonded ion pair (HBIP, yellow), the
solvent-separated ion pair (SSIP, orange), and the free anion (RO−, red)
[or fully separated ion pair (FIP), red].
6 Variations of the ESPT kinetics with
photoacid strength and solvent
6.1 Separating different timescales

ESPT reactions are the outcome of numerous consecutive
elementary processes that in total cover a wide range of time-
scales, from the sub-fs to the ns regime, comprising:48,502

� electronic redistribution upon excitation (sub-fs),
� hydrogen-bond rearrangement near the (photo)acidic
functional group (fs),

� proton dissociation and proton solvation (ps), and
� geminate recombination and excited-state decay (ns).
Huppert and colleagues proposed a classication of the

photoacids into four regimes:503

(I) pK*
aT0 (Weak photoacids): relatively slow ESPT (kPT ∼

1010 s−1), efficient only in water; limited by covalent interactions
within the proton-transferring complex; e.g., HPTS.

(II) �4#pK*
a # 0 (Typical super-photoacids): faster ESPT in

water, also more efficient in many protic solvents; e.g., HPTS
derivatives (HPTA, A–E).

(III) �6#pK*
a # � 4 (Strong super-photoacids): rapid ESPT

under solvent control in water, efficient in aprotic solvents;
limited by solvent re-orientation; e.g., NM6HQ+.

(IV) pK*
a \ � 7 (Strongest super-photoacids): ultrafast ESPT

beyond solvent control in water, methanol, and ethanol (kPT z
1013 s−1); limited by donor–acceptor distance within complex;
e.g., QCy7.

When moving from regime I to IV, the photoacid strength
and ESPT rate increase, i.e. the capability to transfer protons to
the solvent grows. In a nutshell, this classication reects the
competition between the ESPT rate constant, which is
© 2025 The Author(s). Published by the Royal Society of Chemistry
determined by the pK*
a of a given photoacid and the solvent, and

the radiative decay rate. Only if the photoacid is sufficiently
strong, the ESPT is fast enough to happen within the typical
uorescence lifetime of a few ns. This distinction also high-
lights that the exact mechanism of the ESPT depends on the
photoacid strength.
6.2 Multi-step models for ESPT in water

The Förster cycle (cf. Fig. 2) marks the simplest starting point for
any description of the ESPT process, involving only the
protonated species (ROH*) and the fully separated ion pair (FIP)
consisting of the deprotonated species (RO−*) in the excited
state and the dissociated proton (attached to some proton
acceptor). However, since this one-step model was proposed
based on a purely thermodynamic view that does not necessarily
correspond to any mechanism, it oen constitutes a drastic
oversimplication. Instead, owing to the pioneering work of
Eigen4,504,505 and Weller,107–109 a multi-step model for acid
dissociation (in water) has been established that involves
multiple proton-transfer intermediates in a step-wise dissocia-
tion. With respect to photoacids, the Eigen–Weller model has
become particularly popular due to the work by Huppert and co-
workers who have extensively applied it to the ESPT kinetics of
HPTS205–212,237 and other weak (anionic) photoacids (e.g., naph-
thol sulfonates)364,400,404,409,412 in aqueous solution. Consisting of
only two steps in the early description, this model has been
extended over the years to a total of four steps, i.e., involving ve
species, in its most general formulation (see Fig. 15).

According to the early two-step model for HPTS in water, the
ROH* species rst transfers its proton to a nearby water mole-
cule under formation of a (hydrogen-bonded) contact ion pair
(CIP or HBIP) within 90 ps.205,206 Only in a second step, this CIP
is separated in a diffusive process, yielding the free RO−*. It is
important to note here that diffusion plays a central role in the
special case of HPTS. Due to its quadruple negative charge,
geminate recombination of RO−* and the dissociated proton is
largely enhanced by the coulomb attraction, giving rise to non-
exponential (de-)population kinetics (Fig. 5) for ROH* and
RO−*, manifesting in a characteristic long-time tail with a t−3/2

power-law asymptote.211,212 Thus, a mathematical treatment of
the ESPT kinetics requires a (numerical) solution to the Debye–
Smoluchowski equation (DSE).207–210 However, for most strong
neutral or even cationic photoacids, solving the DSE is not
necessary as diffusion has only a minor effect.58,456,470 Particu-
larly, in the case of cationic photoacids, the lack of the negative
charge in the corresponding base leads to the formation of a so-
Chem. Sci., 2025, 16, 1560–1596 | 1575
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called Eigen complex instead of a HBIP, which is held together
by dipole–dipole rather than coulomb interactions.465,506

Later, the rise of ultrafast time-resolved measurements
revealed additional contributions to the ESPT of HPTS in water
on the timescale of ∼300 fs and ∼3 ps, preceding the actual
proton-transfer step, which challenged the existing two-step
model.213–216 While the rst (fastest) contribution was origi-
nally assigned by Tran-Thi et al. to solvation dynamics of an
initial locally excited (LE) state and has been widely accepted,214

the interpretation of the second (intermediate) contribution
became heavily debated. Interpretations are multifold and
range from a conversion of an initial LE state into another
electronic state (Tran-Thi),216 a reorganization of the
surrounding water molecules to form a water wire (Bakker),231

a slow charge redistribution prior to the PT step (Spry/
Fayer),140,223,224 the formation of a solvent-separated ion pair
(Huppert),217,218 the hydration of the proton during deprotona-
tion (Fang),226 and vibrational energy transfer into the rst
hydration shell (Havenith).63 In particular, the assignment to
a solvent-separated ion pair (SSIP) as an additional intermediate
between the CIP and the FIP by Huppert and co-workers lead to
an expansion of their two-step into a three-step Eigen–Weller
model217,218 (compare Fig. 15). Moreover, in light of the new
knowledge on HPTS during 30 years of research and specically
a discrepancy regarding recent results by Lawler and Fayer259 for
HPTS in water, Simkovitch et al. have recently presented
a retrospective on their analysis.51,52 By repeating the experi-
ments using newer equipment with better time resolution, they
reaffirmed their previous reports regarding the t−3/2 power-law
behavior, but they adopt the interpretation by Spry and Fayer
for the 3 ps contribution as a slow charge rearrangement.
Fig. 16 Emission spectrum (dots) from a sample in which a complex
between compound A and TOPO is present (solvent acetonitrile,
400 nm excitation). The spectrum is comprised of contributions from
non-complexed ROH, a hydrogen-bonded complex CPX,
a hydrogen-bonded ion pair HBIP, and the anionic species after the ion
pair has separated. The displayed data is part of the study in ref. 511.
6.3 ESPT in non-aqueous solution

Several characteristics of the ESPT change when moving from
aqueous to non-aqueous solutions. For example, in contrast to
the most protic solvent, water, excited ion pairs such as the
HBIP and SSIP are no longer short-lived in alcohols458,488,496 and
even longer-lived in aprotic solvents,458,485–488 owing to lower
proton conductivities (as argued by Kumpulainen et al.486).
Moreover, diffusion-assisted geminate recombination usually
has a negligible effect in aprotic solvents and thus the DSE does
not need be considered, as demonstrated by Agmon and co-
workers who discussed a (general) kinetic transition in revers-
ible excited state reactions as a function of the excited-state
lifetimes of the involved species.60,403,507–509 Besides, it has been
argued that the solvent has a decisive effect on the order of the
two lowest-lying electronic states, which can change when
moving from aqueous to non-aqueous solutions.220,443,510

However, the reduced proton-acceptor ability in the case of
protic or polar-aprotic solvents (e.g., DMSO) raises in parallel
the need for complex formation prior to the ESPT. Therefore, if
the photoacid and the proton acceptor are not in direct prox-
imity prior to excitation, the (diffusive) formation of an
encounter complex will typically constitute the rst step, which
requires another expansion of the kinetic model into a four-step
Eigen–Weller model458,486 (Fig. 15). In the extreme, further
1576 | Chem. Sci., 2025, 16, 1560–1596
restraining proton dissociation by changing to even less polar
solvents (e.g., acetonitrile) nally completely prevents the ESPT
unless a strong base is present for this complexation.460,486 Very
recently, Lee et al. have demonstrated that the ESPT of the
cationic photoacid NM7HQ+ (cf. Section 5.2.2) to DMSO in
acetonitrile solution involves an Eigen complex and a Zundel-
type ion, [(DMSO)2$H]+, for the solvated proton species.465 The
importance of the transient Eigen complex as a short-lived,
rarely observed ESPT intermediate has been recently high-
lighted in ref. 495. Similarly, also in aqueous solution this
demand for pre-coordination with a base is reected in the
formation of water wires during (or prior to) the ESPT in water-
co-solvent mixtures.56,57,413

If a hydrogen-bonded pre-assembly between the photoacid
and the proton-accepting base is present in aprotic solvents
which themselves are bad proton acceptors, it is possible to
isolate the characteristic emission spectra of the different
species of the Eigen–Weller model in an elegant way. This was
exemplarily shown for a complex of compound A (see Fig. 13d)
and tri-n-octylphosphine oxide (TOPO), for which a deconvolu-
tion of the uorescence spectrum into four contributing species
could be realized in a systematic study using aprotic solvents
with strongly varying polarity.511 It could be shown for a sample
in acetonitrile that 7% of the integrated emission originate
from ROH and RO− each, 39% from CPX, and 47% from HBIP
(Fig. 16); whereas, no distinction between an SSIP as another
potential intermediate and the FIP was possible. The formation
of HBIP was proven by another change of the static dipole
moment in the order of 3 debye. Time-resolved studies further
revealed that the emission signals do not all occur simulta-
neously, but also not purely sequentially, as an equilibrium
between CPX and HBIP is established faster than the excited-
© 2025 The Author(s). Published by the Royal Society of Chemistry
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state lifetime.512 The subsequent irreversible dissociation of the
HBIP takes place on the nanosecond timescale.
Fig. 17 Differences in the electron density between the first excited
state S1 and the ground state S0 for the acid (a) and corresponding base
(b) species of photoacid F (cf. Fig. 14d). Densities calculated with
ADC(2)/aug-cc-pVDZ at optimized MP2/cc-pVDZ geometries and
plotted at isosurface values of ±5 × 10−4 (−: blue; +: red). The dis-
played data is part of the study in ref. 500.
6.4 Theories for the kinetics of elementary proton-transfer
reactions

In the preceding sections of this review, ESPT to solvent was
described as a sequential process with several steps. However,
once SSIP is formed, no inuence of the proton in aprotic
solvents or only little inuence in protic solvents on the elec-
tronic properties of the remaining base molecule (the former
photoacid in its excited state) is expected.235 Therefore, differ-
ences in the ESPT kinetics of photoacids are assumed to be
dominated by the initial proton-transfer step, that is the
formation of HBIP from CPX, and, to a lower extent, by the
subsequent transition from HBIP to SSIP. Kinetics models for
the proton-transfer step were developed already in the past
century and have been assessed elsewhere,88,503 and isotope
effects turned out as worthwhile tools to verify the different
models.513–516

Shortly, these theories rely on intersecting harmonic elec-
tronic potentials in the diabatic regime (Marcus theory) which
split up in the adiabatic limit, resulting in the well-accepted one
dimensional double-well potential of proton transfer reac-
tions.517,518 Both general approaches predict a correlation
between the thermodynamic free energy of the reaction and the
rate constant for the proton hopping along the reaction coor-
dinate (free-energy correlation).513,519 Maximum rate constants
are found in the range of 1012 to 1013 s−1,235,496,503 and the
interpretation of this maximum value depends on the investi-
gated system: solvent relaxation dynamics359,520 or the frequency
of the intermolecular vibration of the donor and acceptor heavy
atoms framing the hydrogen-transfer coordinate were held
responsible for this limit.503 Irrespective of the accuracy of these
interpretations, these ndings revealed that analyses based on
the reaction proceeding solely along a hydrogen-bond coordi-
nate are an oversimplication and that taking into account
additional contributions might be necessary.521 Modications
still in terms of an one-dimensional model are accomplished by
considering an activation term, the work function, which does
not contribute to the overall reaction energy but comprises
geometric changes facilitating the proton transfer.50 This
correction term for the simplied Marcus theory can become
even larger than the intrinsic barrier of the proton transfer.522

Alternatively, further coordinates spanning potential energy
surfaces for the proton transfer reaction are developed, which
allow for considering tunneling as well.514,515

A peculiarity of Marcus theory is that it predicts a decreasing
proton transfer rate constant for very large exergonicities,
whereas, models in the adiabatic regime like the semi-empirical
bond-energy bond-order (BEBO) model level off. So far, it is still
debated whether multidimensional congurations, required to
promote proton transfer, are compatible with this so-called
inverted Marcus regime.522,523 First studies in this direction
have been reported,518 and magic photoacids might be appro-
priate to provide additional insight into this highly topical facet
of ESPT.
© 2025 The Author(s). Published by the Royal Society of Chemistry
7 Quantification of excited-state
acidity
7.1 The molecular origin of photoacidity

The most fundamental origin of photoacidity can be found in the
electronic charge redistribution upon excitation (cf. Fig. 17). As
commonly explained, photoacidity is caused by an intramolecular
charge transfer (ICT) in the excited state of the ROH species from
the O atom in the OH group to the aromatic ring, more precisely
the distal ring in the case of condensed aromatics.94,113 In terms of
molecular orbitals, this ICT corresponds to a transition of an
electron from the non-bonding MO (NBMO) localized at the O
atom into the lowest unoccupied MO (LUMO) that does not or
less extend over the O atom (cf. Saway et al.7). Accordingly, the
decreased electronic charge density at the OH group enhances its
acidity. However, despite its plausibility, this explanation is
incomplete since it does not take into account the corresponding
base RO−, as pointed out by Agmon.48 As for the ground-state,
(photo)acidity is the mutual outcome of both a destabilization
of ROH and a stabilization of RO−. If no charge transfer was
found for RO−, the proposed ICT of ROH would actually lead to
an increased ROH–RO− energy gap that would make the excited-
state deprotonation less favored. Thus, an even larger ICT with
the same character must occur for the base, which is indeed
conrmed by experiments, e.g. in solvatochromism295,296,405,406,524

or Stark spectroscopy.223 Therefore, photoacidity can be exem-
plied as the net effect of an excess RO− stabilization.

Another possibility to rationalize this phenomenon is in terms
of Hückel's (anti)aromaticity,525 as originally proposed by
Agmon48,315 and recently reviewed by Wen526 and Yan et al.527

Aromatic molecules experience an energetic stabilization due to
a benecial electronic conguration, whereas molecules that
would be classied as antiaromatic are energetically destabilized
leading to structural perturbations, e.g., non-planarity or bond
length alternation, in order to avoid the antiaromatic structure.528

For both excited triplet and singlet states, it has been shown that
the situation changes and Hückel aromatics become less
aromatic, i.e., more antiaromatic, and vice versa antiaromatics
become more aromatic.529–531 Prototypic hydroxyarene photoacids
such as phenols or naphthols are aromatic in their protonated
form. However, aer deprotonation the negative charge is
Chem. Sci., 2025, 16, 1560–1596 | 1577
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stabilized by delocalizing it in the conjugated p system at the
expense of including an additional electron pair in the conjuga-
tion and lowering its aromatic character. Due to the reversal of
aromaticity and antiaromaticity in the S1 state, the protonated
species is less aromatic in the excited state (S1) and hence
becomes destabilized compared the ground state (S0). Even more
important, in the excited state, the deprotonated species increases
in aromaticity corresponding to a stabilization in accordance with
the strong ICT. These differences in the aromatic character of the
acid and the base and between S1 and S0 typically lead to larger
Stokes shis for the acid compared to the base and correspond-
ingly stronger structural changes for the acid.302,315
7.2 Different ways to determine pK*
a

7.2.1 Approaches based on the Förster cycle. The Förster
cycle102–104 has been established as the most frequent route to
pK*

a in both experimental and theoretical investigations.532 It
has been critically reviewed many times, e.g., by Pines et al.39,432

and Grabowski et al.105,533 From an experimental perspective,
UV/Vis absorption and uorescence emission spectroscopy are
typically used to determine the band maximum positions for
the rst electronic transition of the two species and then the
average absorption–emission energy is used in eqn (1), as an
approximation to the true 0–0 transition energy.47,105 This
implicitly assumes that the shape of the potential energy
Fig. 18 Three main experimental methods for determining the excited-
titration that measures the fluorescence spectra of the excited ROH* and
state pKa by the change in acidity DpK*

a determined from electronic tr
experiments that measure the transient signals of the excited species afte
involved in the ESPT based on kinetic models. This figure has been re
permission from the Royal Society of Chemistry, copyright 2022.

1578 | Chem. Sci., 2025, 16, 1560–1596
surfaces in both electronic states are similar (i.e., the harmonic
force constants are alike), allowing the vibrational contribu-
tions to the vibronic 0–0 transition and the differences between
absorption and uorescence emission to effectively cancel out
in the average.534 However, the main problem arises from the
use of the uorescence energies in the rst place since full
equilibration is not generally given in the excited state,
depending on the lifetime, which can cause pK*

a to be effectively
treated as a non-equilibrium quantity. Moreover, the Förster
cycle requires knowledge on pKa, which is usually straightfor-
ward in aqueous solution, but becomes more difficult in non-
aqueous solution (vide supra). Alternatively, pK*

a can also be
determined experimentally by use of uorescence titration,535,536

which identies pK*
a as the inection point in the plot of the

uorescence intensity ratio I(ROH)/(I(ROH) + I(RO−)) against
pH, or by direct kinetic measurements of the excited-state
proton dissociation and recombination rate constants48 (see
Fig. 18); both with their own limitations. Fluorescence titration
is virtually limited to aqueous solutions due to the requirement
of having a dened pH, which becomes non-trivial in non-
aqueous solutions where no unied pH has yet been
established.538–541 The direct kinetic method is in principle most
accurate, but such measurements are technically more
demanding and also the (missing) reversibility of the ESPT
process can become an issue again.542 Therefore, the Förster
state acidity,pK*
a , using coumarin 183 as an example: (a) fluorescence

RO−* species at varying pH; (b) the Förster cycle that shifts the ground-
ansition (i.e., absorption and/or emission) energies; (c) time-resolved
r electronic excitation, allowing for determination of the rate constants
produced from ref. 537 with the kind consent from S. Park and with

© 2025 The Author(s). Published by the Royal Society of Chemistry
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cycle continues to be the standard route for experimental pK*
a

determination. Recently, Bhide et al. have reported a method
for the experimental quantication of acidity for weak photo-
acids—i.e., when the ESPT is slow—using steady-state photo-
luminescence spectroscopy and a driving-force-dependent
kinetic theory.543

7.2.2 (Other) theoretical approaches. In contrast, theoret-
ical approaches (vide infra) do not necessarily rely on the Förster
cycle, but can use any target thermodynamic cycle of interest
instead, including direct (also referred to as Born–Haber cycle)
or indirect approaches that avoid dealing with the ground state
equilibrium342,346,347 (see Fig. 19). However, each thermody-
namic cycle comes at a certain prize and has its own advantages
and disadvantages.545–548 Direct approaches (cf. Fig. 19a) basi-
cally shi the requirement for the ground-state pKa to requiring
knowledge on the total Gibbs free energy in solution of the
proton (Gsoln.(H

+)) and its Gibbs free energy of solvation
(dGsolv.(H

+)). While the former can be calculated using statistical
thermodynamics,549 determining the latter is cumbersome
theoretically and is usually taken from experiments.547 More-
over, dGsolv.(H

+) is nowadays known in water with a high
certainty, i.e., a value of (−264.6 ± 0.2) kcal mol−1 with an
agreement between most recent experimental and theoretical
values,550–552 but only known in a few other solvents.553,554 For
these non-aqueous solvents, dGsolv.(H

+) is thus either implicitly
assumed or explicitly assigned, e.g., by determination from
experimental pKa via regression.555–560 In contrast, indirect
cycles (cf. Fig. 19b) depend on the reliable knowledge of the pKa

of a reference compound. To keep a certain proximity with the
experimental results for comparison reasons, also theoretical
work frequently uses the Förster cycle.342–347 This highlights two
aspects: rst, particular attention needs to be paid to the precise
determination method of pK*

a when comparing experimental
and theoretical pK*

a , and second, pK*
a will oen not be a pure

equilibrium quantity.
Fig. 19 Different thermodynamic cycles for the calculation of
(ground-state) pKa values. The direct cycle (a) and the proton-
exchange cycle (b) as an example of an indirect cycle. These cycles can
be equally applied to electronically excited states for the prediction of
pK*

a . This figure is based on ref. 544.

© 2025 The Author(s). Published by the Royal Society of Chemistry
7.3 Existing theoretical studies on pK*
a

7.3.1 Early quantum chemical studies. To date, the set of
computational studies in the literature on photoacids in general
and theoretical approaches to pK*

a in particular is still very
sparse. Early calculations by Gao et al. used a QM/MM
formalism—treating the solute at the Complete Active Space
Self Consistent Field (CASSCF) and multi-reference second-
order perturbation theory (CASPT2) levels and the solvent
classically—to determine the DpKa of phenol in water.561 Later,
Granucci et al. also applied CASSCF and CASPT2, but in
combination with the Polarizable Continuum Model (PCM)562

for implicit solvation to study the excited-state acidity of phenol
and cyanophenols in the gas phase and in water.302 The use of
such high-level multi-reference (MR) methods is generally
restricted to smaller molecules due to the size of the active
space. This is the reason why larger systems such as pyrenols216

or anthocyanins,563 but even naphthols315 could only be studied
within semi-empirical frameworks for some time. In line with
this, Szczepanik et al. also discussed the effect of the cyano (CN)
group on pKa and pK*

a in phenol, naphthol, biphenyl, and
aniline derivatives using AM1 and single excitation CI
(SECI).532,564 In addition, also some molecular simulation
studies on pK*

a , e.g., on pyrimidine in aqueous solution by Gao
et al. (using semi-empirical AM1 for the electronic structure)565

or the biologically relevant phytochromobilin chromophore by
Borg et al. (using TDDFT in combination with IEF-PCM for the
electronic excitations; tested against CIS, CIS(D), SAC-CI, and
CASSCF)566,567 have been reported.

7.3.2 Studies using density functional theory (DFT).
Although electronic excitation energies could be calculated
using MR methods (e.g., MRCI, CASSCF, CASPT2) already
decades earlier, it was not before the rise of time-dependent
density functional theory (TDDFT) that electronically excited
states became accessible much cheaper and in a more easy-to-
use fashion in quantum chemistry (e.g., see ref. 568 for an
overview on DFT methods for excited states). TDDFT was
particularly important for the application of calculating elec-
tronic excitation energies to larger systems and/or to the opti-
mization of excited-state geometries (since these are much
more expensive than a single-point energy calculation) as well
as for the combination with solvent models (since this is tech-
nically more demanding for multi-reference methods).569–571

Jacquemin et al. have described a computational protocol for
the theoretical prediction of pK*

a for coumarins that is purely
based on TDDFT in combination with PCM.342 This approach
has been further extended by Houari et al. to the classes of
naphthols and cyanonaphthols by critically comparing the
results for the Förster cycle and the direct (Born–Haber) cycle as
well as for the linear response (LR) and state-specic (SS) vari-
ants of PCM.346 Later, Houari et al. have applied their improved
protocol for pK*

a prediction based on TDDFT and (SS)-PCM
again to the coumarins, while also addressing the effect of
explicit solvent (water) in the rst solvation shell of these pho-
toacids.328 Recently, Aquino and co-workers have used TDDFT
in combination with PCM or the Conductor-Like Screening
Model (COSMO) to study the photoacidity of two different
Chem. Sci., 2025, 16, 1560–1596 | 1579
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hydroxyavylium cations.348,350 Moreover, Joung et al. have used
(TD)DFT as a reference for evaluating different experimental
methods for the determination of pK*

a , revealing the usage of
optical bandgaps that are dened by the absorption and emis-
sion edges as transition energies in the Förster cycle to be most
reliable.

7.3.3 Limitations of (TD)DFT. In general, TDDFT has
become extremely popular for the study of photoacids, as
examples of typical (organic) uorescent dye molecules,572,573

also apart from pK*
a , e.g., regarding the reaction mechanism of

the ESPT (kinetics) mechanism,68,191,321,325–330,332,335,574–576 spectral
characterization and insights into the origin of photoacidity
through the electronic structure,322,331,334,336,471,577 or as the
method of choice for treating the electronic excitations in
numerous QM/MM molecular dynamics (MD) studies (see
Section 3).193,351–355,357,358,578–580 TDDFT has been also applied to
study the proton transfer within the biologically relevant green
uorescent proteins.27,28 Only a few AIMD studies using MR
methods instead of TDDFT have been reported.581–583 While the
use of TDDFT for electronic excitation energies is for sure not an
issue on its own—TDDFT has established as a rich eld that
continuously develops and validates new methods—,584–586

standard DFT methods can still not be said to be fully generally
reliable.587,588 Prominent examples of such failures for TDDFT
include charge-transfer or Rydberg excitations, and these have
been addressed in the literature, e.g., by using range-separated
functionals such as CAM-B3-LYP.589 However, TDDFT some-
times gives wrong shapes for the potential energy surfaces of
the excited states590 and suffers from relatively low accuracies
for vertical excitations (±0.3 eV).591 In an extreme case, TDDFT
can even predict a wrong order of the electronic states under
certain circumstances. Recently, Acharya et al. have demon-
strated that TDDFT fails to predict the correct order of the 1La
and 1Lb states of the photoacids 1- and 2-naphthol by compar-
ison with Equation-Of-Motion Coupled Cluster Singles and
Doubles (EOM-CCSD) (all calculations using C-PCM) and with
experimental results.592 Similar observations had been previ-
ously made by Grimme and Parac,593 who assigned this imbal-
anced description of the two states with TDDFT to an
underestimation of the interaction of the ionic components in
the corresponding 1La-state wave functions with current stan-
dard functionals, and by Prlj et al.,594 who extended the scope of
this issue to a set of fused heteroaromatics and demonstrated
that the 1Lb state is highly sensitive to correlation effects, while
the 1La state suffers from the same drawbacks as charge transfer
excitations.

7.3.4 Studies using wavefunction theory (WFT). These
limitations may motivate to refrain from using (TD)DFT for the
description of the electronic excitations of photoacids. Instead,
the wavefunction theory (WFT) methods algebraic diagram-
matic construction scheme through second order (ADC(2)) and
approximate coupled cluster singles and doubles method (CC2),
which are known to be more accurate (±0.2 eV) and more
robust,591 appear a better choice. Although WFT, e.g., CASSCF
and CASPT2 have already been used for predicting pK*

a (vide
supra), ADC(2) and CC2 are much more applicable in a black-
1580 | Chem. Sci., 2025, 16, 1560–1596
box fashion with respect to the computational costs compared
to aforementioned multi-reference methods.

Until recently, the only study that had used ADC(2) in the
calculations of the excitation energies for (photoacid) pK*

a has
been the work by Wang et al. on the photoacidity of cationic
hydroxypyranoanthocyanines.349 However, in the actual
computation of pK*

a values, they restrict themselves to B3-LYP
TDDFT instead of ADC(2) despite—or due to—a close simi-
larity between the results for these two methods. Related
studies by the same groups (i.e., Aquino, Quina, and co-workers)
on similar pyranoanthocyanines337,338 or other hydroxyavylium
cations339,340 also use ADC(2) in combination with COSMO for
describing the electronically excited states, but do not explore
pK*

a values. Recently, Khodia et al. have also used ADC(2) in
a combined experimental–computational study on the ESIPT of
a pyridylbenzimidazole photoacid within a water complex.595

Still, to the best of our knowledge, there had still been basically
no approach to pK*

a beyond TDDFT that actually uses accurate,
but easy-to-apply WFT methods like ADC(2) or CC2. This gap
regarding WFT studies on photoacid pK*

a values has recently
been addressed by Hättig and co-workers.

Ghiami-Shomami and Hättig performed extensive bench-
mark calculations of Förster-cycle-based pK*

a values of 12 pho-
toacids (phenols, naphthols, and hydroxycoumarins) and 8
photobases (quinolines and acridine) in water,596 covering
a broad variety of methods for describing the electronic tran-
sitions (including 8 simple up to state-of-the-art DFT func-
tionals, ADC(2), and CC2) and obtaining the corresponding
ground-state pKa values with COSMO-RS597–599 at the DFT BP86
level. Their results indicate that such a simple protocol based
on an implicit solvent model and vertical excitation energies is
in general not sufficient to predict pK*

a values with an accuracy
comparable with that achieved by the above mentioned proto-
cols for the ground state pKa values. Following the same
approach, Sülzner and Hättig have studied the pK*

a values of the
hydroxypyrene derivatives discussed in Section 5.4 in the
aprotic solvents DMSO500 and acetone501 using ADC(2) and CC2
in combination with COSMO. Prior to pK*

a prediction in
acetone, the study in DMSO rst assessed the performance of
the selected computational methods for the full set of photo-
acids A–F (cf. Fig. 13d) by validation against experimental
data.500 Additionally, with COSMO-RS as the underlying method
for the ground-state pKa values in this computational protocol,
the (previously missing) corresponding linear free-energy rela-
tionship parameters for pKa prediction in acetone also needed
to be determined.600 Overall, the results on these photoacids in
DMSO and acetone (cf. Fig. 20) show that whenever the photo-
acidic OH group can form hydrogen bonds either with solvent
molecules or by self-association, the errors of a purely implicit
solvation model limit the accuracy of the calculations. However,
and in line with the previous results by Ghiami-Shomami and
Hättig, the second-order methods ADC(2) and CC2 signicantly
outperform TDDFT for the prediction of DpKa, i.e., the only
contribution to pK*

a including the excitation energies according
to this protocol. For reliable calculations of the absolute pK*

a ,
but also in general for the description of excited-state proton-
transfer reactions in solution, a more accurate approach
© 2025 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4sc07148d


Fig. 20 Comparison of the prediction error in Förster-cycle DpKa values (cf. eqn (1)) of Jung's super-photoacids A–F (cf. Fig. 13d) in the aprotic
solvent acetone for different quantum-chemical methods with respect to the experiment. In total, the wavefunction-basedmethods ADC(2) and
CC2 perform much better compared to TDDFT. The slightly worse performance for photoacids A and B is attributed to the higher need for
explicit solvent interactions that are missing with an implicit solvent model. The distinct deviations for E are due to intermolecular hydrogen
bonding between two photoacid molecules. The displayed data is part of the study in ref. 501.
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seems required, with MD simulations comprising explicit
solvent being among the desiderata for future studies.

8 Conclusion and outlook
8.1 The theoretical future of photoacids

Among the theoretical studies presented and discussed here, we
would like to conclude with some highlights that are particu-
larly interesting to us. First, the ability to obtain direct insights
into the electronic structure of photoacids via quantum-
chemical calculations remains a fundamental advantage from
the theoretical perspective, as the character of the excited states
is known to play a role for the photoacidity.39,432 This is not only
important for the comparison of calculated with experimental
spectra, but can, vice versa, even help with the interpretation of
experimental data. Platt's notation for the two lowest-lying
excited states, 1La and 1Lb, although being conceptually very
useful, quickly reaches its limit, e.g., for highly-substituted
systems whose broken symmetry can introduce mixing
between these two states. Such a mixing already occurs for the
naphthols443 and attempts to assign the 1La and 1Lb states of
HPTS have led to an apparently unresolved
debate.214,216–218,220,223,224,226,230 Although new high-level calcula-
tions on HPTS could contribute to resolving this debate, forcing
such an assignment of 1La and

1Lbmight not be meaningful due
the potential limitations of that model when exceeding its
intended range of molecules. Second, even outside the picture
of Platt's 1La and 1Lb states, an accurate description of the
electronically excited states is important. In this regard,
a general gap of WFT studies can be made out in the literature
since most studies use (TD)DFT, which can be potentially
problematic since the order of the these two low-lying states is
sensitive to the amount of exact exchange in the DFT func-
tional.593 Particularly, the purpose of a theoretical study might
be to actually predict the order of these states, requiring extra
caution from the user in these cases.

An improved protocol for the prediction of DpKa, i.e., the
acidity change upon excitation, still remains a future goal. Easy-
to-use protocols developed so far typically rely on cheap
© 2025 The Author(s). Published by the Royal Society of Chemistry
methods like TDDFT combined with an implicit solvent
model.342,346,347 Methodologically, not only a reliable and accu-
rate electronic structure method (e.g., coupled cluster theory
instead of TDDFT), but also a proper solvation treatment are
required for this. While preceding studies have shown that the
implicit solvent model COSMO in combination with ADC(2) or
CC2 can yield reasonably good accuracy in the prediction of
Förster-cycle-based DpKa values in the aprotic solvents DMSO
and acetone,500,501 implicit solvation is not sufficient in the
protic solvent water.501,596 Improving the description of solvation
must not directly lead to incorporating lots of explicit solvent
molecules and running an MD simulation, but could also rst
try to use a more accurate model within these two extremes of
implicit and fully explicit solvation [e.g., the embedded cluster
reference interaction site model (EC-RISM)].601,602 However,
when aiming at best compatibility between theory and experi-
ments, such MD simulations in solution will eventually become
inevitable since, even apart from solvent effects, the vertical
approximation has already been identied as the (other) main
limitation (cf. acetone and DMSO).500,501 In contrast to static
calculations (oen on isolated molecules in vacuum), these MD
simulations are capable of explicitly accounting for the vibra-
tional contributions to the vibronic transitions (e.g., via an
ensemble average), as further discussed in the following.

On the one hand, the sampling for generating representative
solvent congurations around the photoacid as the solute is
best performed using ab initio MD (AIMD) instead of classical
MD techniques to avoid a systematic bias on the electronic
excitation energies through the geometries as affected by the
underlying method for calculating the energy gradients. While
such AIMD simulations are practically restricted to DFT as the
electronic structure method for the time propagation,
a different (higher-level) method could be used for calculating
the vertical excitation energies at selected snapshots taken from
the trajectory (e.g., see references in ref. 603). On the other
hand, the comparison of theoretical and experimental DpKa

values will also involve the uorescence because an average of
the absorption and emission band maxima is typically used in
Chem. Sci., 2025, 16, 1560–1596 | 1581
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the experiments as an approximation to the 0–0 transition
energies. This makes things even worse since already a ground-
state AIMD simulation can be a demanding task for photoacid
molecules of the size of HPTS with explicit solvent, but an
equivalent description of uorescence requires capturing the
excited-state dynamics. Due to the higher computational
demands compared to the ground state, such MD simulations
for the excited state are basically restricted to TDDFT as a cheap
method, with the potential disadvantages discussed earlier (see
Section 7.3.3).

Mentioning excited-state dynamics brings us to our nal
highlight from a theoretical perspective: The allegate dream of
simulating the full ESPT process of a photoacid in solution.
Technically, this still requires an AIMD simulation for sampling
excited-state dynamics, again with the associated requirements
and limitations discussed above. If level crossing is involved,
e.g., an inversion of the 1La and 1Lb states that is frequently
discussed for the naphthols (cf. ref. 39 and 432 and references
therein), surface-hopping techniques,** (e.g., Tully's fewest
switches surface hopping, FSSH)605 are needed to account for
transitions between the excited states. Important examples of
such surface-hopping AIMD studies on photoacids, which are
still quite rare in general, include the work on the ESIPT of 2-
phenylphenol582 and 4-(20-hydroxyphenyl)pyridine583 by Cui,
Thiel, and co-workers; and that on salicylidene methylamine
Schiff-base photoswitches606 by Barbatti and co-workers.
Importantly, in these non-adiabatic excited-state dynamics
studies, the choice of initial points has been generally found
a rather important topic in theoretical-computational studies,
from spectrum simulation to solute–solvent conguration.607–610

Moreover, a fundamental problem arises from the different
timescales of the ESPT process itself (cf. Section 6.1). Since such
AIMD simulations in the excited state are typically restricted to
a few tens or hundreds of ps, only the initial processes
contributing to the ESPT might be observable apart from
ultrafast solvation dynamics; including (1) the possible
conversion from a locally excited (LE) state into a charge-
transfer (CT) state (i.e., 1La/

1Lb conversion) of the ROH*

species prior to the proton transfer (PT) and (2) the PT event
itself yielding a contact ion pair (CIP) as the rst intermediate.
The subsequent separation of the CIP into free ions, with other
hydrogen-bonded species as additional intermediates in terms
of a multi-step Eigen–Weller model are out of reach for excited-
state AIMD. However, it can be argued that the separation of the
CIP is less unique—and hence less interesting—for photoacids
as this resembles the normal dissociation of ionic species in
solution that is characteristic for a given solvent. Among the few
AIMD studies on photoacids in the literature, the two recent
ones on the excited-state and ESPT of HPTS in 1-methyl-
imidazole (by Thomaz et al.)357 and water (by Walker et al.)358

appear impressive examples to us, demonstrating how the
technical frontiers are evolving.
** E.g., see ref. 604 for a recent perspective on the use of surface hopping
modeling for describing charge (including proton) and energy transfer by
Barbatti and co-workers.

1582 | Chem. Sci., 2025, 16, 1560–1596
8.2 Established and future-oriented applications of
photoacids

Among all photoacids, HPTS is certainly the most widely used
and commercially available uorescence marker due to its
strong visible uorescence. Some applications rely on its
multiple negative charges,611 a property which is, however, not
specic and other uorophores might be equally useful, e.g., for
the delivery of electrons upon photoexcitation.612,613 Its useful-
ness as paradigmatic†† pH indicator was noticed already many
decades ago (see references in ref. 203), but an application to
cellular systems is limited by the restricted permeation through
biological interfaces due to the high number of charges.
Therefore, removal of these by substitution drastically acceler-
ates the uptake,61 and similar synthetic modications enable
the incorporation into nanoparticles making them pH-sensi-
tive.615 Also the related ESIPT photoacids,616 metastable-state
photoacids,617,618 and photo-acid generators619 have proven
successful for controlling (intracellular) pH. The advantage of
photoacids over other pH-sensitive uorophores is the possible
ratiometric readout turning these pH-indicators more robust
against concentration variations.620 One might argue here that
the intensity ratio is obtained by exciting both the neutral and
deprotonated state. Such a readout consequently calls for two
excitation light sources which is less benecial than those
systems where the intensity ratio results from two detection
channels.291 Fluorescence titrations of photoacids can make use
of this experimental approach if the kinetics of de- and repro-
tonation are faster than the excited-state lifetime.621

Truly dual-emissive conditions are met in the ESPT reaction
itself, and several groups have pointed out that a minimum
number of water molecules is necessary for ESPT in otherwise
spectroscopically silent solvents or environments (see also the
discussion in ref. 97).286,294,622 Such a strategy has been exploited
to assess the water content in acetonitrile,623 or even in solid
phases like metal–organic frameworks,624 silica materials and
phosphate matrices.615,625 Likewise, hydrogen isotopes can be
distinguished in protic solvents due to the kinetic isotope effect
when the rate constant for the overall ESPT is in same range as
the time constant for uorescence emission.491,626

Another well-known way to make use of the dual-emissive
properties is to inhibit the ESPT reaction by chemical substi-
tution of the proton. A variety of substrates for enzyme reactions
with low substrate specicity has been realized in the
past.200,201,627 Removal of the negative charges allows for visual-
izing enzymatic reactions in the cellular environment as
exemplied in the classication of the most abundant brain
tumor meningioma by its phosphatase activity.628 Even the
activity of two enzymes, independently from each other, can be
probed by four emission colors in a confocal microscope: color
tuning is achieved by playing with the electron-withdrawing
capability of one substituent.184 As previous work has demon-
strated the high photostability and large uorescence quantum
†† See ref. 614 for an example of real-time monitoring of the photo-induced pH
jump using a diamagnetic pH indicator consisting of a mestable-state
photoacid and an EPR spin probe.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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yields of these pyrene-based new millennium dyes,61 transfer of
this dual-emissive readout to single-molecule microscopy
enabled to track individual, Pd-induced deprotection reactions.
This example of single-molecule chemistry can be operated in
a uorogenic approach or by simultaneously recording trajec-
tories of substrate and product uorescence.629,630

ESPT is oen exploited for mechanistic studies of proton
transfer in general and may complement ndings by other
spectroscopies. Therefore, ESPT is studied in solid materials625

as well as in unconventional liquids like concentrated sulfuric
acid,491 liquid crystals,631 or ionic liquids.285,427 Among these, the
luminescent ionic liquid with HPTS as anion is worth being
highlighted;632 we are curious about the properties of cationic
photoacids with weakly coordinating counter anions once they
are available. Studies of ESPT on material surfaces or
membranes are focused on characterizing proton diffusion with
geometrical restrictions.633,634 The generation of protons on the
surface of photocatalytically active nanoparticles even allows for
manipulating their motion due to a change of the charge.635

More generally, owing to their property as light-controlled
proton sources, photoacids can be used in photo-catalysis (see
ref. 7 for a recent review), e.g., as initiators for polymeriza-
tion,636,637 esterication,638 acetalization,639,640 glycosylation,641

olen hydroarylation,313 indane synthesis,642 and self-
propulsion of oil droplets;636 as photosensitizers (e.g., for
singlet oxygen generation),643 or, for photoswitching enzyme
activity.644 Other, more technically oriented applications of the
photoinduced generation of protons aim at the release of CO2

from captured CO2 (as HCO3
−)645–647 or the build-up of a pH

gradient for a photo-electrochemical cell.648–650 The perfor-
mance of these devices, however, is facilitated when the
deprotonated state lasts longer, which explains the preference
yet for metastable-state photoacids. Another electrochemical
application of ESPT is light-controlled proton conduction.651,652

As free protons require additional water molecules for stabili-
zation, ionization of photoacids buried in polymeric structures
is supposed to lead to larger structures, and an application as
carrier for therapeutics which release the cargo by a light
stimulus on demand is foreseen.653–658 On the other hand,
proton release in free solution apparently leads to a volume
shrinkage.659 In conclusion, the swelling behaviour of photo-
acids in polymers is more complicated.163

Further research areas will be addressed once more regio-
selective substitution of pyrene-based photoacids or even
stronger photoacids than those reported before are available:
specic modications on the pyrene core430,502 appear chal-
lenging according to our experience.
8.3 Open questions—new aspects to be explored by excited-
state proton transfer

While some of the latter described applications certainly
deserve further development for generating technologically
relevant devices, we focus here on fundamental aspects of
proton transfer reactions. Although the proton transfer is one of
the best investigated reactions, not all aspects of this elemen-
tary reaction are known. For example, we wonder how the
© 2025 The Author(s). Published by the Royal Society of Chemistry
proton jumps away from the HBIP to the next intermediate of
the reaction chain depicted in Fig. 15 and which molecular
rearrangement or solvent properties assist this process. Is
tunneling playing a signicant role in ESPT?626,660 Actually, few
low-temperature studies of ESPT in protic solvents are known
and point into that direction.253,254,456,472,661

ESPT is a paradigmatic charge transfer reaction including
the transfer of a mass particle (compared to electron transfer),
and ndings about it may have impact for other chemical
reactions.662,663 Even the important questions of chirality can be
addressed.369,664 However, some peculiarities may be met due to
the lowmass (compared to the transfer of other atoms), and one
may look for further evidence of the inverted Marcus-regime in
proton transfer reactions.518

Finally, we emphasize that ESPT is one of the few adiabatic
photochemical reactions—if not the only one useful. The
adiabatic character becomes superior to the other well-studied
charge transfer reaction, i.e., the electron transfer, when light
emission is mandatory for detection like in single-molecule
uorescence spectroscopy. ESPT is quasi-reversible and can be
monitored multiple times due to the ground-state reprotona-
tion, in contrast to irreversible reactions. Hence, we expect to
detect even intermediates and to characterize the inuence of
the environment on the different reaction steps which makes
this kind of reaction unique. So far, single-molecule ESPT
experiments in solution have been performed,497,498 but the
transfer to individual molecules, e.g., the continuous observa-
tion of ESPT in solid DMSO, broke down yet. Our current
interpretation is that infrequent formation of FIP, but still too
frequent for single-molecule studies, leads to an intermittent
disappearance of the photoacid state until the proton accidently
is recaptured by the le negative charge. Other combinations of
quantum-optical phenomena with photochemistry include
different strengths of light-matter coupling,654,665,666 and we
attempt to realize different logical gates for the generation of
photons by means of photoacids.184
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484 L. Biczók, P. Valat and V. Wintgens, Photochem. Photobiol.
Sci., 2003, 2, 230–235.

485 T. Kumpulainen, B. H. Bakker, M. Hilbers and
A. M. Brouwer, J. Phys. Chem. B, 2015, 119, 2515–2524.

486 T. Kumpulainen, B. H. Bakker and A. M. Brouwer, Phys.
Chem. Chem. Phys., 2015, 17, 20715–20724.

487 T. Kumpulainen, A. Rosspeintner, B. Dereka and
E. Vauthey, J. Phys. Chem. Lett., 2017, 8, 4516–4521.

488 P. Verma, A. Rosspeintner, B. Dereka, E. Vauthey and
T. Kumpulainen, Chem. Sci., 2020, 11, 7963–7971.

489 A. Yamaguchi, M. Namekawa, T. Kamijo, T. Itoh and
N. Teramae, Anal. Chem., 2011, 83, 2939–2946.

490 B. Hinkeldey, A. Schmitt and G. Jung, ChemPhysChem,
2008, 9, 2019–2027.

491 D. Maus, A. Grandjean and G. Jung, J. Phys. Chem. A, 2018,
122, 9025–9030.

492 R. F. Robbins, J. Chem. Soc., 1960, 2553–2556.
493 D. Maus, PhD Thesis, Universität des Saarlandes,

Saarbrücken, Germany, 2021.
494 Y. Hu, J. F. Joung, J.-E. Jeong, Y. Jeong, H. Y. Woo, Y. She,

S. Park and J. Yoon, Sens. Actuators, B, 2019, 280, 298–305.
495 C. Spies, B. Finkler, N. Acar and G. Jung, Phys. Chem. Chem.

Phys., 2013, 15, 19893.
496 C. Spies, S. Shomer, B. Finkler, D. Pines, E. Pines, G. Jung

and D. Huppert, Phys. Chem. Chem. Phys., 2014, 16, 9104.
497 M. Vester, T. Staut, J. Enderlein and G. Jung, J. Phys. Chem.

Lett., 2015, 6, 1149–1154.
498 M. Vester, A. Grueter, B. Finkler, R. Becker and G. Jung,

Phys. Chem. Chem. Phys., 2016, 18, 10281–10288.
499 J. Knorr, N. Sülzner, B. Geissler, C. Spies, A. Grandjean,

R. J. Kutta, G. Jung and P. Nuernberger, Photochem.
Photobiol. Sci., 2022, 21, 2179–2192.
© 2025 The Author(s). Published by the Royal Society of Chemistry
500 N. Sülzner and C. Hättig, J. Phys. Chem. A, 2022, 126, 5911–
5923.

501 N. Sülzner and C. Hättig, Phys. Chem. Chem. Phys., 2023, 25,
11130–11144.

502 N. Agmon, J. Mol. Liq., 2000, 85, 87–96.
503 R. Simkovitch, S. Shomer, R. Gepshtein and D. Huppert, J.

Phys. Chem. B, 2015, 119, 2253–2262.
504 M. Eigen, L. De Maeyer and Z. Elektrochem, Ber. Bunsenges.

Phys. Chem., 1955, 59, 986–993.
505 M. Eigen, W. Kruse, G. Maass and L. Demaeyer, Prog. React.

Kinet. Mech., 1964, 2, 285.
506 N. Sülzner, Chem, 2024, 10, 3276–3278.
507 N. Agmon, J. Chem. Phys., 1999, 110, 2175–2180.
508 N. Agmon and I. V. Gopich, Chem. Phys. Lett., 1999, 302,

399–404.
509 K. M. Solntsev, D. Huppert and N. Agmon, Phys. Rev. Lett.,

2001, 86, 3427–3430.
510 E. M. Espinoza, J. A. Clark, C. P. d. Silva, J. B. Derr,

G. T. d. M. Silva, M. K. Billones, M. Morales, F. H. Quina
and V. I. Vullev, J. Photochem. Photobiol., 2022, 10, 100110.
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526 Z. Wen, L. José Karas, C.-H. Wu and J. I-Chia Wu, Chem.

Commun., 2020, 56, 8380–8383.
527 J. Yan, T. Slanina, J. Bergman and H. Ottosson, Chem.–Eur.

J., 2023, 29, e202203748.
528 M. Rosenberg, C. Dahlstrand, K. Kilså and H. Ottosson,
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623 K. Schäfer and H. Ihmels, J. Fluoresc., 2017, 27, 1221–1224.
624 J. Othong, J. Boonmak, F. Kielar and S. Youngme, ACS Appl.

Mater. Interfaces, 2020, 12, 41776–41784.
625 F. A. d. C. Silva, E. T. Rezende, D. B. Filho, D. d. Brito

Rezende, I. M. Cuccovia, L. F. Gome, M. F. P. d. Silva and
M. J. Politi, J. Lumin., 2014, 146, 57–63.

626 P. M. Kiefer and J. T. Hynes, J. Phys. Chem. A, 2003, 107,
9022–9039.

627 E. Sato, K. Chiba, M. Hoshi and Y. Kanaoka, Chem. Pharm.
Bull., 1992, 40, 786–788.

628 S. Hemmer, H. Hui, J. Draeger, J. Menges, E. Schwarz,
A. Wrede, J. Oertel, L. Kaestner, G. Jung and S. Urbschat,
A novel uorescent diagnostic probe as a potential Point-of-
Care diagnostic tool to estimate recurrence risk of
meningiomas, 2024, submitted.

629 J. A. Menges, A. Grandjean, A. Clasen and G. Jung,
ChemCatChem, 2020, 12, 2630–2637.

630 J. A. Menges, A. Clasen, M. Jourdain, J. Beckmann,
C. Hoffmann, J. König and G. Jung, Langmuir, 2019, 35,
2506–2516.

631 D. Han, C. Li, X. Jin, J. Zhou, Y. Xu, T. Jiao and P. Duan, Adv.
Photonics Res., 2022, 3, 2100287.

632 K. Y. Yung, A. J. Schadock-Hewitt, N. P. Hunter, F. V. Bright
and G. A. Baker, Chem. Commun., 2011, 47, 4775–4777.

633 N. Amdursky, Y. Lin, N. Aho and G. Groenhof, Proc. Natl.
Acad. Sci., 2019, 116, 2443–2451.

634 Y. Sha, Z. Guo, Y. Han, Z. Xue, M. Li, Y. Wan, W. Yang and
X. Ma, J. Phys. Chem. C, 2023, 127, 14458–14467.

635 S. Heckel, J. Hübner, A. Leutzgen, G. Jung and J. Simmchen,
Catalysts, 2021, 11, 599.

636 A. Yucknovsky, B. B. Rich, S. Gutkin, A. Ramanthrikkovil
Variyam, D. Shabat, B. Pokroy and N. Amdursky, J. Phys.
Chem. B, 2022, 126, 6331–6337.

637 P. Sun, Z. Li, X. Zhang, Y. Liao and S. Liao,Macromol. Rapid
Commun., 2024, 45, 2400054.

638 J. Tripathi, H. Gupta and A. Sharma, Esterication of
Carboxylic Acids utilizing Eosin Y as a Photoacid Catalyst,
Chem. Sci., 2025, 16, 1560–1596 | 1595

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4sc07148d


Chemical Science Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

2 
D

ec
em

be
r 

20
24

. D
ow

nl
oa

de
d 

on
 7

/2
3/

20
25

 3
:4

5:
52

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
chemRxiv, preprint, 2024, https://chemrxiv.org/engage/
chemrxiv/article-details/663218ca91aefa6ce1e0070c.

639 H. Liu, Y. Chen, D. An, X. Zhang and S. Liao, Synlett, 2022,
33, 800–804.

640 J. Saway, A. F. Pierre and J. J. Badillo, Org. Biomol. Chem.,
2022, 20, 6188–6192.

641 N. Otani, K. Higashiyama, H. Sakai, T. Hasobe,
D. Takahashi and K. Toshima, Eur. J. Org Chem., 2023, 26,
e202300287.

642 B. Yang, K. Dong, X.-S. Li, L.-Z. Wu and Q. Liu, Org. Lett.,
2022, 24, 2040–2044.

643 A. M. M. Alazaly, A. S. I. Amer, A. M. Fathi and A. A. Abdel-
Sha, J. Photochem. Photobiol., A, 2018, 364, 819–825.

644 S. Kohse, A. Neubauer, A. Pazidis, S. Lochbrunner and
U. Kragl, J. Am. Chem. Soc., 2013, 135, 9407–9411.

645 A. M. Alfaraidi, B. Kudisch, N. Ni, J. Thomas, T. Y. George,
K. Rajabimoghadam, H. J. Jiang, D. G. Nocera, M. J. Aziz
and R. Y. Liu, J. Am. Chem. Soc., 2023, 145, 26720–26727.

646 O. Alghazwat, A. Elgattar and Y. Liao, Photochem. Photobiol.
Sci., 2023, 22, 2573–2578.

647 A. de Vries, K. Goloviznina, M. Reiter, M. Salanne and
M. R. Lukatskaya, Chem. Mater., 2024, 36, 1308–1317.

648 J. Bae, H. Lim, J. Ahn, Y. H. Kim, M. S. Kim and I.-D. Kim,
Adv. Mater., 2022, 34, 2201734.

649 A. Yucknovsky, Y. Shlosberg, N. Adir and N. Amdursky,
Angew. Chem., Int. Ed., 2023, 62, e202301541.

650 G. S. Phun, R. Bhide and S. Ardo, Energy Environ. Sci., 2023,
16, 4593–4611.

651 S. Haghighat, S. Ostresh and J. M. Dawlaty, J. Phys. Chem. B,
2016, 120, 1002–1007.

652 S.-F. Zhou, G.-M. Wu, C.-X. Zhang and Q.-L. Wang, Adv.
Mater. Interfaces, 2022, 9, 2101247.
1596 | Chem. Sci., 2025, 16, 1560–1596
653 F. Wendler, M. Sittig, J. C. Tom, B. Dietzek and
F. H. Schacher, Chem.–A Eur. J., 2020, 26, 2365–2379.

654 M. Bitsch, A. K. Boehm, A. Grandjean, G. Jung and
M. Gallei, Molecules, 2021, 26, 7350.

655 H. Chen, K. Wen, Y. Lu, X. Zhang, Y. Shi, Q. Shi, H. Ma,
Q. Peng and H. Huang, Sci. China:Chem., 2022, 65, 2528–
2537.

656 L. Kang, H. Zhao, S. Liu, Y. Liu, Y. Liu, D. Chen, H. Qiu,
J. Yang, Y. Gu and Y. Zhao, Eur. J. Med. Chem., 2022, 242,
114669.

657 L. I. Kaberov, M. Sittig, A. Chettri, A. Ibrahim, B. Dietzek-
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