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ation at finite temperatures with
machine learning force fields†

Irea Mosquera-Lois,a Johan Klarbringab and Aron Walsh *a

Point defects dictate the properties of many functional materials. The standard approach to modelling the

thermodynamics of defects relies on a static description, where the change in Gibbs free energy is

approximated by the internal energy. This approach has a low computational cost, but ignores

contributions from atomic vibrations and structural configurations that can be accessed at finite

temperatures. We train a machine learning force field (MLFF) to explore dynamic defect behaviour using

Te+1i and V+2
Te in CdTe as exemplars. We consider the different entropic contributions (e.g., electronic,

spin, vibrational, orientational, and configurational) and compare methods to compute the defect free

energies, ranging from a harmonic treatment to a fully anharmonic approach based on thermodynamic

integration. We find that metastable configurations are populated at room temperature and thermal

effects increase the predicted concentration of Te+1i by two orders of magnitude — and can thus

significantly affect the predicted properties. Overall, our study underscores the importance of finite-

temperature effects and the potential of MLFFs to model defect dynamics at both synthesis and device

operating temperatures.
1. Introduction

Point defects make or break material functionality.1 They limit
photovoltaic efficiency by acting as non-radiative recombina-
tion centres, control ionic conductivity in batteries, provide
active sites for catalytic reactions, and platforms for quantum
information technologies. Despite their profound effect on the
macroscopic properties of crystals, they are present in dilute
concentrations and thus render experimental characterisation
challenging. As a result, a combination of experiment and
theory is needed to understand defect behaviour.

The key factor when modelling defects is their concentra-
tion, which is determined by the free energy of defect forma-
tion, gf, at the synthesis or annealing temperature. Calculating
gf is however computationally challenging, and is thus typically
approximated by the formation internal energy, uf(0 K), i.e. gf(-
Tsynthesis) z uf(0 K).2,3 Inherent in this approximation is the
assumption of a static framework, where most studies only
consider the defect ground state structure at 0 K, and thus
neglect metastable congurations that may be populated at the
device operating temperature. Since the properties of a defect
strongly depend on its geometry,4–9 the predicted behaviour can
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be signicantly affected when ignoring thermally accessible
metastable congurations.10–16

With the development of better computational resources,
more accurate studies that go beyond this static 0 K approxi-
mation are becoming possible using ab initio methods. In the
last decades, many investigations have modelled entropic
contributions for defects in elementary solids.17–30 Thermal
effects are harder to model in multinary semiconductors due to
the higher number of possible intrinsic charged defects and
required level of theory,31–61 but have been included for specic
defects.62–80 However, most of these studies adopt several
approximations: (i) they only account for vibrational entropies,
thereby neglecting other degrees of freedom (e.g., electronic,
spin, orientational and congurational), and (ii) they adopt the
(quasi)harmonic approximation to model vibrational effects
(e.g., assuming a quadratic potential energy surface for the
interatomic bonds). The limitations of these approximations
are system-dependent and not well investigated, and demon-
strate the lack of a reliable and affordable approach to model
thermal effects for defects.

In this study, we target these limitations by considering all
relevant entropic contributions and systematically comparing
the different methods to calculate the defect formation free
energy, ranging from a harmonic to a fully anharmonic
approach based on thermodynamic integration (TI). To reduce
the cost of these simulations, we use machine learning force
elds as a surrogate model, which successfully map the defect
energy surfaces (Section 2.1). We choose Te+1i and V+2Te in CdTe as
exemplar systems since they display potential energy surfaces of
© 2025 The Author(s). Published by the Royal Society of Chemistry
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different complexity (e.g., presence versus lack of low-energy
metastable congurations12) (Section 2.2). By modelling the
impact of thermal effects on their predicted defect concentra-
tions, we nd that these dominate when the defect undergoes
symmetry-breaking structural reconstructions and has low-
energy metastable congurations, thereby demonstrating the
limitations of the idealised 0 K description (Section 2.3).
2. Results and discussion
2.1 Machine learning force elds for defects

Calculating the defect formation free energy, gf, requires
modelling the defect formation reaction by computing the free
energy difference between products and reactants at the
synthesis temperature.2,3 For example, the formation of the
positively charged tellurium interstitial, Te+1i , can be described
by the defect reaction

Te �!CdTe Teiþ1 þ e�: (1)

The corresponding formation free energy is dened from the
sum of products (charged defect with an electron in the
conduction band) minus the sum of reactants (pristine CdTe
host and reservoir of Te). In the standard rst-principles
supercell formalism, this formation energy is given by

gf ¼ g
�
CdnTenþ1

þ1
�� gðTeÞ � g

�½CdTe�n�þ EF þ Ecorr (2)

where Te represents the phase that acts as the external source of
atoms during synthesis, EF denotes the Fermi level and Ecorr is
the correction energy for charged defects. From these terms, the
defect free energy, g(CdnTe

+1
n+1), is the most challenging to

compute due to the low symmetry and large supercells required
to model defects (e.g., many force calculations in the (quasi)
harmonic method). This is exacerbated when going beyond the
harmonic approximation since computing the anharmonic free
energy with TI requires many and long molecular dynamics
runs.81,82

To reduce the cost of free energy calculations, we employ
machine learning force elds and train a separate MACE
model83 for each system involved in the defect formation reac-
tion, focussing on a single charge state of each defect. We target
temperatures ranging from 100 K to the typical CdTe anneal
temperature of 840 K.84 All models show good accuracies with
Table 1 Mean absolute errors and root mean square errors (shown in
parentheses) of the test sets for energies, forces and stresses. The
relatively high errors observed for Te are caused by including its liquid
phase (Tmelt z 704 K). Distributions of the absolute errors and the
learning curve for the Te+1i model are shown in the ESI

System
Energy
(meV per atom)

Force
(meV Å−1)

Stress
(meV Å−3)

CdTe 0.3 (0.4) 13 (17) 0.2 (0.3)
Te+1i 0.5 (0.7) 21 (30) 0.2 (0.3)
V+2Te 0.4 (0.6) 18 (24) 0.2 (0.3)
Te 1.6 (2.3) 73 (102) 0.9 (1.3)

© 2025 The Author(s). Published by the Royal Society of Chemistry
low mean and root mean square errors on the test set (see
Table 1 and further discussion in Methods and ESI†). The
accuracy of the defect models is further conrmed by mapping
the one-dimensional path between the stable defect structures,
which shows good agreement despite the small energy differ-
ence between the distinct congurations of Te+1i (Fig. 1 and ESI
Fig. S9†).

2.2 Defect dynamics at room temperature

We rst investigate the limitations of the static framework by
comparing the behaviour of the defects at 0 K and around the
typical operating temperature for a solar cell (T = 300 K). The
potential energy surface calculated at 0 K shows that Te+1i is
a bistable defect with two accessible structures: a split cong-
uration with either one or two Te–Te bonds,12 which have C2v

and Cs site symmetries, respectively, and an energy difference of
DE(Cs − C2v) = 18 meV (Fig. 1). In contrast, V+2Te only has one
accessible structure at the device operating conditions since the
metastable C3V conguration is 1.8 eV above the Td ground state
([ kBT = 25 meV at 300 K).

To validate these predictions, we perform molecular
dynamics under the NPT ensemble (300 K, 1 atm, 1 ns),
revealing three distinct motions for Te+1i (Fig. 2). The fastest
process corresponds to changes in conguration between the C2v

and Cs geometries, which is reected by variations in the
distances between Te+1i and its neighbouring Te atoms as it
alternates between forming 1 and 2 Te–Te bonds. On a slower
timescale, there are changes in the defect position (i.e., hopping
between lattice sites) as well as changes in the orientation of the
Te–Te bond, indicated by variation in the angle between the Te–
Te bond(s) and the lattice axes. These three motions occur
rapidly on the nanosecond timescale due to their low energy
barriers relative to the thermal energy (Eb = 28 − 100 meV) with
rates on the order of 1010 s−1 (congurational and hopping) and
108 s−1 (rotation) — and highlight the congurational, orien-
tational and migration degrees of freedom that contribute to
the defect formation and migration entropies, respectively. In
contrast, this dynamic behaviour of Te+1i differs signicantly
from that of V+2Te, which remains stable in its Td ground state
conguration, as depicted in ESI Fig. S12,† and is thus well-
described by its static 0 K structure.

2.3 Impact of defect entropy on predicted concentrations

The dynamic behaviour of Te+1i suggests that its formation
entropy, sf, will be signicant at the CdTe annealing tempera-
ture (z840 K)84 and will thus affect the predicted equilibrium
concentration. To verify this, we calculate sf and gf by consid-
ering the different degrees of freedom that change upon form-
ing the defect at a xed lattice site: electronic, spin, vibrational,
orientational and structural (also referred to as congura-
tional).2 While the rst two terms can be estimated with
analytical expressions (see Methods), the vibrational contribu-
tion is more challenging and typically requires approximations.
By assuming a quadratic energy surface for the interatomic
bonds, the harmonic vibrational gf can be calculated, which can
be extended to account for thermal expansion with the
Chem. Sci., 2025, 16, 8878–8888 | 8879
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Fig. 1 Potential energy surfaces illustrating the defect configurations identified with defect structure searching,85 calculated with DFT (green
circles) and MACE (pink triangles). The variable Q represents a mass-weighted displacement coordinate that tracks the structural change along
the pathway between the defect configurations, as described in the Methods. (a) Te+1i is a bistable defect since the metastable configuration (split
Te–Cd with Cs symmetry) is only 18 meV higher than the ground state (split Te–Te with C2v symmetry). Note that the differences between DFT
and MACE are in meV per supercell, with the error in DE(C2v − Cs) only accounting to 0.1 meV per atom. (b) V+2

Te, where the metastable
configuration (C3v) is significantly higher in energy (1.8 eV above the ground state structure of Td symmetry). Te in brown, Cd in yellow, Te+1i in
green and V+2

Te in shaded grey.

Fig. 2 Active degrees of freedom of Te+1i at 300 K and associated energy barriers. (a) Configurational change, reflected by changes in the Tei–Te
distances. The narrow green peak illustrates the shortest Tei–Te bond, which shows little variation at around 2.8 Å, while the wider pink and
orange distributions demonstrate the wide variation in the second and third shortest Te–Te distances (see ESI Fig. S11†). (b) Changes in the
orientation of the Tei–Te bond with respect to the [100] direction. (c) Migration, illustrated by tracking the distance between the current and
original position of the interstitial.
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quasiharmonic approximation.2,86 However, this harmonic
assumption might be limited for defects at high temperatures,
where anharmonic effects seem to be important – as suggested
by the high anharmonicity scores87 observed for Te+1i relative to
pristine CdTe (s(840 K) = 4.5 versus 0.8, respectively, and s

typically ranging between 0–1; ESI Fig. S13†).
8880 | Chem. Sci., 2025, 16, 8878–8888
To assess these limitations, we use non-equilibrium ther-
modynamic integration to account for anharmonic effects and
compare the gf calculated with each approach. We do this by
starting from the Einstein crystal (independent harmonic
oscillators), integrating to the anharmonic crystal at 100 K, and
nally integrating with respect to temperature up to 840 K (see
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 (a) Contribution of the different degrees of freedom to the formation entropy of Te+1i . Note that sorientf is negative since the symmetry
increases when going from the initial to the relaxed interstitial structure (see Methods). (b) Comparison of approximations for calculating the
defect formation free energy of Te+1i , gf(T). The shaded orange area illustrates the estimated error in the thermodynamic integration simulations,
defined as the standard error of the mean free energy, sanhm (details in Methods). For comparison, the formation internal energy with the spin and
orientational entropies, uf(0 K) − T(sspinf + sorientf ), typically used in most defect studies, is shown with a dashed grey line. Note that for Te+1i , ss-
pin

f and sorientf cancel each other, thus leading to the grey line having zero slope. (c) Effect of including the entropic contribution for predicting the
defect concentration.
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Methods for further details). Since TI calculates the change in
the total free energy described by the MACE potential (i.e., the
ionic degrees of freedom), it already includes the vibrational,
orientational and structural contributions, and thus we only
have to add the electronic and spin terms to gTIf (T). We dene
three defect formation free energies with increasing accuracy:

gharmf ðTÞ ¼ gvib;harmf ðTÞ � Tsorientf � Tsstrucf ðTÞ � Ts
spin
f � Tselecf ðTÞ

g
quasi
f ðTÞ ¼ g

vib;quasi
f ðTÞ � Tsorientf � Tsstrucf ðTÞ � Ts

spin
f � Tselecf ðTÞ

ganhf ðTÞ ¼ gTIf ðTÞ � Ts
spin
f � Tselecf ðTÞ:

(3)

where the (quasi)harmonic vibrational free energy,
gvib,harmf , refers to the ground state structure (further details in
Methods). Here, the (quasi)harmonic approach decouples all
the degrees of freedom, and thus assumes that the timescales
for these processes are sufficiently different to avoid signicant
mixing,2 while the anharmonic formalism only decouples the
electronic from the ionic motions.

We follow the standard convention in defect chemistry and
dene gf as the change in free energy for forming a defect at
a xed lattice site (i.e., excluding entropic contributions from
the mixing or site entropy‡). We calculate the equilibrium
defect concentration with

½c� ¼ Nsites

V
exp

��gf
kBT

�
(4)

where V denotes the crystallographic unit cell volume and Nsites

the number of symmetry-equivalent sites where the defect can
form in the unit cell.

As demonstrated in Fig. 3b, for Te+1i thermal effects are
signicant at annealing temperature, with gf(840 K) differing by
0.5 eV from uf(0 K) − T(sspinf + sorientf ). All methods are in good
agreement, indicating that the harmonic approximation gives
© 2025 The Author(s). Published by the Royal Society of Chemistry
a reasonable estimate of gf, since anharmonic effects approxi-
mately cancel out between the bulk and the defect in this
temperature range. This agreement also validates the decou-
pling approximation used to separate the different degrees of
freedom (e.g., gTIf z gvib,harmf − Tsorientf − Tsstrucf ). Using this
approximation, we nd that their relative entropic contribu-
tions follow the expected trend, with the vibrational one
dominating, followed by the structural, spin, orientational and
electronic terms (with sf(840 K) of 4.2, 0.7, 0.7, −0.7 and 0.1 kB,
respectively; Fig. 3a). However, we note that the structural term
can become larger for defects that have many low-energy
metastable congurations.25

Overall, the total entropic contribution is not negligible and
signicantly affects gf, increasing the predicted concentration
by a factor of 500 (Fig. 3c). This importance of entropic effects
contrasts with their role in V+2Te, where they are almost negligible
(gf(840 K) − uf(0 K) = 0.08 eV; ESI Fig. S14†) due to (i) smaller
magnitude of the vibrational entropy and (ii) lack of spin,
orientational and structural entropies. As a result, we expect
thermal effects to be important for defects which (i) introduce
strong structural distortions (high svibf ), (ii) break the host site
symmetry (high sorientf ), and (iii) have low-energy metastable
congurations (high sstrucf ).
3. Discussion

Overall, we have illustrated how to model thermal effects for
point defects in crystals, demonstrating the dynamic character
of Te+1i in CdTe, which rapidly changes between conguration,
orientation and position at room temperature. These degrees of
freedom increase the entropy upon defect formation, and can
be computed from standard defect calculations as illustrated in
this study. The computationally challenging term is the vibra-
tional entropy. We have found that the harmonic
Chem. Sci., 2025, 16, 8878–8888 | 8881
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approximation gives a reasonable and affordable description of
the vibrational formation entropy at 840 K for a dynamic defect
with a high anharmonicity score sanh. While this suggests the
validity of the harmonic approximation for ‘simpler’ defects
with single congurations that do not diffuse in this tempera-
ture regime, the impact of anharmonicity varies across different
defects and host materials, as observed in several
metals.18–20,22,23,26 This highlights the need for further calcula-
tions of ganhf and sanh on additional defects and host crystals to
establish more general guidelines.

By combining the different entropic contributions, we nd
that thermal effects increase the predicted concentration of
Te+1i by two orders of magnitude, and can thus signicantly
affect the predicted behaviour by shiing the relative defect
populations. Thermal effects will play a signicant role for
defects that undergo structural reconstructions, break the site
symmetry of the host and have low-energy metastable congu-
rations (high svibf , sorientf and sstrucf ), as illustrated by comparing
two defects with energy surfaces of different complexity. Beyond
defect related factors, hosts with a so and dynamic lattice or
compositional disorder will also be more sensitive to thermal
effects, since their defects typically lead to stronger recon-
structions (e.g., rebonding or local octahedral rotations in
perovskite structures88) and display many low-energy meta-
stable congurations (e.g., Sb2Se3 8 or alloys89 like CdSex-
Te(1−x)

90). A special case is materials where the phase relevant
for applications is only stable at nite temperatures. Here, it can
be key to model defects at the device operating temperature
since their behaviour can be sensitive to their surrounding
structure — as illustrated by the discrepancies when modelling
the carrier capture behaviour of Ii in different phases of
CsPbI3.91

Despite the importance of including thermal effects for
accurate defect predictions, the current limitation is the
computational cost. While the orientational, spin and elec-
tronic terms can be calculated from standard defect calcula-
tions using the doped Python package,92 the congurational
term requires considering the different thermally-accessible
structures of a defect, which can be identied through defect-
structure searching methods like ShakeNBreak.85 More chal-
lenging is the vibrational term as it requires going beyond
standard static defect calculations. In practice, accounting for
this contribution will only be affordable for high-accuracy
studies that target the low-energy defects; especially for appli-
cations with a high synthesis or operating temperature, like
industrial thermoelectrics, thermochemical water splitting,
exhaust automotive catalysts or solid-state fuel cells (Toperation
z 800–1900 K).93–95 In these high temperature applications,
thermal effects will populate metastable congurations and
could also affect the predicted position of the defect charge
transition level (i.e., non-negligible entropic term of T × [sf(q,T)
− sf(q0,T)]/(q − q0))— especially when the change in charge state
leads to signicant differences in the defect structure and
symmetry, spin state and position of the defect level within the
bandgap.80Finally, based on the performance of our trained
models, we note the promise of machine learning force elds
for describing the thermal effects of defects. Beyond the
8882 | Chem. Sci., 2025, 16, 8878–8888
prediction of more accurate concentrations, by learning the
defect potential energy surface, they can also reduce the cost of
modelling defect dynamics at the device operating temperature
and on larger time and length scales, which can be key to
predict complex processes like defect reactions or diffusion.96
4. Methodology
4.1 Density Functional Theory calculations

All reference calculations were performed with Density Func-
tional Theory using the exchange-correlation functional PBE-
sol97 and the projector augmented wave method,98 as
implemented in the Vienna Ab initio Simulation Package
(VASP).99,100 We used the standard PAW PBE potentials (version
64) for Te (5s25p4) and Cd (4d105s2). Although hybrid func-
tionals are typically required to accurately model the electronic
behaviour of defects, we used a more affordable GGA functional
for several reasons: (i) PBEsol has been found to accurately
describe the vibrational properties of crystals;101 (ii) it correctly
identies the same defect congurations reported in a previous
study using the HSE06 hybrid functional;12 and (iii) we aimed to
benchmark how to properly train defect MLFFs to reach the
high accuracies required to estimate gf, and as a result needed
a functional that would allow a thorough exploration of the
congurational landscape up to the CdTe synthesis
temperature.

We converged the plane wave energy cutoff and G-centered k-
point mesh to 1 meV per atom, resulting in values of 450 eV and
4 × 4 × 4 for the conventional cell of CdTe. To minimise Pulay
stress errors during molecular dynamics simulations, we
increased the converged energy cutoff by 30% (585 eV). The
threshold for electronic convergence was set to 10−5 eV.
4.2 Training of machine learning force elds

We used the structure similarity kernel implemented in VASP to
generate the training sets of congurations using its on-the-y
molecular dynamics approach.102–105 This involved heating
runs performed under the NPT ensemble with a pressure of 1
atm and from an initial temperature of 100 K up to 30% above
our target temperature of 840 K. In addition, we generated
a series of compressed and expanded structures (0.9–1.1 of the
original cell volume) to ensure that the model could be used for
the quasiharmonic approximation. For bulk CdTe and its
defects, we used a 2 × 2 × 2 supercell of the conventional cell
(13.0 Å in length and 64 atoms for bulk CdTe). For Te, we
included all the low-energy phases available in the Materials
Project106 (Ehull # kBTsynthesis = kB × (840 K) = 0.08 eV), which
were expanded to cubic supercells of at least 10 Å in length. For
the liquid Te phase, we generated two models with the packmol
code:107 two cubic boxes of 15 Å and 17.5 Å in length, containing
95 and 220 atoms, respectively, which gave densities matching
the reported values in previous studies at our target tempera-
tures (r = 0.027 atoms per Å3).108

An independent model was trained for each system (bulk
CdTe, Te+1i , V+2Te and Te), with the defect datasets only including
one charge state (e.g. +1 for Tei and +2 for VTe). We note that the
© 2025 The Author(s). Published by the Royal Society of Chemistry
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models for the charged defects were trained on the absolute
DFT energies (e.g. without electrostatic corrections, which are
applied a posteriori when calculating the defect formation
energy, as described below). Training separate models for each
system lead to higher accuracy models than training one joint
model on the bulk and defect datasets. However, we have
observed that training a model only on defect congurations
should be avoided if the model will be applied to study the
absolute energies of larger system sizes (e.g., defect formation
energies). While models selectively trained on defect congu-
rations achieve higher accuracy for defective supercells with the
same number of atoms, these models lead to a systematic error
in the total energies of larger supercells than the supercells used
for training, as explained in detail in ESI Section 1C.†

Aer generating the training sets with VASP, we trained sepa-
rate MACE83 force elds on these datasets to obtain models with
higher accuracy and speed. 10% of the congurations in these
datasets were used as validation sets to monitor the loss during
training. We used a MACE model with Ziegler–Biersack–Littmark
(ZBL) pair repulsion,109 2 message passing layers, 256 invariant
messages, correlation order of 3, angular resolution of 3 and
cutoff radius of 5 Å. The batch size was set to 2 and the Huber loss
function was used, with weights of 1, 100 and 100 for the mean
square errors in the energies, forces and stresses, respectively. For
the last 20% of the training epochs, the weights were updated to
values of 1000, 10 and 100 for energy, force and stress, respectively
— following the recommended strategy of increasing the weight
on the energy errors during the nal training epochs. The models
were trained until the validation loss converged, which required
around 150–200 epochs. The reference energies were dened as
the potential energies of isolated Cd and Te atoms.

4.3 Validation of machine learning force elds

To generate the test sets, we performed NPT molecular
dynamics simulations with the trainedmodels at three different
temperatures (300, 550 and 900 K), running ve independent 24
ps runs at each temperature. We then sampled 100–300 equally-
spaced congurations from these trajectories, and performed
DFT calculations on them, which were used to calculate the
MAE and RMSE on the predicted properties (energy, forces and
stresses) of each model (see distribution of sampled congu-
rations and associated errors in Figs. ESI Fig. S1† to ESI
Fig. S5†). The MAE and RMSE for the forces and stresses were
calculated component wise, as dened in ref. 110. The pre-
dicted properties exhibited small absolute errors with no
outliers, conrming that the models accurately describe the
potential energy surfaces of each system up to 900 K. This
extensive testing of the models is especially important for
defective crystals, which exhibit more complex energy surfaces
than the pristine hosts. In addition, we also validated that the
model successfully described the phonons and vibrational free
energy of bulk CdTe (see ESI Fig. S6†).

4.4 Defect calculations

Defect calculations were setup and analysed using doped.92 To
account for spurious nite-size supercell effects, the Kumagai–
© 2025 The Author(s). Published by the Royal Society of Chemistry
Oba111 (eFNV) charge correction scheme was used to calculate
Ecorr, as automated in doped. The Fermi level was assumed to be
located in the middle of the band gap.
4.5 Spin degeneracy

The spin degeneracy was calculated with doped using

Uspin ¼ Z
spin
d

Z
spin
b

¼ 2S þ 1 (5)

where Z denotes the partition function and S the total spin
angular momentum. For example, Te+1i has one unpaired elec-
tron, resulting in Uspin = 2 × (1/2) + 1 = 2. This degeneracy
factor U can be converted into its respective formation entropy
using sf = kB ln(U)

2.
4.6 Orientational degeneracy

The orientational degeneracy was also calculated with doped
using

Uorient ¼ Zorient
d

Zorient
b

¼ Nb

Nd

(6)

where N is the number of symmetry operations of the defect site
in the bulk (b) and defective (d) supercells.2 As discussed in the
doped documentation,92 for vacancies and substitutions there is
a clear denition of the defect site in the pristine supercell (e.g.,
the lattice site where the vacancy/substitution forms). In
contrast, for interstitials, the denition of the lattice site in the
bulk can be ambiguous, which affects the partition between
orientational degeneracy and site multiplicity. Here, we follow
the denition adopted by Kavanagh et al.92 where the interstitial
site in the bulk is dened as the relaxed site of the interstitial
but with all other atoms xed in their bulk (unrelaxed) posi-
tions, while the interstitial site in the defect supercell corre-
sponds to the relaxed position of both the interstitial and all
other atoms. Accordingly, the site multiplicity is determined for
the lattice site that the interstitial occupies aer relaxation and
with all other atoms xed in their bulk positions. Note that
other denitions can be adopted and will lead to the same total
prefactor (Uorient × Nsite) but different partitions into the
orientational and site degeneracies.

For Te+1i , the C2v conguration has an initial site symmetry of
Cs which becomes C2v when the atoms around the interstitial
relax due to the formation of the Te–Te dimer. Similarly, the
(metastable) Cs conguration has an initial C1 site symmetry
which becomes Cs aer the relaxation. As a result, for both
congurations the orientational degeneracy Uorient is 0.5 (e.g.
the site symmetry increases upon relaxation of the atoms
around the interstitial). The site multiplicities per primitive cell
are 12 and 24 for the C2v and Cs congurations, respectively.
These degeneracies are accounted for when predicting the
defect concentration (eqn (4)) where the orientational entropy is
included in gf.
Chem. Sci., 2025, 16, 8878–8888 | 8883
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4.7 Electronic entropy

The electronic entropy was calculated using the xed density of
states (DOS) approximation,56,112–115 that assumes a tempera-
ture-independent DOS. Since the electronic entropy is sensi-
tive to the bandgap, and PBEsol signicantly underestimates it,
we performed self-consistent eld HSE06 (a = 0.345 (ref. 13))
calculations on the 0 K structures optimised with PBEsol. The
electronic entropy is then calculated using

Selec ¼ �gkB

ðN
�N

DðEÞðf ðE;TÞlnðf ðE;TÞÞ

þð1� f ðE;TÞÞlnð1� f ðE;TÞÞÞdE (7)

where g equals 1 for spin-polarized systems and 2 for spin-
unpolarized systems.113 D(E) is the electronic density of states
at energy E (calculated at 0 K) and f(E) is the occupation of the
energy level E given by Fermi–Dirac occupation statistics

f ðE;TÞ ¼
�
exp

�
E � EF

kBT

�
þ 1

��1
(8)

with EF denoting the Fermi level. We dene the formation
electronic entropy as the entropy change in the reaction
(CdTe)32 + Te / Cd32Te

+1
33 + e− (ESI Fig. S17†), with EF for each

of these terms calculated as follows:
� Te, CdTe and Cd32Te

+1
33: The Fermi level is assumed to be

located mid-gap between the highest occupied and lowest
unoccupied state. Note that, in theory, the Fermi level of CdTe
should correspond to the self-consistent value determined for
a set of defects and charge states.116,117 Determining EF would
require calculating the formation energies for all possible
intrinsic defects in CdTe, which is beyond the scope of our
study. Accordingly, we assume the Fermi level to be midgap.38

Te+1i introduces an empty state 0.75 eV above the valence band
maximum (VBM), and thus EF is set to 0.75/2 = 0.37 eV above
the VBM. Note that the electronic entropy is sensitive to the
energy difference between EF and the lowest unoccupied state,
thus requiring an accurate electronic structure.

� Extra electron: It is dened as the excess electronic entropy
when one extra electron is added to the conduction band
minimum (CBM) of the bulk system, i.e. selec(N + 1) − selec(N),
where selec(N) denotes the electronic entropy of bulk CdTe with
N and N + 1 electrons. To calculate the electronic entropy of the
N + 1 system, we determine EF with118

EF ¼ ECBM þ kBT ln

�
n

NC

�
(9)

where NC denotes the effective density of states in the conduc-
tion band, given by

NC ¼ 2

�
2pm*

ekBT

h2

�3=2

(10)

with m*
e and h representing the electron effective mass and

Planck constant, respectively. For the concentration of excess
electrons donated by the defect, n, we assume a value of n= 1015

cm−3, which equals our predicted value for the equilibrium
concentration of Te+1i at 840 K (thus making the reaction
(CdTe)32 + Te / Cd32Te

+1
33 + e− charge neutral). We note that if
8884 | Chem. Sci., 2025, 16, 8878–8888
all possible point defects were considered, the value of n should
be set to the excess electron concentration, as determined self-
consistently.116

Finally, we note that the electronic entropy can become
signicant at elevated temperatures (T $ 1000 K, ESI Fig. S17†)
if the defect i) introduces an (occupied) empty state close to the
(CBM) VBM or ii) changes the occupation of localised d/f bands
of nearby cations (e.g., V+2O reducing two Ce+4 to Ce+3 in CeO2), as
demonstrated in previous studies.93,119
4.8 Structural entropy

The Python code ShakeNBreak was used to identify the defect
ground state and metastable congurations.4,5,85 From these
congurations, the structural or congurational entropy can be
estimated using

sstrucf ¼ �kB
X
i

pi lnðpiÞ (11)

where pi denotes the Boltzmann probability of conguration i,
given by

pi ¼ e
� Gi

kBT

P
j

e
� Gj

kBT

¼ Uelec
i U

spin
i Uorient

i Uvib
i e

� Ui

kBT

P
j

Uelec
j U

spin
j Uorient

j Uvib
j e

� Uj

kBT

(12)

where Gi and Ui are the Gibbs free energy and internal energy of
conguration i, and we have included the degeneracy factors U

since these can be conguration dependent. In practice, themain
degrees of freedom that change between congurations are the
orientational, spin and vibrational, thus simplifying eqn (12) to

pi ¼ U
spin
i Uorient

i e
�
Ui�TSvib

i

kBT

P
j

U
spin
j Uorient

j e
�
Uj�TSvib

j

kBT

: (13)

Beyond applying this analytical approach, we also calculated
the structural entropy using the ‘inherent structures’ method
(IS).25 Within this formalism, we performed NPTMD trajectories
at 30 temperatures (equally spaced ranging from 100 to 840 K),
then sampled 1600 equally-spaced congurations and per-
formed conjugate gradient optimisations to quench the struc-
tures to the nearest local minima in the 0 K PES (ESI Fig. S16†).
The congurational entropy was then calculated with

sstrucf ¼ sstrucf ðTiÞ þ
ðTf

Ti

1

T

v
�
eVISðTÞ�
vT

dT : (14)

where heVISðTÞi denotes the average potential energy of the
inherent structures sampled at T, with the volume xed to the
optimal value for the 0 K ground state structure, and Ti and Tf
set to 100 and 840 K, respectively. This method resulted in
sstrucf (840 K) = 1.05 kB, in the same order of the value of 0.6 kB
obtained with the analytical method. The slightly larger value of
sstrucf estimated with the IS formalism likely stems from the
additional intermediate congurations sampled with
quenching.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 2 Equilibration and switching times in picoseconds used for the
thermodynamic integration paths of each system involved in the
defect formation reaction. The timestep was set to 2 fs

Path CdTe Te+1i V+2
Te Te

Einstein / anharmonic 25, 100 25, 200 15, 150 25, 70
100 K / 840 K 25, 170 25, 1000 25, 1000 25, 70
840 K / 500 K — — — 25, 70
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Finally, a third approach to account for the structural
entropy involves coarse-graining the congurational degree of
freedom, and calculating the total defect concentration as
a sum over the different congurations i using2

c ¼
X
i

ci ¼
X
i

Ni

V
exp

�
� gf ;i

kBT

�
(15)

where Ni and gf,i denote the number of symmetry-equivalent
sites and formation free energy of conguration i (with gf,i =
uf,i − T(svib,harmf,i + sorientf,i + sspinf,i + selecf,i )). From this expression, an
effective formation free energy can be obtained by

geff ¼ �kBT ln

�
V

N
c

�
(16)

where N denotes the number of symmetry-equivalent sites for
the ground state structure. By comparing geff with the gf calcu-
lated using eqn (11), we veried that these values agree (see ESI
Fig. S18†).

4.9 Vibrational entropy

The harmonic and quasiharmonic vibrational free energies
were calculated using phonopy.86,120 Within the quasiharmonic
framework, which includes the effect of thermal expansion on
the phonon frequencies, we generated 11 structures by scaling
the supercell volume by factors ranging from 0.9 to 1.10 with
a 0.02 increment.

4.10 Thermodynamic integration

Fully anharmonic free energies were calculated using non-
equilibrium TI in LAMMPS,121,122 as implemented in the code
calphy.81 This involved two thermodynamic integration paths:
rst, we integrate from the Einstein crystal to the anharmonic
one at 100 K (Frenkel Ladd method) and then we calculate the
temperature variation of the free energy at constant pressure by
integrating from 100 K to 840 K (commonly known as reversible
scaling). These simulations were performed xing the center of
mass, as done in previous studies.18,81,122 For each path, we
performed 10 independent TI runs to estimate the error,
dened as the standard error of the mean free energy

(sm ¼ s=
ffiffiffiffi
N

p
; , where s denotes the standard deviation in the

individual free energies calculated from theN= 10 independent
TI runs). The switching time was adjusted for each system until
the error converged to an acceptable value (see ESI Fig. S15†),
which must be very low (sm < 0.25 meV per atom z 20 meV per
supercell) to get an accurate gf. Since gf is the difference between
two large and similar numbers (the free energies of the bulk and
defect supercells), small relative errors in either of these
quantities can lead to a large error in gf. The convergence tests
resulted in the switching times reported in Table 2.

We note that during the temperature scaling runs of the
interstitial, defect diffusion occurs within the simulation time-
scale. This migration, which arises from the shape of the poten-
tial energy surface, contributes to the anharmonic free energy
through the sampling of intermediate structures during site
hopping. We expect that their contribution is small as the defects
spend more time around their local minima congurations.
© 2025 The Author(s). Published by the Royal Society of Chemistry
Finally, calculating the temperature dependence of the free
energy for tellurium is slightly more challenging since it melts at
722 K.123 Accordingly, we performed two TI simulations:81 (i)
Einstein crystal (100 K) / anharmonic crystal (100 K) /

anharmonic crystal (840 K) and (ii) Uhlenbeck–Ford model
(840 K) / liquid Te (840 K) / liquid Te (500 K). By comparing
the free energies from both simulations, we determined the
phase transition temperature and the variation of the free energy
with temperature (ESI Fig. S19†). The calculated phase transition
temperature is 704 K, which is in good agreement with the
experimentally reported value of 722 K.123
4.11 Molecular dynamics

To model the behaviour of the defects at room temperature, we
performed NPT molecular dynamics with LAMMPS121 using
both a 65-atom (a = 13 Å) and 513-atom cubic supercells (a =

26 Å) to properly capture the dynamics and diffusion of the
interstitial. The Nosé–Hoover thermostat and barostat were
used (1 atm, 300 K and timestep of 2 fs) with equilibration and
production times of 300 ps and 1 ns, respectively. These
trajectories were analysed with Python using tools from the
ase,124 pymatgen-analysis-defects,125,126 pymatgen,127–129

dscribe,130,131 umap,132 direct,133 matplotlib,134 and seaborn135

packages, and visualised with Ovito136 and CrystalMaker.137

The energy barriers for the changes in conguration, orien-
tation and position of Te+1i were calculated with the Nudged
Elastic Band method,138,139 as implemented in ase.124 The asso-
ciated rates for these processes were calculated using Transition
State Theory (e.g. k(T) = n exp(−Eb/(kBT)) and approximating the
attempt frequency n by the curvature of the PES at the initial
state. The reaction pathways between defect congurations
were represented in one dimension using a generalised mass-
weighted displacement coordinate Q, calculated using

Q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i

miðrai � rbi Þ2
r

(17)

wheremi and ri represent the mass and atomic position of atom
i in two congurations a and b. The anharmonicity scores were
calculated with FHI-vibes87,140 on MD trajectories (NPT
ensemble; 1 atm, 500 ps) at three temperatures (300, 550 and
900 K) for pristine CdTe and Te+1i .
Data availability

The datasets and trained models are available from the Zenodo
repository https://zenodo.org/records/15224961 (DOI: https://
doi.org/10.1039/d4sc08582e).
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