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As with many parts of the natural sciences, machine learning interatomic potentials (MLIPs) are

revolutionizing the modelling of molecular crystals. However, challenges remain for the accurate and

efficient calculation of sublimation enthalpies – a key thermodynamic quantity measuring the stability of

a molecular crystal. Specifically, two key stumbling blocks are: (i) the need for thousands of ab initio

quality reference structures to generate training data; and (ii) the sometimes unreliable nature of density

functional theory, the main technique for generating such data. Exploiting recent developments in

foundation models for chemistry and materials science alongside accurate quantum diffusion Monte

Carlo benchmarks, offers a promising path forward. Herein, we demonstrate the generation of MLIPs

capable of describing molecular crystals at finite temperature and pressure with sub-chemical accuracy,

using as few as ∼200 data structures; an order of magnitude improvement over the current state-of-

the-art. We apply this framework to compute the sublimation enthalpies of the X23 dataset, accounting

for anharmonicity and nuclear quantum effects, achieving sub-chemical accuracy with respect to

experiment. Importantly, we show that our framework can be generalized to crystals of pharmaceutical

relevance, including paracetamol and aspirin. Nuclear quantum effects are also accurately captured as

shown for the case of squaric acid. By enabling accurate modelling at ambient conditions, this work

paves the way for deeper insights into pharmaceutical and biological systems.
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1. Introduction

Research and development in molecular crystals drives inno-
vation across several impactful elds, from organic semi-
conductors1,2 and optoelectronics3 to life-saving
pharmaceuticals.4,5 In pharmaceuticals, the structures of
molecular crystals dictate not just the stability of compounds,
but also how effectively a drug can be absorbed, its efficacy, and
even its safety. Computational approaches have become
essential for aiding experimental structure determination.6–10

Accurate predictions are especially important for sublimation
processes, as the sublimation enthalpy of pharmaceutical
compounds affects stability and drug solubility, which in turn
inuences therapeutic dosage, toxicity, and bioavailability.11–15

Unfortunately, the routine modelling of molecular crystals is
constrained by a cost-accuracy trade-off. Classical force elds
are a commonly adopted approach for modelling the potential
energy surface (PES) of molecular crystals, offering computa-
tional efficiency and enabling the estimation of sublimation
enthalpies under ambient conditions. Substantial advance-
ments have been made using empirical descriptions of inter-
molecular interactions.6,16–18 However, their reliance on
empirical parametrization sometimes compromises accuracy,
undermining predictive reliability.6,18,19 Signicant progress has
Chem. Sci.
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been achieved in modelling the PES of molecular crystals using
electronic structure theory approaches.9,10,16,20–34 Density Func-
tional Theory (DFT) represents the rst step up the accuracy-
cost ladder beyond empirical force elds. However, the higher
cost of DFT force evaluations typically implies approximations
for the vibrational contributions, such as the harmonic or
quasi-harmonic approximation (QHA). Even within the QHA
framework, computational costs scale signicantly with system
size, requiring up to 3N force calculations for N atoms in the
simulation cell (for a system with no symmetry). In addition, the
QHA inherently lacks a full description of anharmonicity and
nuclear quantum effects (NQEs), which can be critical for
molecular crystals, especially in pharmaceutical applica-
tions.19,35 While anharmonicity can be incorporated via nite-
temperature classical molecular dynamics (MD), and both
effects are captured by path integral MD (PIMD), these methods
are computationally prohibitive. Hundreds of thousands of
force evaluations are generally needed, making them imprac-
tical for large systems. In addition, even DFT approximations
oen fall short in accuracy, struggling to capture the complex
intermolecular interactions that characterize molecular crys-
tals. Such interactions, particularly in systems with competing
polymorphs where small energy differences dictate stability,
oen require the accuracy of expensive beyond DFT
methods.27,29–31,36

Machine learning interatomic potentials (MLIPs) represent
a promising alternative, aiming to combine the accuracy of ab
initio approaches with the efficiency of less computationally
intensive force evaluations. MLIPs, either trained with periodic
unit cells or molecular cluster approaches, have provided
a signicant leap towards the calculation of accurate thermo-
dynamic stabilities of molecular crystals,10,35,37–45 although oen
previous calculations have been restricted to zero temperature
lattice energies. Nonetheless, the widespread application of
MLIPs was still constrained by notable limitations. Training an
MLIP typically necessitates costly ab initio MD (AIMD) simula-
tions to generate the required training datasets. In addition,
even models trained on thousands of structures may yield
training errors comparable to chemical accuracy (convention-
ally ∼4 kJ mol−1), potentially undermining the reliability of
their predictions for the relative stabilities of molecular crystals.
However, recent algorithmic improvements have transformed
the landscape of MLIP development.46–48 Improvement in data
efficiency and reductions in training errors have facilitated the
creation of foundation models for chemistry and materials
science.46,48–55 These models provide qualitative – and in many
cases, quantitative – accuracy across a substantial portion of the
periodic table, and they have the promising potential to be ne-
tuned to high accuracy for specic applications with minimal
additional data.56

In this work, we exploit the training performance of the
MACE MLIP architecture47,57 to deliver data-efficient MLIPs that
achieve sub-chemical accuracy for molecular crystals with
respect to the underlying DFT PES with as few as ∼200 data
points, an approximately order of magnitude data efficiency
improvement compared to previous work.35 In detail, we ne-
tune the MACE-MP-0b3 (ref. 57) foundation model for each
Chem. Sci.
molecular crystal in the X23 dataset. X23 is a diverse dataset of
23 molecular crystals characterised by a delicate interplay of
intermolecular interactions including hydrogen bonding and
dispersion forces, for which a large number of experimental
measurements of the sublimation enthalpy is available.58–61 On
the other hand, accurate estimates of the sublimation
enthalpies via computational approaches have been sought for
decades.24,62,63 Our ne-tuned models achieve excellent accuracy
on lattice energies, equation of state (EOS), and quasi-harmonic
vibrational energies compared to the reference DFT functional
(vdW-DF2), which was chosen based on a benchmark against
DMC reference lattice energies30 reported in Appendix A. We
apply the ne-tuned models to compute the vibrational contri-
bution to the sublimation enthalpies of the X23 dataset with the
inclusion of anharmonicity and NQEs, which is added to the
reference DMC lattice energy to obtain the nal sublimation
enthalpies. The sublimation enthalpies computed in this work
agree with available experimental estimates with an average
error <4 kJ mol−1, and come at a cost within the recently sug-
gested threshold for applicability of a computational method to
be economically viable for routine screening of molecular
crystals stabilities.40

In addition, we showcase the reliability and robustness of
our framework by ne tuning MLIPs that achieve excellent
accuracy (with respect to vdW-DF2) for systems of pharmaceu-
tical interest such as paracetamol, aspirin, and squaric acid.
This work highlights how state-of-the-art MLIPs facilitate the
routine modelling of molecular crystals at nite temperatures
and pressures with sub-chemical accuracy. We hope this work
will contribute to achieving rst-principles accuracy in the study
of systems relevant to pharmaceuticals and biology.
2. Framework for data-efficient MLIPs
with sub-chemical accuracy

We begin by describing the procedure used to ne-tune so-
called foundation machine learning models to produce accu-
rate MLIPs for molecular crystals. Our approach relies on
foundation models for chemistry and materials science, i.e.
MLIPs trained on large DFT datasets that qualitatively repro-
duce the underlying PES for a wide range of materials. Speci-
cally, we use the MACE-MP-0b3 (ref. 57) model, pre-trained on
MPtrj, a subset of optimised inorganic crystals from the Mate-
rials Project database.64 This model has been shown to have
PBE-level accuracy for numerous systems, and serves as a useful
starting point for improving the potential for a given problem
with minimal data.

The main idea behind the current approach is summarised
in Fig. 1, with each step of the ne tuning framework described
in the following.

Our goal is to develop an accurate potential for NPT simu-
lations to simulate molecular crystals at desired temperatures
and pressures rigorously, hence a correct description of
a system at different densities is required. Therefore, we rst
generate a minimal training set by sampling a molecular crystal
phase space around the equilibrium volume at low temperatures
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 (left) Framework used in this work to fine-tune MACE-MP-0b3 to reproduce the potential energy surface of molecular crystals with sub-
chemical accuracy. Each step of ‘Fine Tuning Framework’, i.e. ‘Data generation’, ‘Train new model’, and ‘Test’ is described in the text, with
additional computational details reported in the Methods section and in Sec. S3 of the ESI.† (right) Data efficiency and energy errors of the fine-
tuned models. The figure reports a comparison on the training set size (blue bars) and the root mean square error (RMSE) of the energy in the
validation set (red bars) for benzene and succinic acid between this work and state-of-the-art Behler Parrinello Neural Network (BPNN) MLIPs.35
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(‘Data generation’ in Fig. 1). In particular, we run short MD
simulations for different cells across the EOS, as described in
Methods and in Sec. S2 of the (ref. 65) (ESI).† The key aspect here
is that the MD simulations are directly run with the foundation
model in the rst iteration, and with the ne-tuned model in
subsequent training iterations. This allows us to avoid the
extremely costly step of producing data with AIMD. The initial
training set is then generated by sampling (randomly) a few
structures (∼10 per volume) from theMD trajectories. TheMACE-
MP-0b3 model is then ne-tuned by optimizing its parameters to
minimize errors on energy, forces, and stress (‘Train new model’
in Fig. 1). Subsequently, we test the ne-tuned model (‘Test’ in
Fig. 1). In particular, we test the models on the EOS (total elec-
tronic energy per molecule of the solid as a function of the
volume) and its vibrational energy (total energy per molecule as
a function of the temperature) in the quasi-harmonic approxi-
mation (QHA). The training set is then gradually augmented (with
∼5 structures per volume) until the tested properties are obtained
with chemical (or sub-chemical) accuracy. Details of the models
performance on the EOS and QHA vibrational properties are re-
ported in Sec. S10 of the ESI.†

We further demonstrate the potential and applicability of the
ne-tuned models for the simulation of molecular crystals at
ambient temperature with the inclusion of anharmonicity and
NQEs. For this reason, the training set of each molecular crystal
has been additionally augmented with the inclusion of struc-
tures sampled at higher temperatures in PIMD simulations as
well as structures for the gas phase. Additional computational
details on each step of the ne tuning framework are reported
© 2025 The Author(s). Published by the Royal Society of Chemistry
in the Methods section. The breakdown of the cost of each step
of the framework (including the calculations of reference DFT
EOS, vibrational properties, and training data, as well as the
cost of the ne tuning of each model) and the number of
structures in the training set for each system is reported in Sec.
S3 of the ESI.†

Finally, we discuss the data efficiency of the framework. In fact,
we achieve a sub-chemical accuracy reproduction of the PES of
molecular crystals by using training sets with an average of
approximately∼200 data points and a computational costs of∼30
CPU node-hours. The computational cost (estimated on one Ice
Lake node on the Cambridge Service for Data Driven Discovery
(CSD3)66 with 76 cores and 256 GB of RAM) includes the calcu-
lations of the DFT energy, forces and stresses for the training set,
and it does not include the calculation of the reference EOS and
vibrational frequencies. As showcased in Fig. 1 for the cases of
benzene and succinic acid (‘Data efficiency’), this represents
about an order ofmagnitude improvement on data efficiency (i.e.,
the amount of data needed to achieve the desired accuracy on the
training errors) and energy training errors (see Table S27 of the
ESI†) compared to Behler Parrinello Neural Network (BPNN)
MLIPs for molecular crystals.35

3. Anharmonic sublimation
enthalpies of molecular crystals with
nuclear quantum effects

The ne tuning procedure described above delivers data effi-
cient and accurate MLIPs for molecular crystals. The efficacy
Chem. Sci.
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and accuracy of the ne-tuned models is now showcased by
tackling a long standing challenge in the computational study
of molecular crystals: a fast and accurate computation of fully
anharmonic nite temperature thermodynamic stabilities. In
particular, we consider the X23 dataset,24,62,63 the most widely
used dataset for molecular crystals. A large number of experi-
mental measurements of the sublimation enthalpies of mole-
cules in the X23 dataset is available,58–61 and it was shown that
for several systems the experimental uncertainty is larger than
∼4 kJ mol−1, and it can be as large as ∼20 kJ mol−1.30

The X23 sublimation enthalpies have been previously
computed with DFT with the QHA62,63 and with the inclusion of
thermal expansion.24 Hence, the accuracy of the available esti-
mates can in principle be affected by both the accuracy of the
electronic structure method (e.g., the choice of the functional in
the DFT calculations) and the statistical mechanics description
of the nuclei (i.e., lack of anharmonicity and NQEs). Here, we
leverage recent reference DMC values of the X23 lattice ener-
gies30 to benchmark several DFT approximations and determine
a functional that achieves chemical accuracy on the dataset (see
Sec. S1 of the ESI†). Subsequently, we train 23 ne-tuned MACE
models, one for each molecular crystal in X23. The ne-tuned
models achieve sub-chemical accuracy errors compared to the
reference functional (vdW-DF2) on the lattice energy, the EOS,
and the quasi harmonic vibrational properties (see Sec S10 of
the ESI†). We then use the ne-tuned models to compute the
vibrational contribution to the sublimation enthalpies of X23
with three different approximations: (i) the QHA; (ii) the inclu-
sion of anharmonicity with a classical description of the nuclei
(referred to as MD); and (iii) the inclusion of anharmonicity
with a quantum description of the nuclei (referred to as PIMD).
The zero temperature electronic contribution to the sublima-
tion enthalpies, i.e. the lattice energy, is nally corrected to the
DMC accuracy as described in Methods. We note here that
although the DFT functional was selected based on a lattice
energy benchmark, the lattice energy typically represents the
major contribution (∼80%) of the sublimation enthalpy. In
addition, the choice of the functional (among “reliable” ones)
plays a minor role in the determination of the vibrational
contribution, as shown in Sec. S11 of the ESI.†

In Fig. 2, we report the analysis of the sublimation enthalpies
of the X23 dataset. In Fig. 2(a), we show the scatter plot of the
sublimation enthalpies computed with the PIMD approach
against the median of the experimental values. The vertical
error bars take into account the uncertainty on the DMC lattice
energy and the statistical sampling error of the PIMD simula-
tions, computed with reblocking. The horizontal bars represent
the uncertainty on the experimental numbers and go from the
minimum to the maximum experimental value. The grey
shaded area represents an uncertainty of ∼4 kJ mol−1. The
gure shows that the MLIPs trained in this work reproduce the
experimental sublimation enthalpies with chemical accuracy.
In Fig. 2(c) we report the sublimation enthalpies computed with
the three different approaches for each system in X23 and
compare with the median of the experimental values. The grey
shaded bars represent the uncertainty on the experimental
estimates, which oen reects the number of available
Chem. Sci.
measurements, as discussed in ref. 30. Importantly, when
taking into account the large uncertainty on the experimental
numbers as well as the error bars on the computational subli-
mation enthalpies, we nd that the sublimation enthalpies of
the X23 dataset are well reproduced also with the MD approach
and even at the QHA level. Measuring the performance of the
computational approaches as a mean absolute error (MAE) with
respect to the median of the experimental data, we obtain
MAEQHA ∼ 2.7± 0.8 kJ mol−1, MAEMD ∼ 3.0± 0.8 kJ mol−1, and
MAEPIMD ∼ 3.3 ± 0.9 kJ mol−1. On average, the sublimation
enthalpies are predicted with chemical accuracy with all three
approaches, with all three approaches equivalent within the
error bars. Overall, the large uncertainties on the experimental
sublimation enthalpies30 and the error bars on the computa-
tional estimates do not allow for a rigorous assessment of the
three different approaches.

However, anharmonicity and NQEs are expected to play
a greater role in larger and more exible molecular crystals.
Hence the importance of this work, which showcases the
feasibility of nite temperature modelling of molecular crystals
with NQEs.

While the data-efficiency of the approach has been dis-
cussed, in Fig. 2(b) now we discuss the computational cost. We
report the approximate computational cost (in GPU-hours) of
the calculation of the sublimation enthalpies with QHA, MD,
and PIMD for a showcase system from X23: 1,4-cyclo-
hexanedione. The reported cost does not include the cost of the
ne tuning of the model nor the cost of the DMC lattice energy
correction. It was recently suggested that the acceptable amount
of CPU time required for a single free-energy calculation for
a method to be economically feasible in screening molecular
crystals structures was about 24 000 core-hours.40 The simula-
tions in this work were performed on GPUs (single NVIDIA
A100-SXM-80GB GPU on CSD3 (ref. 66)), therefore we evaluate
the efficiency of our method in terms of the actual monetary
cost and notably nd that the cost of our simulations is
approximately within the threshold even with the inclusion of
NQEs (see ref. 67 for details of the cost evaluation).

Now, we focus on a comparison among the sublimation
enthalpies computed with the three different approaches. In
Fig. 3(a) we report the scatter plot of the difference between
DHPIMD

sub and the sublimation enthalpies computed with the
QHA and MD approaches, against the PIMD values. Overall, we
observe that the inclusion of NQEs can account for
a∼4 kJ mol−1 change in the sublimation enthalpy, which can be
non negligible when computing energy differences with chem-
ical accuracy. The system in X23 where anharmonicity plays
a major role is succinic acid, which is highlighted with red
circles. In Sec. S14 of the ESI,† we show that the torsion angle of
the four carbon atoms in the gas phase oscillates between∼75°,
∼180° and ∼290°. This anharmonic feature cannot be
described with the harmonic approximation, where only small
displacements of the atoms are allowed. Therefore, the contri-
bution of anharmonicity and NQEs is larger and more signi-
cant for succinic acid, accounting for a ∼11 kJ mol−1 change in
the sublimation enthalpy.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Sublimation enthalpies of the X23 dataset. (a) Scatter plot of the sublimation enthalpies of the X23 dataset computed with the PIMD
approach against the median of the experimental value for each system.58–61 The horizontal error bars represent the experimental uncertainty
and go from the minimum to the maximum measured value. (b) Estimated computational cost of the sublimation enthalpies for a single
molecular crystal with the three different approaches used in this work, QHA, MD and PIMD. The cost is estimated for 1,4-cyclohexanedionewith
∼200 atoms in the simulated supercell. The reported cost of the sublimation enthalpy calculations does not include the training of the model. (c)
Comparison between experiments and the computational sublimation enthalpies obtainedwith the three different approaches considered in this
manuscript. The figure shows, for each system in X23, the difference between the computational sublimation enthalpies DHcomp

sub and the median
of the experimental sublimation enthalpies DHexp

sub, for the QHA (blue squares), the MD (light blue triangles) and the PIMD (navy circles). The grey
shaded bars represent the uncertainty on the experimental estimates.

Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

3 
M

ay
 2

02
5.

 D
ow

nl
oa

de
d 

on
 6

/7
/2

02
5 

12
:2

7:
33

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
Similarly, in Fig. 3(b) and (c) we report the scatter plots of the
kinetic energy K (b) and potential energy U (c) contributions to
the sublimation enthalpy differences plotted in panel (a) (see
Fig. 3 Importance of anharmonicity and NQEs for the X23 dataset. (a–c)
contribution (b), and the potential energy contribution (c) computed w
values. The empty red circles highlight the data for succinic acid.

© 2025 The Author(s). Published by the Royal Society of Chemistry
the Methods section for a breakdown of each contribution to
the sublimation enthalpy in each approximation). For the
majority of the X23 systems where anharmonicity and NQEs
Plot of the deviation of the sublimation enthalpies (a), the kinetic energy
ith QHA (blue squares) and MD (light blue triangles) against the PIMD

Chem. Sci.
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play a minor role, we observe that a similar correction of
∼2 kJ mol−1 affects the kinetic and potential energy contribu-
tion to the sublimation enthalpy. For succinic acid, where
anharmonicity plays a major role, the main correction is due to
the potential energy contribution, with DUQHA

sub − DUPIMD
sub ∼

10 kJ mol−1. This analysis suggests that the effect of anhar-
monicity and NQEs on the sublimation enthalpy of a highly
anharmonic molecular crystal can be primarily estimated by the
calculation of the potential energy contribution.
4. Extension of the framework to
pharmaceutical crystals

The robust ne-tuning framework presented here is not limited
to the X23 dataset. In fact, in this work we tested the validity of
the framework for the description of systems of pharmaceutical
interest, as well as a highly polymorphic and ubiquitous system
like ice. The ice polymorphs application is presented in Sec. S12
of the ESI,† where we show that an MLIP ne-tuned on ∼464
structures correctly reproduces the zero temperature relative
stability of 15 ice polymorphs, including two polymorphs not
explicitly represented in the training set. Here in the main
manuscript, we focus on the generalization of the framework's
Fig. 4 Generalization of the framework to systems of pharmaceutical int
(b) form I of aspirin, and (c) squaric acid. The experimental sublimation en
61 and 69) at room temperature and ∼152 kJ mol−1 (ref. 61 and 70) at ∼
(in kJ mol−1) computed with the perfect lattice approximation (the negat
show the structure of the considered system, with oxygen atoms in red,
blue. The 1 × 2 × 1 supercell is shown for squaric acid, to help visualize t
effect for squaric acid. The plot shows the distribution of theD(O–O)= (O
the distribution is reported with a black dashed line.

Chem. Sci.
applicability to pharmaceutical systems of interest, namely
paracetamol and aspirin. We also consider squaric acid, known
for the highly quantum nature of its hydrogen bond.68 As shown
in the Sec. S15,† the ne-tuned MLIPs correctly reproduce the
reference DFT, with errors <0.5 kJ mol−1 for the lattice energy
and <2 kJ mol−1 on the QHA vibrational energy.

In Fig. 4(a–c), we report the room-temperature sublimation
enthalpies of paracetamol (a), aspirin (b), and squaric acid (c)
using four different approximations: the zero-temperature
perfect lattice approximation (negative of the lattice energy
Elatt), QHA, MD, and PIMD.

We rst address the importance of nite temperature
contributions. These contributions have a noticeable impact on
the sublimation enthalpy (variations of ∼4 kJ mol−1), under-
scoring the need to go beyond the perfect lattice approximation.
Using fast and accurate MLIPs, the QHA contribution can be
computed in as little as 0.2 GPU-hours.

For paracetamol and aspirin, as with most molecular crystals
in the X23 dataset, anharmonicity and NQEs make minimal
corrections to the QHA, with differences between DHQHA

sub and
DHMD/PIMD

sub of <4 kJ mol−1. However, for squaric acid, the
inclusion of anharmonicity and NQEs is more signicant, with
DHPIMD

sub − DHQHA
sub ∼ 4 kJ mol−1 and DHPIMD

sub − DHMD
sub ∼

8 kJ mol−1.
erest. We report the sublimation enthalpies of (a) form I of paracetamol,
thalpies of paracetamol and squaric acid are ∼117.9± 0.7 kJ mol−1 (ref.
486 K, respectively. Each plot shows the sublimation enthalpy DHsub

ive of the lattice energy Elatt), the QHA, MD and PIMD. In each panel we
hydrogen atoms in white, carbon atoms in grey and nitrogen atoms in
he in-plane hydrogen bonded molecules. (d) Conventional Ubbelodhe
–O)H− (O–O)D in room temperature PIMD simulations. The average of

© 2025 The Author(s). Published by the Royal Society of Chemistry
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We now comment on the accuracy of the sublimation
enthalpy with respect to experiment, for which we found avail-
able estimates for paracetamol61,69 and squaric acid.61,70 As
mentioned above, the ne-tuned MLIPs correctly reproduce the
underlying DFT level of theory with sub-chemical accuracy
errors (<2 kJ mol−1) on lattice energies and QHA vibrational
energy. However, for these systems we nd that the chosen DFT
functional does not appear to perform well. Although experi-
mental values of molecular crystals' sublimation enthalpies
might have larger uncertainties than those reported in a single
experiment,30 the sublimation enthalpies computed in this
work differ by ∼15–20 kJ mol−1 from experiment. As described
in Sec. S15.3,† the sublimation enthalpies of paracetamol,
aspirin, and squaric acid do not contain the correction to the
zero temperature contribution (−Elatt) computed with DMC.
Therefore, the larger errors between the computational and
experimental sublimation enthalpies could be ascribed to the
DFT functional used in our calculations (selected on a bench-
mark for the X23 dataset). Future work will be related to the
extension of reference DMC calculations to the challenging
systems described in this section.

Finally, we discuss the importance of NQEs. NQEs can
inuence the interaction strength and consequently the struc-
ture of H-bonded systems.71,72 In H-bonded crystals, this effect is
known as the Ubbelohde effect, where replacing H with deute-
rium (D) causes a change of the O–O distance, and consequently
of the ferroelectric phase-transition temperature.73 Squaric acid
yields an elongation of its lattice constant and O–O distance
upon deuteration, an effect known as conventional Ubbelohde
effect (as opposed to the negative Ubbelohde effect, where O–O
decreases upon deuteration).68 In Fig. 4(d) we show that the
Ubbelodhe effect at room temperature is correctly described
with our model. In fact, we report the change in the O–O
distance between hydrogenated [(O–OH)] and deuterated [(O–
OD)] squaric acid. In particular, we plot the distribution of the
difference D(O–O) = (O–O)H − (O–O)D in the PIMD simulations.
The mean elongation ∼0.03 Å correctly describes the conven-
tional Ubbelodhe effect, and agrees with the previously reported
value68 of ∼0.04 Å obtained with ab initio PIMD, but comes at
a fraction of the computational cost.

5. Discussion and conclusion

In this work, we leverage recent developments on MLIPs and
insight intomolecular crystal lattice energies with DMC to study
nite temperature stabilities of molecular crystals with sub-
chemical accuracy by ne tuning a foundation model for
chemistry and materials science. In particular, we ne-tune the
MACE-MP-0b3 foundation model to obtain MLIPs that accu-
rately reproduce lattice energies, equations of state, and quasi-
harmonic thermodynamic properties of the X23 dataset. The
procedure followed in this work builds on recent preliminary
work, where some of us reported the data-efficient generation of
an MLIP for three ice polymorphs.56 Importantly, in this work
we consider organic molecular crystals that are not represented
in the original training set of the pre-trained model.57 Moreover,
the generation of the training set in this work was directly run
© 2025 The Author(s). Published by the Royal Society of Chemistry
with MACE-MP-0b3 rather than with AIMD, which signicantly
reduces the overall computational cost. The training sets
contain as few as ∼200 data points and required ∼30 node-
hours of DFT calculations (cost estimated on one Ice Lake
node with 76 cores and 256 GB of RAM), which represents an
almost order of magnitude improvement compared to the state-
of-the-art. In summary, while ne tuning is known in general to
be a powerful approach towards improving the accuracy of
machine learning models, here we show that for molecular
crystals unprecedented accuracy can be obtained with few data
points.

The ne-tuned models are used to compute the vibrational
contribution to the sublimation enthalpies of the X23 dataset
with three different approximations: QHA, anharmonicity with
a classic description of the nuclei, and anharmonicity with
inclusion of NQEs. The sublimation enthalpies reported in this
work agree with experiment with sub-chemical accuracy for all
the considered systems, and notably come at a cost that is
within the recently suggested threshold for the widespread
applicability of a method to the calculation of nite tempera-
ture free energies for molecular crystals.40 In addition, we show
that our framework can be applied to deliver MLIPs that effi-
ciently reproduce the DFT PES for systems such as paracetamol,
aspirin, and squaric acid. The results showcase that the strategy
followed in this manuscript is robust, and provides a way to
obtain MLIPs that achieve excellent accuracy with respect to the
reference PES with low data and computational cost even for
systems of pharmaceutical interest.

We now discuss the limitations of our work and potential
improvements for the near future. Two main aspects merit
consideration: (i) enhancing the framework from a technical
and methodological standpoint; and (ii) expanding its range of
applicability. The former involves two key technical aspects: the
accuracy of the training data and a systematic understanding of
how data requirements depend on the starting foundation
model.

Regarding training data accuracy, as evidenced by the
sublimation enthalpies of paracetamol and squaric acid, the
choice of the DFT functional – critical for accurate lattice energy
calculations – remains a signicant challenge in modelling
molecular crystals. Future work will focus on leveraging the low
data requirements of our framework to directly learn the PESs
obtained from explicitly correlated methods.74–77 In fact, some
of us recently showcased how Random Phase Approximation
accuracy could be reached for the prototypical case of hexagonal
ice.56

With respect to the starting foundation model, foundation
model development and ne-tuning strategies are rapidly
evolving research areas. Interesting future directions involve: (i)
testing our framework with recent MACE foundation models
trained on larger datasets such as Alexandria78 and OMat,79 the
pre-trained organic machine learning force eld MACE-
OFF23,55 or models with different architectures such as Orb,80

MatterSim,81 and more; and (ii) exploring new ne tuning
strategies to possibly lower the data-requirement of our
framework.82,83
Chem. Sci.
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We now turn to future potential applications of our frame-
work, which include: extending our approach to larger and
more complex drug-like compounds and analysing highly
polymorphic organic molecular crystals. The ice polymorphs
test reported in the ESI† serves as a stringent benchmark for
polymorphic systems, as their energies lie within a range
comparable to chemical accuracy. Interestingly, the ne-tuned
model correctly predicts the energetics of polymorphs which
are not included in the training set. However, the systems pre-
sented in this manuscript are still relatively limited in size,
exibility, and molecular complexity. In the future, it would be
particularly interesting to test our approach on more chal-
lenging and highly polymorphic organic systems, e.g.
compounds from the 7th blind test challenge,16 or to compute
the phase diagram of larger pharmaceutical compounds.40 As
mentioned above, for such systems, questions arise both
regarding the accuracy of the underlying DFT PES as well as the
data requirement necessary for its accurate description with
MLIPs.

Finally, we discuss the relevance of our work to crystal
structure prediction (CSP), an exciting eld with recent devel-
opments both in the structure generation16,84,85 and polymorph
ranking tasks.16,42,86 Here, we focused on developing a modular
pipeline to compute the sublimation enthalpy associated with
a single crystal structure. A different and exciting research
direction for the application of MLIPs in the modelling of
molecular crystals is the determination of the most stable
polymorph among numerous candidates in CSP ranking tasks,
e.g. the blind test challenges.16,87–92 CSP ranking is a multi-
delity screening problem, typically requiring a hierarchy of
models with increasing accuracy. In general, different models
are used to rst screen among thousands of generated struc-
tures to identify the most promising candidates, and then
predict relative energies of a handful of nal candidates. For the
initial screening, one is oen interested in shortlisting struc-
tures within a few kcal mol−1 of the lowest-energy structures.
Here, one could desire a general and transferable model accu-
rate for “all”molecular crystals. In Sec. S13 of the ESI† we report
a comparison between the 23 different ne-tuned models and
a single “global” model, trained on the 23 joined training sets,
showing that comparable accuracy can be obtained with the two
procedures. The global model was used to generate initial
training data for paracetamol, aspirin, and squaric acid, and
achieves reliable performance on the description of the vibra-
tional properties with the QHA. These preliminary tests show
that this framework could be a promising route towards
developing an accurate and transferable MLIP for molecular
crystals. Nonetheless, this task faces signicant challenges,
especially for the inclusion of long range interactions and the
development of a training set for accurate modelling of complex
structures such as salts and co-crystals. For the nal re-ranking
step, explicit DFT calculations are typically used and our
approach could be applied to further accelerate this process. As
mentioned above, this will require exploring strategies to extend
our framework to predict full energy landscapes for multiple
polymorphs with minimal data requirements.
Chem. Sci.
In conclusion, this work demonstrates that employing state-
of-the-art MLIPs helps to bridge the gap toward routine accurate
modelling of molecular crystals under realistic thermodynamic
conditions. We hope that this research will support the pursuit
of rst-principles accuracy in systems relevant to pharmaceu-
tical and biological studies.

6. Methods

The work conducted in this manuscript is based on four
fundamental steps. These steps are: (A) generating training set
congurations with the MACE-MP-0b3 potential; (B) computing
energy, forces, and stress for the training set congurations
with DFT; (C) ne tuning the MACE-MP-0b3 potential for the
training set from steps (A and B); and (D) computing the
sublimation enthalpy with three different approximations:
QHA, MD, and PIMD. In this section, we describe theory and
computational details for each step.

6.1. Training set generation

To generate the training set for the MLIP, we initially computed
the EOS of each system in X23 with the vdW-DF2 (ref. 93)
functional. Details of the DFT calculations are reported in Sec.
6.2. For each molecular crystal in X23, the initial training set for
the MLIP is generated by running short (∼5 ps) classical MD
simulations with MACE-MP-0b3 in the NVT ensemble (constant
number of particles, volume, and temperature) with small unit
cells at each volume of the solid EOS and for the gas phase. The
volumes for the EOS were obtained by optimizing with DFT the
unit cell at the pressures 0, ±1, ±2, ±4 kbar. The MD simula-
tions are run at a relatively low temperature, T ∼ 100 K. The
initial training set is obtained by randomly selecting ∼10
structures per volume (∼7 volumes) from the NVT simulations.
The training set was subsequently augmented with structures
sampled at the volumes V where the difference on the EOS
between the model and DFT was larger. Finally, the training set
was augmented with ∼5 structures per volume obtained from
PIMD simulations at higher temperatures T ∼ 300 K. Overall,
the training set for each molecular crystal comprises ∼200
structures. The exact training set size for each model is reported
in Sec. S4 of the ESI.† The MD simulations are performed with
the i-PI94 code by using the atomistic simulation environment
(ASE)95 as the force provider.

6.2. Density functional theory

The MLIP has been trained on DFT energies, forces, and
stresses computed with the vdW-DF2 (ref. 93) functional with
VASP.96–99 The vdW-DF2 functional was chosen based on the
benchmark of the X23 lattice energies against reference DMC
values,30 reported in Appendix A. In all the DFT calculations, the
projector-augmented plane wave method (PAW) has been used
with hard pseudo-potentials100,101 with a dense FFT grid, a PAW
energy cut-off of 1000 eV, and a break condition in the self
consistent loop of 10−7 eV. The total energy of the solid phase is
computed with a dense system specic k-point grid that ensures
a convergence of each molecular crystal lattice energy with
© 2025 The Author(s). Published by the Royal Society of Chemistry
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a threshold of 1 meV. The k-point grids used for each molecular
crystal are reported in Table S1 of the ESI.† The total energies of
the gas phase are computed at the G point in cubic boxes of
∼20 Å.
6.3. Fine tuning of MACE-MP-0

The MLIP is obtained by ne tuning the “medium” foundation
model MACE-MP-0b3 (the exact starting point is provided on
GitHub). In each ne tuning iteration, we train the new model
starting from the initial parameters of MACE-MP-0b3. Each
optimization cycle is performed with 2000 epochs. The script
used to ne-tune the initial model is provided on GitHub.
6.4. Sublimation enthalpy

The ne-tuned MLIPs are nally used to compute the subli-
mation enthalpies of the X23 dataset. The sublimation enthalpy
is dened as the difference between the enthalpy of the gas
phase (Hgas) and the enthalpy per molecule of the solid (Hsol):

DHsub = Hgas − Hsol. (1)

The total enthalpy of both gas and solid phases is dened as the
sum of the total internal energy and the pressure–volume term:

H = E + pV, (2)

where in the following we will assume that the energy E and
volume V relative to the solid phase are always divided by the
number of molecules in the cell. In this work, the sublimation
enthalpies are computed with three different levels of approxi-
mation: quasi-harmonic, anharmonicity with classical nuclei
dynamics, and anharmonicity with quantum nuclei dynamics.
The sublimation enthalpies are computed at the temperature T*
for which experimental estimates of the sublimation enthalpies
are available. The temperature T* is room temperature for all
the molecular crystals except: acetic acid (T*= 290 K), ammonia
(T* = 195 K), benzene (T* = 279 K), carbon dioxide (T* = 207 K)
and formamide (T* = 276 K).

6.4.1. Quasi harmonic approximation. Under the ideal gas
approximation, the absolute enthalpy of the gas phase Hgas can
be computed as the sum of the electronic energy (Eelgas) and the
respective terms corresponding to its translational
Etransgas , rotational Erotgas, and vibrational degrees of freedom
Evibgas, as well as a pV term:

Hgas = Eel
gas + Evib

gas + Etrans
gas + Erot

gas + pV. (3)

In the QHA, the vibrational energy Evibgas is computed from the
vibrational frequencies ui as:

Evib
gas ¼

Xdof
i¼1

�
ħui

2
þ ħui

expðħui=kBTÞ � 1

�
; (4)

where kB is the Boltzmann constant, T is the temperature, and
dof is the number of degrees of freedom. We note that the zero

point energy contribution ðPdof
i¼1 ħui=2Þ is explicitly taken into

account in the (quantum) QHA. Given the number of atoms in
© 2025 The Author(s). Published by the Royal Society of Chemistry
the molecule N, the number of degrees of freedom is dof= 3N−
6 for non-linear molecules and dof = 3N − 5 for linear mole-
cules (only CO2 in the X23 dataset). In the ideal gas approxi-
mation, we have Etransgas = (3/2)RT, Erotgas = (3/2)RT for non linear
molecules and Erotgas = RT for linear molecules, and pV = RT.

The total enthalpy of the solid phase is computed as the sum
of the electronic and vibrational energy and the pV term:

Hsol = Eel
sol + Evib

sol + pV. (5)

The pV term for the solid is usually <0.05 kJ mol−1 and is
typically neglected. The vibrational energy of the solid in the
QHA is computed as:

Evib
sol ¼

1

Q

XQ
q¼1

X3N
i¼1

"
ħuq;iðVÞ

2
þ ħuq;iðVÞ

exp
�
ħuq;iðVÞ�kBT�� 1

#
; (6)

where N is the number of atoms in the unit cell, V is the volume,
uq,i(V) are the volume dependent phonon frequencies, and Q
the total number of the q-point grid over which the sum is
computed.

In this work, we use the MLIP trained at the vdW-DF2
functional to estimate the vibrational contribution to the
sublimation enthalpy, while the zero temperature electronic
contribution is given by the DMC reference lattice energy
calculations from ref. 30. Hence, the equation used to compute
the sublimation enthalpies with the QHA is:

DHQHA
sub = Eel,DMC

gas − Eel,DMC
sol + Evib,MLIP

gas − Evib,MLIP
sol + 4RT, (7)

except for carbon dioxide, where the RT contribution is (7/2)RT.
We notice in particular that the quantity Eelgas − Eelsol is the
negative of the lattice energy Elatt. The lattice energy is used as
a measure of relative stabilities in the zero temperature ‘perfect
lattice’ approximation and is oen the focus of several
computational approaches. A breakdown of each contribution
to the sublimation enthalpies computed with eqn (7) is reported
in Table S30 of the ESI.†

6.4.1.1. Computational details. The vibrational frequencies
in the QHA are obtained with the small displacement method
using a displacement of ∼0.01 Å. The solid phase vibrational
energies are computed with the code PHON.102 The reference
DFT forces are computed with VASP, while the MLIP forces are
obtained with ASE. The reference frequencies and vibrational
energies of the gas phase are computed directly with VASP,
while the MLIP frequencies and vibrational energies of the gas
phase are computed with ASE. The VASP, PHON, and ASE input
les used to obtain the vibrational energies are provided on
GitHub.

6.4.2. Anharmonicity with a classical description of the
nuclei. The anharmonic estimates of the sublimation enthalpies
are computed by running classical MD simulations to sample the
potential energies of the solid and gas phase. In particular, we
run NPT (constant number of atoms, pressure, and temperature)
simulations for the solid and NVT simulations for the gas phase.
The total enthalpy of the solid phase is then estimated as:

hHisol = hKiNPT
sol + hUiNPT

sol + phViNPT
sol , (8)
Chem. Sci.
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where U is the potential energy in the NPT simulation. Similarly,
the total enthalpy of the gas phase is estimated as:

hHigas ¼ hKiNVT
gas þ hUiNVT

gas þ 3

2
RT þ RT ; (9)

where the (3/2)RT is added to take into account the translational
energy of the center of mass. Eqn (8) and (9) allow us to estimate
the sublimation enthalpy with full anharmonicity with a clas-
sical description of the nuclei, by sampling hUi with classical
MD simulations.

As for the QHA approximation, we use the MLIP trained at
the vdW-DF2 functional to estimate the vibrational contribution
to the sublimation enthalpy, while the zero temperature elec-
tronic contribution is corrected to the DMC reference lattice
energy calculations from ref. 30. Hence, the equation used to
compute the sublimation enthalpies with the MD approach is:

DHMD
sub ¼

�
Eel;DMC

gas � Eel;DMC
sol

�
�
�
Eel;MLIP

gas � Eel;MLIP
sol

�
þ hUigas

� hUisol þ hKigas � hKisol þ
5

2
RT � phVisol;

(10)

where E is the total electronic energy at zero temperature, U is
the potential energy, and K is the classical kinetic energy. The
classical estimation of the sublimation enthalpy does not
include the zero point energy. A breakdown of each contribu-
tion to the sublimation enthalpies computed with eqn (10) is
reported in Table S31 of the ESI.†

6.4.2.1. Computational details. The MD simulations are per-
formed with i-PI using a time step of 1 fs and the generalized
Langevin equation (GLE) barostat-thermostat. In particular, we run
∼500 ps NPT simulations at p ∼ 1 bar and T = T* for the solid
phase, and∼1 ns NVT simulations at T= T* for the gas phase. The
statistical error bar on the averaged quantity were computed with
reblocking averaging. Further details on the supercells used for the
MD simulations are provided in Table S28 of the ESI.† The input
les used for the classicalMD simulations are provided onGitHub.

6.4.3. Anharmonicity with a quantum description of the
nuclei. The anharmonic estimates of the sublimation
enthalpies with a quantum description of the nuclei are
computed by PIMD simulations to sample the total energies of
the solid and gas phase. In particular, we run NPT (constant
number of atoms, pressure, and temperature) simulations for
the solid and NVT simulations for the gas phase. The total
enthalpy of the solid phase is then estimated as:

hHisol = hEiNPT
sol + phViNPT

sol , (11)

where E is the sum of the centroid virial estimator of Kcv
103 and

potential energy U in the NPT simulation. Similarly, the total
enthalpy of the gas phase is estimated as:

hHigas = hEiNVT
gas + RT. (12)

Eqn (11) and (12) allow us to estimate the sublimation enthalpy
with to estimate the sublimation enthalpy with full anharmo-
nicity with a quantum description of the nuclei, by sampling hEi
with PIMD simulations.
Chem. Sci.
As for the previous cases, we use the MLIP trained at the
vdW-DF2 functional to estimate the vibrational contribution to
the sublimation enthalpy, while the zero temperature electronic
contribution is corrected to the DMC reference lattice energy
calculations from ref. 30. Hence, the equation used to compute
the sublimation enthalpies with the PIMD approach is:

DHPIMD
sub = (Eel,DMC

gas − Eel,DMC
sol ) − (Eel,MLIP

gas − Eel,MLIP
sol )

+ hKcv + Uigas − hKcv + Uisol + RT − phVisol, (13)

where E is the total energy at zero temperature, Kcv is the
centroid virial estimator of the kinetic energy103 and U is the
potential energy. The centroid virial kinetic energy explicitly
takes into account the (3/2)RT energy of the center of mass
which is therefore is not added explicitly in eqn (13). The
quantum statistical estimation of the sublimation enthalpy
naturally includes the zero point energy, sampled in the calcu-
lation of the potential, U, and kinetic energy, Kcv. A breakdown
of each contribution to the sublimation enthalpies computed
with eqn (13) is reported in Table S32 of the ESI.†

6.4.3.1. Computational details. The PIMD simulations are
performed with i-PI using 32 replicas, a time step of 1 fs, the
GLE barostat and the path integral Langevin equation (PILE)
thermostat.104 In particular, we run ∼200 ps NPT simulations at
p ∼ 1 bar and T = T* for the solid phase, and ∼1 ns NVT
simulations at T = T* for the gas phase. The statistical error bar
on the averaged quantity were computed with reblocking aver-
aging. The input les for the PIMD simulations are provided on
GitHub.
Appendices
Appendix A: Benchmark of DFT functionals against diffusion
Monte Carlo

The key initial ingredient to train an MLIP that achieves
chemical accuracy compared to the experiment is to determine
a DFT functional that achieves the desired accuracy. To identify
reliable functionals for the description of the X23 molecular
crystals, we perform a benchmark of the X23 lattice energies
against the reference quantum diffusion Monte Carlo (DMC)
estimates from ref. 30. The geometries used in the DFT calcu-
lations are the same as those used for the DMC calculations,30

which were optimised with the optB88-vdW functional. In
Fig. 5, we report the performance of several DFT functionals
measured as a Mean Absolute Error (MAE) against the DMC
estimates of the lattice energies. The tested functionals are re-
ported in order of decreasing performance (from le to right),
i.e. higher MAE. The error bar on each column represents the
average statistical error bar of the DMC reference values.30 The
majority of the calculations have been performed with VASP96–99

using the same set-up described in the Methods section. The
B86bPBE functional with the exchange-hole dipole moment
(XDM)23 dispersion correction has been tested both with
Quantum Espresso105 (QE in the gure) with pseudopotentials,
and with FHI-aims106 (FHI in the gure) with the all electron
calculation. The hybrids B86bPBE + XDM with 25% and 50%
delocalization correction have been also tested with FHI-aims.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Benchmark of DFT functionals against reference DMC values30 on the lattice energies of the X23 dataset. The functionals are listed from
left to right in order of decreasing performance (higher MAE). The reported error bar is the average statistical error bar of the DMC reference
values. “QE” and “FHI” mean that the number have been respectively computed with Quantum Espresso105 or FHI-aims.106
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Overall, we nd that several functionals, namely PBE + MBD,
SCAN + rVV10, vdW-DF2, B86bPBE + XDM(50%), B86bPBE +
XDM(25%), and B86bPBE + XDM, achieve the chemical accu-
racy limit with a MAE ∼ 4 kJ mol−1. Their performance are
approximately equivalent taking into account the DMC statis-
tical error bars. The functional used in this work is vdW-DF2,
which was chosen considering its reliable performance and its
cost comparable to GGA calculations. We acknowledge that
other functionals could have been chosen based on the reported
benchmark. However, we notice that: (1) the minimal data
strategy and framework proposed in the main manuscript
should not be highly dependent on the selected functional (this
statement is also supported by the test on the ice polymorphs
reported in Sec. S12†); and (2) the choice of the functional
denes major differences on the computation of the zero
temperature lattice energies (which account for ∼80% of the
sublimation enthalpy), and not of the vibrational contribution.
This is evident from the comparison between the QHA subli-
mation enthalpies computed in this work and in previous work,
reported in Sec. S11. Since the zero temperature contribution is
corrected to the DMC values (as explained in the Methods
section and in Sec. S9 of the ESI†), we expect the choice of the
DFT functionals (among the reliable ones) to play a minor role
in the sublimation enthalpies reported in Table S29.† Further
details on the DFT benchmark – including tabulated results for
each functional – are reported in Section S1 of the ESI.†
Data availability

The data supporting the ndings of this work, including the
training set and the ne-tuned models, together with scripts
and input and output are provided on GitHub and in the ESI.†
© 2025 The Author(s). Published by the Royal Society of Chemistry
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38 S. Wengert, G. Csányi, K. Reuter and J. T. Margraf, Data-
efficient machine learning for molecular crystal structure
prediction, Chem. Sci., 2021, 12, 4536–4546.

39 A. K. Gupta, M. M. Stulajter, Y. Shaidu, J. B. Neaton and
W. A. de Jong, Equivariant Neural Networks Utilizing
Molecular Clusters for Accurate Molecular Crystal Lattice
Energy Predictions, ACS Omega, 2024, 9(38), 40269–40282.

40 D. Firaha, Y. M. Liu, J. van de Streek, K. Sasikumar,
H. Dietrich, J. Helfferich, et al., Predicting crystal form
stability under real-world conditions, Nature, 2023,
623(7986), 324–328.

41 P. W. V. Butler, R. Hazi and G. M. Day, Machine-Learned
Potentials by Active Learning from Organic Crystal
Structure Prediction Landscapes, J. Phys. Chem. A, 2024,
128(5), 945–957.

42 C. R. Taylor, P. W. V. Butler and G. M. Day, Predictive
crystallography at scale: mapping, validating, and
learning from 1000 crystal energy landscapes, Faraday
Discuss., 2024, 256, 434–458.

43 A. Nandi, P. Pandey, P. L. Houston, C. Qu, Q. Yu, R. Conte,
et al., D-Machine Learning to Elevate DFT-Based Potentials
and a Force Field to the CCSD(T) Level Illustrated for
Ethanol, J. Chem. Theory Comput., 2024, 20(20), 8807–8819.

44 O. T. Unke, M. Stöhr, S. Ganscha, T. Unterthiner,
H. Maennel, S. Kashubin, et al., Biomolecular dynamics
with machine-learned quantum-mechanical force elds
© 2025 The Author(s). Published by the Royal Society of Chemistry
trained on diverse chemical fragments, Sci. Adv., 2024,
10(14), eadn4397.

45 M. Feng, C. Zhao, G. M. Day, X. Evangelopoulos and
A. I. Cooper, A Universal Foundation Model for Transfer
Learning in Molecular Crystals, 2024.

46 B. Deng, P. Zhong, K. Jun, J. Riebesell, K. Han, C. J. Bartel,
et al., CHGNet as a pretrained universal neural network
potential for charge-informed atomistic modelling, Nat.
Mach. Intell., 2023, 5(9), 1031–1041.

47 I. Batatia, D. P. Kovacs, G. N. C. Simm, C. Ortner and
G. Csanyi, MACE: Higher Order Equivariant Message
Passing Neural Networks for Fast and Accurate Force
Fields, in Advances in Neural Information Processing
Systems, 2022.

48 C. Chen and S. P. Ong, A universal graph deep learning
interatomic potential for the periodic table, Nat. Comput.
Sci., 2022, 2(11), 718–728.

49 A. Merchant, S. Batzner, S. S. Schoenholz, M. Aykol,
G. Cheon and E. D. Cubuk, Scaling deep learning for
materials discovery, Nature, 2023, 624, 80–85.

50 K. Choudhary, B. DeCost, L. Major, K. Butler,
J. Thiyagalingam and F. Tavazza, Unied graph neural
network force-eld for the periodic table: solid state
applications, Digital Discovery, 2023, 2, 346–355.

51 C. Chen and S. P. Ong, A universal graph deep learning
interatomic potential for the periodic table, Nat. Comput.
Sci., 2022, 2(11), 718–728.

52 D. Zhang, H. Bi, F. Z. Dai, W. Jiang, X. Liu, L. Zhang, et al.,
Pretraining of attention-based deep learning potential
model for molecular simulation, npj Comput. Mater.,
2024, 10(1), 94.

53 S. Takamoto, C. Shinagawa, D. Motoki, K. Nakago, W. Li,
I. Kurata, et al., Towards universal neural network
potential for material discovery applicable to arbitrary
combination of 45 elements, Nat. Commun., 2022, 13(1),
2991.
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