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Role of data-driven regional growth model
in shaping brain folding patterns†

Jixin Hou,a Zhengwang Wu,b Xianyan Chen,c Li Wang,b Dajiang Zhu,d

Tianming Liu,e Gang Li*b and Xianqiao Wang *a

The surface morphology of the developing mammalian brain is crucial for understanding brain function

and dysfunction. Computational modeling offers valuable insights into the underlying mechanisms

for early brain folding. Recent findings indicate significant regional variations in brain tissue growth,

while the role of these variations in cortical development remains unclear. In this study, we explored

how regional cortical growth affects brain folding patterns using computational simulation. We first

developed growth models for typical cortical regions using machine learning (ML)-assisted symbolic

regression, based on longitudinal real surface expansion and cortical thickness data from prenatal and

infant brains derived from over 1000 MRI scans of 735 pediatric subjects with ages ranging from 29

postmenstrual weeks to 2 years of age. These models were subsequently integrated into computational

software to simulate cortical development with anatomically realistic geometric models. We

comprehensively quantified the resulting folding patterns using multiple metrics such as mean curvature,

sulcal depth, and gyrification index. Our results demonstrate that regional growth models generate

complex brain folding patterns that more closely match actual brains structures, both quantitatively and

qualitatively, compared to conventional uniform growth models. Growth magnitude plays a dominant

role in shaping folding patterns, while growth trajectory has a minor influence. Moreover, multi-region

models better capture the intricacies of brain folding than single-region models. Our results underscore

the necessity and importance of incorporating regional growth heterogeneity into brain folding

simulations, which could enhance early diagnosis and treatment of cortical malformations and

neurodevelopmental disorders such as cerebral palsy and autism.

1. Introduction

As the central regulator of physiological activities, the human
brain exhibits an intricate tissue structure marked by pro-
nounced heterogeneity. During early development (16–40 post-
menstrual weeks), the brain undergoes considerable expansion
in its volume and cortical surface area, accompanied by the
noticeable observation of cortical folds, with the convex peak
known as gyri and the concave valley as sulci. Typically, cortical

folding begins with primary folds, which are highly conserved
across individuals,1 and gradually progresses to more complex
secondary and tertiary folds that exhibit significant individual
variability.2 Emerging evidence links abnormal cortical folding
patterns to various neurodevelopmental disorders such as
autism,3 epilepsy,4 and schizophrenia,5 as well as cortical mal-
formations like lissencephaly, pachygyria, and polymicrogyria.6

Consequently, a comprehensive understanding of the develop-
ment of cortical folding is crucial for early detection and
treatment of cognitive impairments and neurodevelopmental
disorders.

The development of cortical folding involves highly complex
spatiotemporal patterns influenced by multiple physiological
factors,7 such as cranial constraints,8 axon maturation,9 cere-
brospinal fluid,10 genetic expression,11 etc. Though the precise
mechanisms underlying cortical fold formation remains elu-
sive, increasing studies suggest that mechanics play a crucial
role in modulating this process.12 Brain tissue development
occurs within a complex physical environment comprising the
skull, meninges, and cerebrospinal fluid. While external forces
such as constraints from the skull and cerebrospinal fluid
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pressure are expected to affect cortical folding patterns, experi-
mental observations indicate that the internal forces exerted
within brain tissue are more dominate at the onset of folding.13

In line with these findings, Essen14 firstly proposed the ‘‘axon
tension’’ theory, which suggests that axonal tension pulls gyral
walls together, leading to formation of cortical folds. In con-
trast, Nie et al.15 proposed that pushing force from axonal
growth could generate folding shapes similar to those observed
in real cortical surface. However, despite experimental evidence
of forces acting on axons, their magnitude and direction appear
insufficient to pull or push brain tissues into folds.16 Conver-
sely, the differential growth theory, which has garnered more
experimental support,17,18 posits that the mismatch in growth
ratios between two-layered brain structure triggers the bulking
of cortical surface.19 Specifically, the fast-growing outer layer
(gray matter), under connectivity constraint of slow-growing
inner layer (white matter), generates excessive compressive
forces that initiate cortical folding. Therefore, it is essential to
investigate how varying tissue growth influences the initiation
and regulation of cortical folding patterns.

Computational simulation, such as finite element method
(FEM), have emerged as a powerful tool for modeling the
spatiotemporally complex development of cortical folding patterns,
due to its superiority in reproducibility and cost-effectiveness
compared to experimental and longitudinal imaging methods.20

To replicate folding patterns, most studies have assumed uni-
form growth patterns such as isotropic growth and purely
tangential growth across growing tissues.21–25 While these
approaches have greatly advanced our understanding of cortical
folding mechanisms, their effectiveness diminishes when com-
paring the simulated patterns to actual brain structures, parti-
cularly in brain-wide simulations.26,27 This discrepancy arises
because uniform growth assumptions conflict with the hetero-
geneous nature of growth as observed in experimental and
imaging investigations.28,29 Recent studies, including our own
study,30 have shown that the cortical surface can be parcellated
into 18 distinct regions, each exhibiting significantly different
area expansion ratios from the third trimester of pregnancy to

the first two years post-birth, as illustrated in Fig. 1. Similar
parcellation based on heterogenous development of cortical
thickness have also been reported.31 These observations under-
score the pronounced spatiotemporal heterogeneity in cortical
tissue growth.

Despite its significance, the effect of growth heterogeneity
on cortical folding patterns has been largely overlooked in
computational studies. Budday and Steinmann32 were among
the first to investigate this effect by incorporating manually
designed sinusoidal variations in growth distributions during
folding simulations based on idealized models. Their findings
revealed that regional variations in cortical growth primarily
influence secondary instabilities, contributing to the irregular-
ity of folding patterns. Wang et al.33 further explored this
by simulating cortical folding evolution on theoretical brain
models with regionally heterogeneous growth, linking the
growth ratio to local curvature. Their results demonstrate the
role of regional growth in shaping complex cortical folding
patterns, characterized by fast-growing gyri and slow-growing
sulci. Similar conclusions were drawn by Zhang et al.,34 who
reported that gyral convex patterns consistently emerge in
cortical regions with faster growth speed. While these studies
have enhanced our understanding of the critical role of hetero-
geneous growth in cortical folding development, they have
primarily focused on spatial heterogeneity and relied on idea-
lized geometric models with manually defined growth patterns.
These approaches deviate significantly from real brain scenar-
ios. A comprehensive study examining the effects of realistic
heterogeneous growth on cortical folding patterns in models
that closely resemble real brains is still lacking.

In this study, we aim to explore how anatomically realistic
regional growth affects the simulated cortical folding patterns
on geometric models derived from real brains. We first
employed ML-assisted symbolic regression to generate regional
growth models using longitudinal surface area and cortical
thickness data, including over 1000 infant magnetic resonance
imaging (MRI) scans from developing prenatal and neonatal
human brains. These predicted growth models were then

Fig. 1 Developmental trajectory of surface area in each region. (a) Surface area is normalized based on the 40 postmenstrual weeks. W and M represent
weeks and months, respectively; (b) developmental regionalization map of 18 regions.
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integrated into ABAQUS to simulate mechanical folding devel-
opment using tangential differential growth theory, applied
to regional geometric models constructed from initial brain
surfaces. The spatiotemporal folding patterns were analyzed
and compared with those observed in real brains, both qualita-
tively and quantitatively. Additionally, we conducted an in-depth
analysis by decomposing the growth’s value and trajectory to
assess their individual impacts on cortical folding patterns. Our
results highlight the importance of considering growth hetero-
geneity in simulations of brain folding development. This
approach could potentially contribute to early diagnosis of cortical
malformations such as lissencephaly and polymicrogyria and
improve treatments for neurodevelopmental disorders like epi-
lepsy and autism.

2. Methods
2.1. Biomechanics in modeling brain folding

Differential growth theory indicates that cortical folding during
brain development arises due to disparities in growth ratio
between the faster-growing cortical layer and the slower-
growing white matter layer. To investigate the effect of regional
growth on folding evolution in the developing brain, we con-
ducted nonlinear finite element simulations grounded in con-
tinuum mechanics theory and the finite growth assumption. In
describing deformation kinematics, we introduce a one-to-one
mapping denoted as x = u(X), which carries a material particle
initially positioned at X in the reference configuration B0 to its
new position x in the current configuration Bt. Leveraging the
theory of multiplicative decomposition proposed by Rodriguez
et al.,35 we decompose the deformation gradient F and the
Jacobian J into elastic and growth components:

F = rXu = Fe�Fg and J = det F = Je�Jg. (1)

We assume that brain tissue growth follows an orthotropic
manner,

Fg = gtI + (gr � gt)n̂#n̂ and Jg = det Fg, (2)

where gt and gr are the relative growth ratio defined in the
tangential (in-plane) and radial (out-of-plane) directions,
respectively, of which the expressions (gt = gt(t), gr = gr(t)) are
derived from the symbolic regression predictions, as discussed
in the following section. gt equating to gr indicates an isotropic
growth scenario, while gr = 1 denotes tangential growth. The
vector n̂ is the local surface normal, oriented positively in the
out-of-plane direction. Growth kinematics alone generate a
stress-free state, which must be balanced by the elastic defor-
mation gradient introduced by material confinement to avoid
incompatible deformation.36

We characterized the constitutive behavior of the brain
tissue through the following neo-Hookean strain energy func-
tion, parameterized exclusively in terms of the elastic compo-
nents of deformation gradient Fe and its Jacobian Je,

C Feð Þ ¼ 1

2
l ln 2 Jeð Þ þ 1

2
m Fe:Fe � 2 ln Je � 3ð Þ; (3)

where l and m are the Lamé constants. In accordance with
thermodynamic principles, the first Piola–Kirchhoff stress P
works conjugate with the deformation gradient F, particularly
Fe, since only the elastic part of deformation produces stress,

P ¼ @C
@F
¼ @C Feð Þ

@Fe
:
@Fe

@F
¼ Pe � Fg�T: (4)

In the absence of body force, the balance of linear momentum
reduces to the vanishing divergence of the first Piola–Kirchhoff
stress P:

Div P = 0 (5)

2.2. Symbolic regression for discovering growth models

Inspired by Darwinian principles of natural selection, symbolic
regression autonomously uncovers mathematical relationships
exclusively from provided data without requiring prior knowl-
edge, thereby significantly enhancing the interpretability and
flexibility of the model discovery process.37 It has demonstrated
promising applications in model characterization38–40 and
parameter calibration.41 Symbolic regression operates through
a process known as genetic programming (GP). During GP
execution, functional expressions are efficiently formatted using
a binary-tree structure, which consists of nodes and branches.

A complete tree structure, as illustrated in Fig. 2a, involves
variables, mathematical operators (either unary or binary),
and constants. The evolution process experiences the genetic
operations of evaluation, selection, mutation, and crossover,
while the latter two are essential for updating the tree structure.
Specifically, the mutation operation amplifies population’s
genetic diversity by randomly altering some nodes in an expres-
sion tree, as exemplified in Fig. 2b, where a new offspring is
generated by substituting the exponential operator (exp) with
the hyperbolic tangent (tanh). Conversely, the crossover opera-
tion allows the algorithm to create new offspring by combining
building blocks from different parent candidates, as demon-
strated in Fig. 2c. This iterative process of evaluation, selection,
mutation, and crossover continues until the optimal expression
is obtained or the maximum number of generations is reached,
whichever is reached first.37

In this study, we employed symbolic regression to discover
appropriate growth models for the human brain cortex. The
raw data includes the measured surface area of each parcellated
region in the developing brain cortex along with the corres-
ponding gestational ages, as shown in Fig. 3a.

To facilitate computational implementation, we first con-
verted the data into unitless growth ratio g(t) and virtual time t
using the following formulas:

gt tð Þ ¼

ffiffiffiffiffiffiffiffiffiffi
S tð Þ
S0

;

s
gr tð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffi
T tð Þ
T0

;

s
and

t ¼ GA tð Þ �GA0

GAmax �GAmin
;

(6)

where gt(t) and gr(t) are tangential and radial growth ratio,
respectively. S0 and T0 denotes the surface area and cortical
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thickness measured at the initial gestational age, GA0 (29 post-
menstrual weeks), respectively. GAmax and GAmin corresponds to
the maximum and minimal gestational age within the measured
data range, herein, their values are 29 postmenstrual weeks and
24 postnatal months of age, respectively. Through the above
conversion, the value of t ranges from 0 to 1, which serves as
the input for the symbolic regression algorithm to find the
optimal growth model g(t) for each region, as illustrated in Fig. 3a.

All symbolic regression analyses were performed using
PYSR,42 a powerful open-source package developed alongside
the Julia library SymbolicRegression.jl. During the training of
symbolic regression, the binary operators are restricted to
addition (+), multiplication (*), and polynomial (tn), while the
unary operators are limited to the exponential (exp), hyperbolic
tangent (tanh), square (t2), cube (t3), and natural logarithmic
(ln) functions. Given the balance between computational
cost and model performance, the training time is limited to
30 minutes or a maximum of 1000 iterations, whichever is
reached first, as our observations indicate that most qualified

models could be identified within this timeframe. The max-
imum depth of the expression tree is set to 10, and the
maximum complexity is constrained to 100. Notably, the nested
behavior of the exponential, hyperbolic tangent, and logarith-
mic functions is forbidden, while the square and cube opera-
tors are restricted to occur, if desired, only once inside the
exponential, hyperbolic tangent, and logarithmic functions.
We adopt the default criterion (‘‘best’’) to guide the model
selection process. For each algorithm, the training is repeated
at least three times, and favorable candidates are selected as
the target models. All training was performed on a Legion PC
equipped with a six-core Intel Core I7-8750H 2.2 GHz CPU, 4 GB
NVIDIA GTX 1050Ti GPU, and 24 GB of memory.

2.3. Computational modeling of a developing brain

The identified regional growth models (both tangential and
radial) were used to construct the growth tensor Fg, which can
be applied to simulate folding evolution using the FEM, as
shown in Fig. 3b. The simulation results were then compared

Fig. 2 Structure and operations of expression tree. (a) Representation of tree structure for an algebraic expression; (b) an example of the mutation
operation; (c) an example of the crossover operation between two parent trees.
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with the brain imaging data for model validation, as illustrated
in Fig. 3c. To simulate the folding evolution of the developing
brain, we constructed a three-dimensional double-layer patch
model based on the geometries of a human brain at 29
postmenstrual weeks, as depicted in Fig. 3b. Initially, the
regional brain inner surface (the interface between the gray
matter and white matter) was extracted using the parcellation
map provided by Huang et al.30 The extracted surface was first
extended by 2–5 mm along the boundary’s local curvature.
Laplacian smoothing was then applied to the boundary area
using a smoothing parameter of 0.2, with the number of
iterations ranging from 15 to 22 across all extracted surfaces.
During smoothing, the intermediate area remains fixed to
preserve the integrity of the initial geometry (see Fig. S1 in
the ESI†). Subsequently, we interpolated the extended surface
with a flat plane of 80 mm � 80 mm and merged these two
surfaces using Boolean operations. The connecting areas were
further smoothed to ensure a natural transition of the curva-
ture. This extension and interpolation ensured that the model’s

dimensions were large enough compared to the wavelength of
folded patterns observed in experiments, thereby preventing
boundary effects.25 Additionally, the squared boundaries
significantly simplified the prescription of boundary conditions
during modeling. We then shifted the interpolated surface
upwards by 2 mm to form the initial cortical layer and extended
the squared boundary downwards by 50 mm to generate the
initial white matter layer. This design was based on experi-
mental observations in neonatal human brains, which indicate
that the cerebral cortex is a thin layer with a thickness of
2–3.5 mm, while the core has a much greater thickness of
around 50 mm.43 Consequently, the base model’s dimensions
were approximately 80 mm � 80 mm � 50 mm (excluding
cortical thickness), as illustrated in Fig. 4a, where l = 80 mm,
hs = 50 mm, and hc = 2 mm.

All simulations were performed using the commercial soft-
ware ABAQUS (Dassault Systems, Paris, France).44 Dynamic-
explicit solver was employed due to its superior performance
in solving nonlinear, dynamic, and larger deformation

Fig. 3 Schematic diagram of this research. (a) Symbolic regression algorithms used to identify the mathematical growth models for each region based
on regional developmental surface area data from 29 postmenstrual weeks to 24 postnatal months of age, exemplified with region 4; (b) construction
process of finite element model for each region, ROI means region of interest. (c) Qualitative and quantitative comparison between the simulation results
and real human brains measures along the developmental timeline.
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problems.45,46 Both the gray and white matters were modeled
as incompressible neo-Hookean materials, with elastic stiffness
values of 0.31 kPa for the cortical and 0.45 kPa for the white
matter layer.47 For detailed material parameter settings, please
refer to the Table S1 in the ESI.† Orthotropic growth was
defined for the cortical layer, while isotropic growth was
applied to the white matter layer. In our modeling approach,
growth was simulated using thermal expansion, considering
the analogy between the volumetric growth and the thermal
expansion.48 The expansion ratio a(t) correlates to the growth
ratio as a(t) = g(t)� 1. Specifically, for the white matter layer, the
expansion ratio was defined as a(t) = 0, while for the cortical
layer, a(t) = gr(t) � 1 was applied to out-of-plane growth and
a(t) = gt(t) � 1 to in-plane growth, as shown in Fig. 4b. The
customized growth models (gr(t) and gt(t)), derived from sym-
bolic regression, were implemented into the finite element
algorithm through a user-defined subroutine VUEXPAN. Sym-
metric boundary conditions were prescribed on the four sides
of the model and the bottom surface of the white matter layer
was fixed. Free boundary conditions were applied to the top
surface of the cortical layer, accompanied by a self-contact
constraint to prevent self-penetration. The total simulation
time was set to 1 s. To avoid computational instabilities, the

maximum time step was determined as dt ¼ 0:05a
ffiffiffiffiffiffiffiffiffi
r=K

p
;

where a is the average mesh size, r is the mass density, K is bulk
modulus.49 Temperature variation was applied using a sigmoi-
dal smooth step function.

Structural meshing with the element type C3D8R was
conducted for both the cortical and white matter layer. To
determine the appropriate mesh size, we conducted a mesh
sensitivity analysis with mesh size ranging from 0.3 mm to
0.8 mm (ESI,† Fig. S2 and S3). Based on the mesh convergence
analysis—where simulation results with the coarsest mesh
closely matched those of the finest mesh—we selected a mesh
size of 0.5 mm for all models. This results in 84 700 elements
for the cortical layer and 278 300 elements for the white matter
layer. During the simulations, we recorded the coordinates and

displacements of the region of interest (ROI) for each frame.
The ROI was defined as the smallest square area encompassing
the extracted brain surface region. Although this definition
introduces some redundant areas, which potentially biases
the quantitative measurements, it serves our primary goal: to
compare the effectiveness of the regional growth model with
the widely used isotropic growth theory. The inclusion of these
redundant areas does not significantly impact this comparative
analysis. Additionally, defining the ROI in this manner simpli-
fies the partitioning process in ABAQUS and facilitates area
reconstructions during postprocessing. All simulations were
performed on a Dell workstation equipped with a 16-core
Intel(R) Xeon(R) CPU E5-2687 W@3.1 GHz, and 64 GB of memory.

2.4. Postprocessing and quantitative metrics

After the simulations, the recorded coordinates and displace-
ments were first extracted from the result file using Python and
subsequently imported into MATLAB to reconstruct the deformed
surface. During reconstruction, the surface was interpolated five
times to generate a sufficiently smooth surface, and the original
quadrilateral surface mesh was transformed into a triangular
mesh, facilitating the calculation of quantitative features such
as curvatures, gyrification index, and sulcal depth in MATLAB.

2.4.1. Curvatures. The curvature of a surface describes the
degree to which it deviates from being flat at a given point.
Normal curvature is defined as the inverse of the radius of the
best-approximated curve from a surface normal slice in a given
direction. Considering all directions, we obtain the curvature
matrix, typically represented by the Weingarten matrix.
Its principal decomposition gives the principal curvatures,
which correspond to the maximum and minimum values of
the surface’s normal curvature in different directions (k1 and
k2). The average of two principal curvatures denotes the mean
curvature (kH = (k1 + k2)/2), while the product of the principal
curvatures yields the Gaussian curvature (kG = k1�k2). In this
study, we focused on the mean curvature due to its extensive
application in brain cortical folding analysis.49–51

Fig. 4 Geometric model for modeling regional brain growth. (a) Initial status of a FEM model, hc and hs represent the layer thickness of gray matter and
white matter, respectively; (b) orthogonal growth patterns, gt and gr indicate the tangential growth ratio within the plane and radial growth ratio in the
thickness direction, respectively.
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The curvatures of the triangular mesh were calculated using
the method introduced by Meyer et al.,52 where finite volume
discretization was employed to estimate the local integral of
mean curvature over the normal areas of triangular faces
associated with each point. If the surrounding faces are obtuse
triangles, the barycentric area was calculated; otherwise, the
Voronoi area was used. However, the calculated mean curvature
is dependent on the geometry’s shape or size, meaning its
magnitude varies with brain scales. To address this, we further
introduced a non-dimensional measure of mean curvature
using the method provided by Balouchzadeh et al.,53 where
the mean curvature is multiplied by a characteristic length lc,

lc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
At=4p

p
) k�H ¼ kH � lc; (7)

where At is the surface area. The dimensionless mean curvature
was calculated for each point to provide a qualitative represen-
tation, while the absolute value of the dimensionless mean
curvature was averaged across all model points for quantitative
comparison. In the remainder of the manuscript, we use the
term ‘‘curvature’’ to refer to ‘‘dimensionless mean curvature’’
for clarity.

2.4.2. Gyrification index. To quantitatively describe the
folding complexity of the deformed brain surface, we intro-
duced a global folding metric: the three-dimensional gyrifica-
tion index (GI). The GI is defined as the ratio of the total cortical
surface area to the area of convex hull that completely encloses
the convoluted surface,8

GI ¼ area of coritcal surface

area of convex hull
: (8)

To calculate the GI, we first defined a fully enclosed convex hull
comprising all points of the deformed cortical surface, then we
discretized and filtered this surface to ensure it completely
encloses the deformed surface with minimum surface area.
Finally, we measured the area of discrete convex hull, which
serves as the denominator in the GI calculation.

2.4.3. Sulcal depth. Sulcal depth (SulcDepth) is another
quantitative measure capable of reflecting the extent of the
folding in brain regions. Although Numerous methods have
been suggested for computing sulcal depth,51,54 a well-defined
computation remains elusive. In this study, we adopted the
approach introduced by Wang et al.,49 calculating SulcDepth as
the distance between the deformed mesh surface and its convex
hull, which was previously defined in calculating the GI.
Specifically, for each vertex on the deformed surface, we first
determined its projection point on each discrete triangular
surface of the convex hull. Subsequently, we computed the
distance between the vertex and its corresponding projection
point, with the shortest distance serving as the sulcal depth
for that vertex. Given the convex nature of the enclosed hull,
the shortest distance always exists between the vertex and a
consistent piece of the convex hull, as demonstrated in the
Result section. SulcDepth was calculated for each vertex for
qualitative representation, and the values were averaged across
all model points to ensure quantitative comparisons.

2.4.4. Evaluation metrics. To evaluate the accuracy of simu-
lation results for the aforementioned quantitative features, includ-
ing curvatures, gyrification index, and sulcal depth, we introduced
the following statistical metrics: R2, mean absolute percentage
error (MAPE), and Pearson correlation coefficient (r). Here, R2

measures the goodness-of-fit of the simulation results, formulated

as R2 ¼ 1�
PN
i¼1

yi � ŷið Þ2
.

yi � �yð Þ2; where N denotes the number

of data points, yi represents the actual feature values measured
from real brain data, %y is the mean of actual values, and ŷi is the
predicted value from the simulation. An R2 value close to 1
indicates a strong agreement between the simulation results
and real brain imaging data. MAPE, expressed as a percentage,
quantifies the average absolute error between predicted (ŷi) and
actual values (yi). It is calculated using the formula:

MAPE ¼ 1

N

XN
i¼1

yi � ŷi
yi

����
����� 100 (9)

Moreover, we introduced the Pearson correlation coefficient (r) to
assess the strength and direction of the linear relationship
between the simulation results and real brain measures, with its
formula as:

r ¼

PN
i¼1

ŷi � ŷ
� �

yi � �yð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1

ŷi � ŷ
� �2s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1
yi � �yð Þ2

s (10)

where ŷ is the mean of actual values. All these evaluation metrics
were calculated in Python using the sklearn and scipy libraries.
Noted, due to the discrepancy in the number of data points
between the simulation results and the actual data, we applied
an interpolation method to resample the extracted simulation
data, ensuring a consistent data size before computing the
evaluation metrics.

2.5. Brain imaging data

In this study, we aimed to conduct symbolic regression to
identify tangential growth models by measuring brain surface
area data from two high-quality, publicly available imaging
datasets focused on early brain development: the developing
Human Connectome Project (dHCP) and the Baby Connectome
Project (BCP). The dHCP dataset includes 549 MRI scans from
500 healthy neonates (279 males, 221 females) aged between 29
and 45 postmenstrual weeks.55 These MR images were obtained
using a Philips 3T scanner with a 32-channel neonate-dedicated
head coil at St. Thomas Hospital, London, UK.56 The BCP
dataset comprises 488 longitudinal MRI scans from 235 healthy,
term-born infants (108 males, 127 females) scanned between 41
and 144 postmenstrual weeks. These images were collected using
3T Siemens Prisma MRI scanners equipped with Siemens 32-
channel head coils at The University of North Carolina at Chapel
Hill and University of Minnesota. To investigate the developmen-
tal regionalization of cortical surface area expansion during
pregnancy and infancy, a data-driven method known as non-
negative matrix factorization (NMF) was utilized to partition the
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cortical surface into distinct regions by clustering cortical vertices
with similar developmental patterns. For more details, please
refer to our recent work.30

The radial growth model was characterized using thickness
data measured in the developing neonatal brain.31 It is impor-
tant to note that the radial growth dataset consisted exclusively
of postnatal measurement. Consequently, we could not per-
form symbolic regression on a continuous dataset spanning
from 29 to 136 postmenstrual weeks, as we did for the tangen-
tial growth model. To address this limitation, we assumed
a linear increase in cortical thickness during the perinatal
period (29–40 postmenstrual weeks) based on brain imaging
analyses57,58 and applied linear extrapolation to ensure a
smooth transition. However, it should be mentioned that there
is no clear consensus on the exact developmental trajectory of
cortical thickness during the perinatal stage. For example,
Demirci and Holland59 recently reported a weak linear correla-
tion between cortical thickness and scan ages during 29–43
postmenstrual weeks. For simplicity, we extended the linear
growth trend observed in early postnatal measurements to the
perinatal period. Additionally, we introduced several con-
straints to the symbolic regression algorithm: no growth occurs
at the initial stage (gr(GA = 29) = 1), and the derivatives at the

connection stage were required to be smooth g
0
r GA ¼ 40ð Þ 2 C0

� �
.

We constructed all computational models using publicly
available 4D infant cortical surface atlases.60,61 These atlases
also served as the base model for measuring quantities such as
curvature, GI, and SulcDepth, providing a baseline for quanti-
tative comparison. In our previous study, the cortical surface
was parcellated into 18 distinct regions based on the NMF
method.30 For this study, however, the primary objective was to
compare the effectiveness of the regional growth model with
classic growth theories. Therefore, we selected five representa-
tive regions that exhibit significant distinctions in surface area

and cortical thickness. These regions are slow-growing region 1,
medium-growing regions 4, 9, and 11, and fast-growing Region
16, corresponding to the cortical areas of ‘‘Dorsal Precentral,
Paracentral and Posterior Cingulate’’, ‘‘Lateral Precentral and
Postcentral’’, ‘‘Supra Marginal’’, ‘‘Caudal Middle Frontal’’, and
‘‘Dorsal Prefrontal’’, respectively. As illustrated in Fig. 5, the
development of the surface area and cortical thickness from 29
postmenstrual weeks to 2 years of age exhibits significant
differences among these regions, with the p-values all smaller
than 0.001. Here, we conducted paired Student’s t-test to
compute the significance of these differences, with the null
hypothesis being no difference in surface area or cortical
thickness between the two regions.

3. Results

In this study, we first employed a symbolic regression algo-
rithm to identify suitable growth models using longitudinal
surface area and cortical thickness data from developing
human brains, with ages ranging from 29 postmenstrual weeks
to 2 years of age. These growth models were then integrated
into ABAQUS via a user-defined subroutine to simulate
mechanical folding evolutions caused by differential growth
in double-layer structures. The dynamic folding patterns were
analyzed and compared with anatomically realistic brain ima-
ging models both in qualitative and quantitative manner.
Subsequently, we substituted the regional growth model with
classical growth models commonly used in previous studies,
such as isotropic growth and purely tangential growth.
We evaluated and compared the effectiveness of each model
in modeling cortical folding development using quantitative
metrics introduced in Section 2.4. We further investigated
whether the accuracy of modeling is more influenced by the
value of growth ratio or the trajectory of the growth model.

Fig. 5 Raw data of cortical surface area and thickness for five selected regions. Analysis reveals significant differences in the development of surface area
(a) and thickness (b) among these regions, with all p-values less than 0.001. Insets show spatial locations of regions on the cortical surface. Dots denote
MRI scans collected from 29 postmenstrual weeks to 2 years of age.
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Finally, we built a multi-regional model incorporating three
regions with distinct growth patterns predicted by symbolic
regression.

3.1. Regional growth models identified from symbolic
regression

We investigated suitable tangential growth models through
symbolic regression using the in-plane growth ratio data,
normalized by the initial growth ratio as shown in eqn (6). This
normalization ensures that the growth ratio starts from an
initial value of 1. Moreover, given that the cortical surface area
continues to increase beyond 24 postnatal months,62,63 the
derivative of the growth ratio at this point must remain positive

g
0
t 4 0

� �
. These constraints were incorporated into the symbolic

regression algorithm by customizing the loss function to
impose a significant penalty for any violation. Fig. 6 illustrates
the tangential growth model identified for each representative
region using symbolic regression. All models exhibit satisfac-
tory accuracies, with R2 values exceeding 0.85, effectively cap-
turing the growth patterns characterized by an initial linear
increasing phase transitioning into a gradually steady phase,
forming an upper-sigmoid shape. Intriguingly, among the
predefined operators such as ‘‘exp’’, ‘‘tanh’’, ‘‘ln’’, and poly-
nomials, as introduced in Section 2.2, the symbolic regression
consistently selected a combination of tanh and polynomials.

Moreover, a consistent model format, gt(t) = (a � t + b) �
tanh(c � t) + 1, where a, b, and c are constants, was discovered
for almost all regions except for region 1. This finding suggests
a promising model choice for characterizing brain in-plane
growth patterns.

For out-of-plane growth models, we applied distinct condi-
tions to constrain growth behaviors. In addition to the initial
value constraint (gr|t=0 = 1), we incorporated an additional
constraint to ensure the derivative is smooth at the connection

stage g
0
r

��
GA¼40� g

0
r

��
t¼0:12 C0

� �
due to the use of linear extra-

polation to address data scarcity during the perinatal period.
Moreover, as the cortical thickness development tends to be
stabilized within the first two years after birth,64,65 the deriva-

tive at the phase end must be zero g
0
r

��
t¼1¼ 0

� �
. Fig. 7 shows the

radial growth models identified for each representative region
through symbolic regression. Despite significant variance, the
predicted growth model can still decipher the mathematical
relationship from the provided data points. All growth models
exhibit an inverted U-shape, peaking during the intermediate
period. This phenomenon is consistent with imaging observa-
tions by Gilmore et al.66 For growth in the out-of-plane direc-
tions, symbolic regression exclusively selected the polynomial
operators to construct the base models. The general model
format can be summarized as a combination of up to fourth
order polynomials: gr(t) = a � t4 + b � t3 + c � t2 + d � t + e,

Fig. 6 Tangential growth models discovered for five selected regions. In-plane growth predicted by symbolic regression algorithm for (a) region 1,
(b) region 4, (c) region 11, (d) region 9, and (e) region 16, respectively. R2 indicates the goodness of fit. Mathematical forms of growth models are
presented at the top of each figure. Insets show spatial locations of regions on the cortical surface. Dots denote MRI scans collected from 29
postmenstrual weeks to 2 years of age.
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where a, b, c, d, e are constants. This result suggests a potential
model choice for characterizing brain out-of-plane growth
patterns. Though the accuracy was degraded by data variance,
symbolic regression still proves robust in identifying suitable
regional growth models for the human brain cortex, as vali-
dated in our recent paper.39 These predicted models will be
integrated into ABAQUS via user-defined subroutines to simu-
late brain folding evolution.

3.2. Regional growth models accurately simulate folding
evolutions patterns

Fig. 8 illustrates the evolution of cortical folding on simulated
brain surface, incorporating the regional growth model. The
folding patterns at six key simulation moments are displayed
and rendered with the displacement magnitude. As displayed,
the non-uniform curvature inherent on initial brain surface
(29 postmenstrual weeks) was sufficient to initiate bulking at
around 0.2 s and generate intrinsic folding modes, which
evolved to form distinct gyri and sulci over time. The resulting
folding patterns of regional models are visually different.
Specifically, regions 4, 11, and 16 exhibited denser folds
compared to regions 1 and 9, indicating shorter folding wave-
lengths in these regions. This disparity is primarily attributed
to differences in initial geometry and potentially the effects of
growth. Additionally, for each model, areas with higher initial
altitude (characterized in the out-of-plane direction) tend to
experience greater displacements, as depicted in dark red

areas. Since we applied consistent growth ratios both in tan-
gential and radial directions across each model, the non-
uniform displacements likely stem from the in-plane compres-
sions caused by tangential growth under boundary confine-
ments. This suggests that tangential growth has a more
significant influence on folding evolutions than radial growth,
which is also evident in the larger values observed in tangential
growth models compared to radial growth model in Fig. 6 and 7.

The nonuniform distribution of displacement remains pro-
minent at the interface between the gray matter and white
matter. As shown in Fig. 9a and b, greater displacements occur
in areas with higher initial altitude. Additionally, the simulated
folding surfaces exhibit characteristic pattern of cusped sulci
and smooth gyri, consistent with the morphology observed
in real human brain structures.67 To validate our simulation
results, we focused on the folding patterns at the interface
where the initial locations approximately cover the extracted
brain regions, as illustrated in Fig. 9c. We then compared these
patterns with those of a 24-postnatal-month brain, as high-
lighted in Fig. 9d.61 As shown, our simulated brain folding
closely replicates the realistic brain pattern, particularly in
regions 1 and 4. For the other three regional models, certain
characteristic morphologies are comparable to those in real
brains, such as the ladder-shaped concaves in region 16 and the
sharp ridge along with a narrow valley in region 9. To quantita-
tively compare these folding patterns, we further computed
the curvature (MC), sulcal depth (SulcDepth), and gyrification

Fig. 7 Radial growth models discovered for five selected regions. Growth of thickness predicted by symbolic regression algorithm for (a) region 1,
(b) region 4, (c) region 11, (d) region 9, and (e) region 16, respectively. R2 indicates the goodness of fit. Mathematical forms of growth models are
presented at the top of each figure. Insets show spatial locations of regions on the cortical surface. Dots denote MRI scans collected from 29
postmenstrual weeks to 2 years of age.
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index (GI) using the methods described in Section 2.4. The
distributions of MC and SulcDepth are shown in the contour
plot of Fig. 10. As depicted, positive curvatures tend to appear
on the gyri, while negative on the sulci. This distinction
suggests that mean curvature can serve as a metric to deliber-
ately extract gyri and sulci for further investigations.45,50,68

Fig. 11 shows the comparisons of those quantitative metrics
measured in the simulated brain (circular dots and line) with
those from a realistic human brain (square dots), with the
dots representing the mean values of each metric averaged
across the entire ROI surface. As shown in the figure, most of

simulation results align well with the realistic brain data in
both trend and values. The simulation trajectories exhibit
sigmoid-like shapes, starting with flat initial phases, then
increasing dramatically after the onset of geometry instabilities
(around 0.2 s, as seen in Fig. 8), and finally stabilizing once the
folding patterns mature. This trend aligns with the identified
regional growth models depicted in Fig. 6 and 7. Among the
three metrics, mean curvature was poorly predicted compared
to the other two metrics, as reflected in the insignificantly
correlated trends and poor alignments, represented by low R2

values equal to 0. It is important to note that the initial

Fig. 8 Longitudinal brain developing patterns for five regions. Cortical folding patterns of six moments ranging from t = 0 to t = 1.0 were recorded and
rendered with displacement magnitude.
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curvatures in the simulation are not zero because the simula-
tion models were constructed based on brain regional surfaces,
which already display curvatures at the initial state (29 post-
menstrual weeks). The discrepancy between the two trajectories

can potentially be explained by the following factors: (1)
absence of external constraints: the simulation does not incor-
porate the influence of external constraints from the brain
skull, meninges, or cerebrospinal fluid. While these factors

Fig. 9 Simulated folding patterns vs. realistic brain images. (a) Cortical folding patterns of five regions displayed on the cortical surface and rendered with
displacement magnitude at t = 1 s; (b) cortical folding patterns of five regions displayed on the gray/white matter interface; (c) zoom-in representation of
the highlighted regions associated with yellow dashed lines indicate the similar characteristic morphologies as observed in real human brain images (d).

Fig. 10 Mean curvature and sulcal depth. Distribution of dimensionless mean curvature and sulcal depth of the five selected regions at the final state.
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do not initiate cortical folding, they play an important role in
regulating the brain’s local geometry. For instance, contact with
the skull and meninges may flatten the gyrus upon contact,
resulting in wider and smoother gyral peeks.20 (2) Inaccurate

sampling of the region of interest (ROI): for simplicity in
postprocessing, we defined the ROI as the smallest rectangular
area enclosing the extracted brain regions. This approach
inevitably introduces redundant areas, thereby reducing the

Fig. 11 Quantitative comparison of mean curvature, sulcal depth, and gyrification index among five regions. Mean curvature (a), sulcal depth (b), and
gyrification index (c) of each moment. Ages of the measured data range from 29 postmenstrual weeks to 24 months after birth, and the gestational ages
are rescaled into the range of [0, 1] to facilitate data comparison. Mean curvature is determined by averaging absolute dimensionless mean curvature at
each point. The accuracy of the simulation results is evaluated using R2, with prediction error quantified by MAPE. The correlation between the simulation
results and real brain data is analyzed using the Pearson coefficient (r), with statistically significant correlations (p o 0.05) marked by an asterisk (*).
Squared dots represent data measured from human brain imaging data, while circular dots with lines represent data measured from simulated brain.
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precision of quantitative metrics, such as mean curvature, com-
pared to measurements taken directly on the exact brain regions.
The sulcal depth and gyrification index correlate well across all
regions except for region 16, where a significant deviation occurs
after t = 0.4 s. This discrepancy mainly arises from the geometric
model being constructed based on a single region. Since region 16
exhibits the highest growth ratio among all selected models, it
undergoes the largest deformations during simulation, which,
under boundary confinement, would generate the most convoluted
folding structures, resulting in the highest GI and sulcal depth.
However, in real brain, the compression caused by rapid expansion
of region 16 would be relaxed by the surrounding regions, which
yields less complex folding patterns such as shallower sulci, as
observed in Fig. 9. In summary, both qualitative and quantitative
comparisons affirm the effectiveness of regional growth models in
simulating the brain folding evolution process.

3.3. Regional growth models outperform classic unified
growth models

To compare the effectiveness of regional growth models with
classic models such as isotropic growth and purely tangential
growth, we performed simulations on three regional models
with varying growth speeds: the slow-growing region 1, medium-
growing region 9, and fast-growing region 16. In both isotropic
growth and tangential growth cases, the growth ratio was defined

as a constant g ¼
ffiffiffi
8
p

; which is commonly adopted in previous
studies.25,53,67 The performances of different growth theories were
compared in Fig. 12 (ESI,† Fig. S4), where folding patterns at
t = 1 s were presented and rendered with displacement, mean
curvature, and sulcal depth, respectively, to facilitate qualitative
comparisons. Quantitative comparisons were also provided by
averaging each metric across the entire ROI surface.

As shown in Fig. 12a–c, the regional growth model generates
more sulcal and gyral folds compared to the isotropic growth
model, especially evident in the intermediate areas corres-
ponding to the initial brain surface. The increased number
of folds indicates that regional growth model yields more
convoluted folding patterns with shorter wavelengths. This
phenomenon concurs with the findings of Budday and
Steinmann,32 which demonstrates that variation in cortical
growth modulates secondary instabilities, culminating in
highly irregular folding patterns. However, the difference in
wavelength between the regional growth model and the tan-
gential growth model is not evident, even though the regional
growth model tends to produce more cusped and deep sulci, as
well as curled gyri. This suggests that tangential growth theory
generates more convoluted patterns than isotropic growth,
consistent with previous findings.69,70 Furthermore, this proves
that tangential (in-plane) growth plays a more dominant role in
affecting folding patterns than radial (out-of-plane) growth.

The quantitative comparison illustrated in Fig. 12d shows
that the regional growth model provides more accurate folding
measures compared to the other two growth theories. This is
evidenced by the closer alignment of the resulting curvature,
sulcal depth, and GI with real brain data, as reflected by lower

MAPE values. Additionally, the regional growth model initiates
the folding earlier and reaches the stabilization stage sooner
than the other two models. This suggests that the regional
growth model can significantly reduce computational costs in
simulating brain folding evolution by supplementing a stop-
ping criterion based on stabilization.

3.4. Growth ratio values influence folding evolution more
than growth trajectory

The regional growth model and purely tangential growth model
exhibit similar primary folding patterns, with the regional
growth model producing more cusped and deep sulci and
curled gyri in secondary details. Both models adopt a similar
format of tangential growth, but their values and growth trajec-
tories differ. Noted, the effect of radial growth is ignored due to its
minor impact on modulating folding. To figure out whether the
value or growth trajectory dominates the folding patterns, we
performed simulations on geometric model of region 9 using
three growth models with the same resulting growth ratio but
different growing trajectories. In addition to the regional growth
model, we introduced two additional growth models following
linear and Gompertz distributions, respectively, as shown in
Fig. 13. The Gompertz distribution has been proven successful
in modeling tissue growth,71 such as the growth mode of myeli-
nated brain white matter72 and tumor growth with necrosis.73 The
Gompertz distribution is expressed as follows:

gt(t) = a � exp(�exp(�b � (t � c))) + 1, (11)

where a, b, and c are constants. Compared to the regional
growth model, the Gompertz model exhibits a typical S shape,
starting with an initial flat phase and quickly transitioning into
a stabilization phase. In contrast, the linear model has a growth
ratio that increases linearly.

Fig. 14 illustrates the qualitative comparison of folding
patterns rendered with displacement, curvature, and sulcal
depth, as well as the quantitative comparison by averaging
each metric across the entire ROI surface. As seen in Fig. 14a–c,
despite the difference in growing trajectories, the resulting
folding demonstrates nearly identical patterns, especially in
the linear and Gompertz models. This is also evident in
quantitative measurements shown in Fig. 14d. Though the
regional growth model initiates instabilities earlier due to its
rapid growth within the first 0.2 s, the resulting measures of GI
and curvature are almost the same across all models. Addition-
ally, the regional growth model generates deeper sulci com-
pared to the other two models. When compared to the findings
in Section 3, it becomes apparent that the growth trajectories
have a less significant impact on folding patterns than the
magnitude of growth itself. This observation remains consis-
tent with the findings of Wang et al.,49 who report that the
cortical growth mode has a limited influence on surface mor-
phology complexity. Interestingly, this result appears to be an
intrinsic feature of brain folding, as it persists across various
simulation approaches. Our simulations were based on anato-
mically realistic brain models, incorporating a physical accu-
rate growth pattern. In contrast, Wang et al.49 employed
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Fig. 12 Symbolic regression growth model vs. classic growth model. Impact of different growth models, including growth model predicted from
symbolic regression (SR) algorithm (a), isotropic model with constant growth ratio (IC) model (b), and tangential model with constant growth ratio (TC) (c),
on modeling cortical folding patterns. Distributions of displacement (U), mean curvature (MC), and sulcal depth (SulcDepth) of regions 1 and 9 are
displayed with their quantitative measure present at the right (d). The simulation errors relative to real brain imaging data are quantified using MAPE. The
growth ratio in both isotropic growth model is g ¼

ffiffiffi
8
p

, while gt ¼
ffiffiffi
8
p

in the tangential direction and no radial growth occurs for the pure tangential
model, gr = 1.
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idealized spherical models with manually defined growth pat-
terns to represent brain structure. Despite these differences in
methodology, the core finding—minor impact of growth tra-
jectories on folding patterns—remains consistent.

3.5. Multi-region model provides more realistic folding
results than single-regional model

All simulations discussed above were conducted on a single
brain region, where we applied symmetric confinements to

their boundaries to prevent out-of-boundary growth. Despite
our efforts to minimize the boundary effects by sufficiently
extending the ROI boundaries, this condition may still be overly
restrictive in generating compression, which is pivotal for
triggering instabilities, resulting in unrealistic folding patterns
as observed in region 16 (see Fig. 8 and 11). Additionally, in real
brains, no region functions or deforms independently without
affecting or being affected by surrounding regions. To address
these limitations, we constructed a new computational model
using the initial geometries of three adjacent regions: regions 1,
4, and 11. The constructed model is shown in Fig. 15a. After
proper smoothing and extension, the model uniformly parti-
tions a squared area into three parts, following an approximate
proportion of 1 : 1 : 2 for regions 1, 11, and 4, respectively.

The simulated patterns are illustrated in Fig. 15b–d. Com-
pared to the single-region model (see Fig. 8), the multi-region
model generates more uniform folds across each region. For
example, in the single-region modeling, the folding patterns are
fairly condensed in the ROI of region 11 but sparse in region 1.
Conversely, these patterns are uniformly distributed in the
multi-region model, which is consistent with the anatomical
morphology of the real human brain. However, certain char-
acteristic features like the central sulcus were missed, which
could be improved by incorporating more regions into the
model construction process.

The quantitative comparison in Fig. 16 indicates that the
multi-region model produces more realistic results compared
to the single-region model. This is demonstrated by the closer

Fig. 13 Three distinct growth models for region 9. Initial and final values
keep the same for all three models, respectively, while the developing
trajectories are different.

Fig. 14 Impact of growth trajectory on the folding patterns. Three growth models with distinct developing patterns for region 9, including symbolic
regression model (SR) (a), linear growth model (LM) (b), and Gompertz growth model (GM) (c). Distribution of displacement (U), mean curvature (MC), and
sulcal depth (SulcDepth) are present with their quantitative measure present at the right (d). The simulation errors relative to real brain imaging data are
quantified using MAPE. In simulations, the above growth models are exclusively functioned in the tangential direction, while the growth in thickness
remains consistent, and the radial growth model predicted from symbolic regression is employed, as shown in Fig. 6.
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alignment of quantitative measures for GI, mean curvature, and
sulcal depth with real brain data, as evidenced by lower MAPE
values and higher correlation coefficient in most cases. These
results highlight the superiority of the multi-region model in
simulating brain folding evolutions over the single-region
model. Looking ahead, it is expected that a brain-wide model
incorporating all 18 regions could yield more promising brain
folding predictions, both in terms of qualitative patterns and
quantitative measures.

4. Discussion

Computational simulations, such as finite element methods,
have emerged as promising tools to elucidate the mechanical
influence on cortical development, providing valuable insights
into the underlying mechanisms22,67,74 and enabling predictive
modeling of brain tissue behaviors under various conditions.75–77

Herein, we show that integrating simulations with regional
growth models, derived through symbolic regression using brain
developmental data, produces more realistic brain folding pat-
terns. These region-based developing cortical patterns further
exhibit accurate alignment with quantitative measures of real
brain development. Our findings challenge the conventional views
that isotropic, unified growth is sufficient to mimic cortical
folding evolutions with modeling results more consistent with
the imaging analyses.21,23 Instead, our results suggest that hetero-
genous growth patterns play an indispensable role in modulating
brain cortical development, as suggested in the works of Holland
et al.78 and Budday and Steinmann.32

The longitudinal brain data encompass surface area expan-
sion measured from 29 postmenstrual weeks to 2 years of age30

and cortical thickness recorded within the first two years after
birth.31 We employed symbolic regression to derive explicit
mathematical expressions for growth models across various
brain regions, spanning from slow-growing areas to fast-
growing areas. The models identified exhibit consistent pat-
terns in describing both in-plane and out-of-plane growth for
nearly all regions. This uniformity in regional growth reflects a
characteristic growth mode of neural tissues79 and has also
been observed in tumor development.71,80 Symbolic regres-
sion was chosen over conventional methods, such as multiple
regression or neural networks, due to its ability to predict
interpretable models from data without requiring prior knowl-
edge of the model structure, which must be predefined
in multiple regression.81,82 Moreover, symbolic regression
explores an infinite functional space to identify candidate
models, even with constraints applied to expedite the search
process, highlighting its superior performance over other
machine-learning-based methods,83,84 which are restricted to
a limited functional space. The explicit mathematical expres-
sion of the growth model greatly facilitates the implementation
of these models in ABAQUS simulations using user-defined
subroutines. Though directly incorporating data into simula-
tion can ensure closer alignments with the provided data, this
approach is highly sensitive to noises, particular outliers, and
may fail in scenarios requiring further operations, such as
differentiation or integration.

Uniform growth theories such as isotropic growth have been
extensively employed to model brain development.21–25 While

Fig. 15 Brain folding patterns of a multi-region model. (a) The computational model is based on regions 1, 4, and 11 of the human brain, with colored
areas indicating distinct material properties, specifically growth behaviors. Cortical folding patterns in area of interest are displayed with displacement (b),
mean curvature (c), and sulcal depth (d). Regions are delineated by white dotted lines and marked with distinct background colors.
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these methods have significantly advanced our understanding
of cortical folding mechanisms, their effectiveness degrades
when comparing the resulting cortical folding patterns with
imaging observations, particularly in brain-wide simulations.26,27

To address this limitation, additional physiological effects such as
axonal fibers23,78 and cells migrations85,86 have been incorporated
to more accurately simulate brain folding anatomy. However,
these additions inevitably complicate modeling endeavors.
Herein, we found that exclusively implementing regional
growth into simulations can produce more realistic cortical
folding patterns that closely match quantitative measurements
of the real brain. This outcome aligns with the principle of
Occam’s Razor: the fewer deviations from real conditions, the
better the simulation’s alignment with the observed data. This
finding underscores the superiority of heterogeneous growth
over homogeneous growth in brain modeling.20 As presented in

Section 3.3, even purely tangential growth can yield more
complex folding patterns, similar to those observed in regional
growth scenarios, compared to isotropic growth. Introducing
such heterogeneity decreases the system’s stability by triggering
earlier bulking and more convoluted folding patterns. In addi-
tion to the regional growth, heterogeneity also exists in other
brain properties like stiffness,32 surface curvature,87 and cor-
tical thickness.88 These factors collectively contribute to the
complex evolution of brain folding patterns.

While the brain surface bulking is predominantly driven by
intrinsic properties such as initial surface curvature, relative
stiffness or thickness ratio between gray matter and white
matter, the growth does influence the cortical folding, espe-
cially in terms of cortical depth and folding complexity,
as revealed by quantitative measures. Moreover, the value of
growth ratio plays a more crucial role in modulating folding

Fig. 16 Multi-region model vs. single-region model. Comparison on the trajectory of gyrification index, mean curvature, and sulcal depth between the
multi-region model and single-region model. Mean curvature is determined by averaging absolute dimensionless mean curvature at each point. The
simulation errors relative to real brain imaging data are quantified using MAPE, with MAPES and MAPEM denoting errors for the single-region model and
multi-region model, respectively. The correlation between simulation results and real brain data is assessed using the Pearson coefficient (r), with
statistically significant correlations (p o 0.05) marked by an asterisk (*). Squared dots represent data measured from human brain imaging data, while
circular dots and pentagonal dots with lines represent data measured from simulation based on single-region model and multi-region model,
respectively.
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evolutions compared to the growth trajectory. Intuitively, the
external forces, such as the thermal expansion introduced here,
do not dictate the bulking modes but rather influence
the timing of bulking initialization and the extent of bulking
development. However, brain folding is a dynamic process,
with numerous complex factors interacting in a coupled man-
ner. Heterogenous growth can alter these intrinsic features. For
example, differential growth in the in-plane and out-of-plane
directions can change the thickness ratios between the gray
matter and white matter. Similarly, axonal maturation, influ-
enced by cell migration, can affect tissues stiffness.89 These
features evolve dynamically, introducing variability into the
cortical folding process.

Conducting simulations on a single brain region allows for
comparative analysis of distinct growth theories and their
effects on brain folding. However, this approach may lead to
unrealistic folding patterns due to the artificially imposed
boundary conditions. Our findings indicate that a multi-
region computational model, which considers three adjacent
regions simultaneously, offers a more reliable result by produ-
cing more uniformly distributed folding patterns. In the future,
a brain-wide model encompassing all 18 parcellated regions is
expected to yield more realistic folding predictions, by integrat-
ing regional growth models derived through symbolic regres-
sion. Moreover, our study can be improved by addressing the
following issues: first, we assumed uniform cortical thickness
across each brain region. Incorporating anatomically accurate
cortical thickness, accounting for both gray and white matter in
the model construction process, would provide a more convin-
cing geometric model. Second, the tangential growth within the
cortical layer was assumed to be uniform. In reality, this growth
varies spatially, as evident in differential growth within the six-
layered cortex.90 Future studies should consider adopting a
spatially dependent growth profile, as proposed by Tallinen
et al.8 Third, in current study, the tangential and radial growth
models were characterized based on different datasets, as
shown in Fig. 6 and 7. Future studies that integrate surface
area and cortical thickness measurements from the same
dataset would significantly enhance the integrity and rigor of
the predicted growth model. Last but not least, the brain tissue
in our model was treated as an incompressible hyperelastic
material described by the neo-Hookean strain energy function.
Incorporating a regional hyperelastic model with a degree of
compressibility, characterized though symbolic regression,
could account for the heterogeneity in stiffness and further
enhance the reliability of our simulation results.

5. Conclusion

In this study, we investigated the impact of regional growth on
the computational simulation of brain cortical folding. Using
symbolic regression, we derived explicit mathematical growth
models using the longitudinal data of cortical surface area
expansion and cortical thickness measured on real human
brains. These regressed models were then integrated into

ABAQUS to simulate the evolution process of cortical folding.
The resulting folding patterns were recorded and quantified
using several mechanical descriptors, including mean curva-
ture, sulcal depth, and gyrification index. Our findings demon-
strate that regional growth models can generate complex
folding patterns that closely resemble the anatomical structure
of the brain in both quantitative and qualitative aspects. These
models outperformed conventional uniform growth models
such as isotropic growth and purely tangential growth in
accurately modeling brain folding developments. We observed
that the magnitude of growth, rather than its trajectory, plays a
more predominate role in shaping folding patterns. Moreover,
multi-region modeling produces more uniform folding pat-
terns similar to imaging observations compared to single-
region models. Our results underscore the importance of
implementing regional growth in brain folding simulations.
This approach holds promise for advancing early diagnostics of
cortical malformations like pachygyria, lissencephaly, and poly-
microgyria and improves treatment for neurodevelopmental
disorders such as autism and epilepsy.
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75 M. Alenyà, X. Wang, J. Lefèvre, G. Auzias, B. Fouquet,
E. Eixarch, F. Rousseau and O. Camara, Brain Multiphys.,
2022, 3, 100045.

76 K. E. Garcia, X. Wang and C. D. Kroenke, Nat. Commun.,
2021, 12, 6681.

77 M. A. Holland, S. Budday, G. Li, D. Shen, A. Goriely and
E. Kuhl, Eur. Phys. J.: Spec. Top., 2020, 229, 2757–2778.

78 M. A. Holland, K. E. Miller and E. Kuhl, Ann. Biomed. Eng.,
2015, 43, 1640–1653.

79 E. M. W. Billig, W. P. O’Meara, E. M. Riley and F. E.
McKenzie, Malar. J., 2012, 11, 64.

80 K. R. Swanson, C. Bridge, J. Murray and E. C. Alvord Jr,
J. Neurol. Sci., 2003, 216, 1–10.

81 N. Filla, J. Hou, T. Liu, S. Budday and X. Wang, J. Mech.
Behav. Biomed. Mater., 2024, 150, 106271.

82 J. Hou, N. Filla, X. Chen, M. J. Razavi, T. Liu and X. Wang, arXiv,
2023, preprint, arXiv:2310.10762, DOI: 10.48550/arXiv.2310.10762.

83 M. Flaschel, S. Kumar and L. De Lorenzis, Comput. Methods
Appl. Mech. Eng., 2023, 405, 115867.

84 K. Linka, S. R. S. Pierre and E. Kuhl, Acta Biomater., 2023,
160, 134–151.

85 R. d Rooij and E. Kuhl, J. Mech. Phys. Solids, 2018, 112,
563–576.

86 M. S. Zarzor, S. Kaessmair, P. Steinmann, I. Blümcke and
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