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Spontaneous generation of angular momentum in
chiral active crystals

Umberto Marini Bettolo Marconi †a and Lorenzo Caprini †*b

We study a two-dimensional chiral active crystal composed of underdamped chiral active particles.

These particles, characterized by intrinsic handedness and persistence, interact via linear forces derived

from harmonic potentials. Chirality plays a pivotal role in shaping the system’s behavior: it reduces

displacement and velocity fluctuations while inducing cross-spatial correlations among different

Cartesian components of velocity. These features distinguish chiral crystals from their non-chiral

counterparts, leading to the emergence of net angular momentum, as predicted analytically. This

angular momentum, driven by the torque generated by the chiral active force, exhibits a non-

monotonic dependence on the degree of chirality. Additionally, it contributes to the entropy production

rate, as revealed through a path-integral analysis. We investigate the dynamic properties of the crystal in

both Fourier and real space. Chirality induces a non-dispersive peak in the displacement spectrum,

which underlies the generation of angular momentum and oscillations in time-dependent

autocorrelation functions or mean-square displacement, all of which are analytically predicted.

Introduction

The term ‘‘chirality’’, derived from the ancient Greek word
‘‘weir’’ meaning ‘‘hand’’, was coined by Lord Kelvin in 1873
to describe the property of an object that cannot be super-
imposed onto its mirror image.1 Chirality, also known as
handedness, refers to the characteristic of being either right-
handed or left-handed. This property is observed across various
scales in nature, from organic molecules like DNA and proteins
to different organisms such as plants and animals. For
instance, snails exhibit chirality, with some possessing right-
handed spiraling shells while others have left-handed shells or
spiral in a clockwise/counterclockwise direction.2 Chirality is
also evident in the spiral arrangement of leaves, stems, roots,
and floral parts in plants.

Chirality has found applications in active matter,3–5 where
materials are engineered to exhibit specific behaviors, offering
opportunities for designing structures with diverse functional-
ities. As a result, there has been increasing interest in studying
the behavior of chiral self-propelled particles,6,7 both synthetic
and natural, to achieve control over their motion. These parti-
cles exhibit two distinctive properties: first, they break time-
reversal symmetry, converting energy into directed motion and

dissipated heat; second, they break reflection symmetry, inher-
ently existing far from equilibrium. The breaking of time-
reversal symmetry gives rise to phenomena absent in equili-
brium systems, such as flocking,8,9 motility-induced phase
separation,10–14 spatial velocity correlations,15–20 and accumu-
lation near obstacles.21–24 In contrast, the breaking of reflection
symmetry results in distinct phenomena, including odd
diffusivity25–27 and odd viscosity.28–31 A prominent example of
broken parity is the Hall effect, where moving charges in a
conductor subjected to a magnetic field produce an electric
potential difference perpendicular to both the motion and the
field, manifesting as an off-diagonal Hall resistance. Focusing
on active matter, numerous examples of chirality are found in
both natural systems and synthetic structures. Observing cir-
cular swimming in two dimensions or helical swimming in
three dimensions requires only a slight asymmetry in the active
particles relative to their propulsion axis32,33 or the presence of
an external magnetic field.34 For instance, magnetotactic bac-
teria, which are motile prokaryotes equipped with magneto-
some organelles, act like miniature compasses, swimming
along magnetic field lines. In addition, droplets of cholesteric
liquid crystals in isotropic liquids35 and artificial self-propelled
L-shaped particles32 also display circular trajectories. Examples
of chiral systems exist also at the macroscopic scale where
inertia plays a fundamental role. This is the case of chiral active
particles, such as vibrobots or spinners which self-rotate and
show circular motion.36–39

The behavior of individual chiral active particles is well
understood: the angular drift leads to circular trajectories40
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(see Fig. 1(a)), resulting in temporal oscillations in velocity
autocorrelations and mean-square displacement, as well as a
reduction in long-time diffusion.29,40–46 Beyond the case of a
potential-free particle, the role of chirality has been investigated
in various scenarios: dimers composed of two chiral particles,47

harmonic confinement where chirality reduces the effective tem-
perature induced by activity,48 and near planar obstacles where
circular motion mitigates the wall accumulation typically
observed in active particles.49–52

Moreover, the impact of chirality on collective phenomena has
been extensively investigated, both in the presence and absence of
alignment mechanisms. In systems with alignment interactions,
chirality gives rise to pattern formation,53–64 including phenomena
such as chiral self-recognition,65 traveling waves,66 and rotating
micro-flock patterns.53 In the absence of alignment interactions,
chirality suppresses motility-induced phase separation67–71 and
induces a hyperuniform phase.72–76 Additionally, circular motion
reduces spatial velocity correlations by decreasing their correlation
length.77 In this case, chirality appears to primarily diminish the
distinctive effects characteristic of active matter. However, recent
studies have highlighted novel phenomena that are primarily
associated with rotational dynamics arising from circular motion.
These effects include unique oscillatory caging phenomena
in chiral active glasses,78 fascinating vortex patterns in velocity
fields,67,79 self-reverting vorticity in the presence of attractive
interactions,80 and demixing in binary mixtures.81–83

Understanding the role of activity and chirality in active
crystals remains a challenge. In the absence of lattice vacancies,
the particles in a solid structure are restricted to vibrate around
their lattice positions rather than diffuse. In one- and two-
dimensional systems, these vibrational excursions can be sub-
stantial, even diverging for infinite systems. While the physics
of non-chiral solids has been extensively studied, the inclusion
of chirality introduces additional complexity. Recently, this
problem was addressed by Shee et al.,77 who employed a
continuum theory. Their study predicts that chiral active crys-
tals exhibit spatial velocity correlations following an Ornstein–
Zernike profile, as seen in non-chiral active solids,16,84,85 with a
correlation length that decreases as chirality increases.

In our paper, we investigate chiral active crystals using
a particle-based approach, previously applied to non-chiral
crystals86 (see Fig. 1(b) for an illustration). Motivated by macro-
scopic experimental systems, such as active granular particles,
we consider chiral active dynamics in the underdamped
regime. This general treatment includes the overdamped
motion typical of chiral colloids as the subcase with vanishing
inertia. For harmonic crystals, our theoretical method enables
us to analytically derive the displacement spectrum without the
need for parameter fitting, as well as to make approximations
for predicting spatiotemporal correlations in real space. After
validating the findings of ref. 77 on spatial velocity correlations,
we discover that chirality induces spatial structures in the
cross-velocity correlations, involving mixed Cartesian compo-
nents. This phenomenon is associated with a net angular
momentum entirely driven by circular motion, which displays
a non-monotonic dependence on chirality. The analytical
solution for the displacement spectrum reveals the presence
of a non-dispersive peak at the chirality frequency, which
underpins temporal oscillations in displacement autocorrela-
tions and mean-square displacements. Interestingly, chirality
introduces an additional contribution to entropy production,
arising from the torque exerted by the active forces on the
particles of the crystal.

The paper is organized as follows: Section 2 introduces the
model, presenting an extension of the active Ornstein–Uhlen-
beck model to describe a two-dimensional chiral active crystal.
Section 3 examines the model’s dynamical correlations in the
frequency and wave vector domains, including displacement
correlations (both diagonal and off-diagonal) and angular
momentum. In Section 4, we analyze the steady-state properties
of the system, such as equal-time displacement–displacement
and velocity–velocity correlations, angular momentum, and
entropy production, while in Section 5 we explore the system’s
temporal behavior, including the mean-square displacement
and the two-time correlations of velocity and displacement.
Finally, Section 6 presents the conclusions. The paper also
includes several appendices that detail technical aspects
omitted from the main text for clarity and brevity.

Fig. 1 Chiral active crystals. (a) Illustration of a chiral active particles which self-propel (red arrow) and rotate counterclockwise (blue arrow) performing
a circular trajectory. (b) Illustration of a chiral active crystal in two dimensions in a triangular lattice. Chirality induces rotating modes (a non-dispersive
peak in the displacement spectrum) which generates a global angular momentum.
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Model for chiral active crystals

We consider a two-dimensional non-equilibrium crystal composed
of chiral active particles in the underdamped regime. This choice
is motivated by the existence of macroscopic chiral active matter
systems where inertia is not negligible. In addition, the over-
damped case typical of chiral active colloids can be easily recovered
by taking the limit of vanishing mass. Each particle is harmoni-
cally connected to its neighbors and subjected to an additional
chiral active force that induces clockwise or counterclockwise
rotations. Specifically, the particles are distinguishable and labeled
by a two-dimensional index n = (n1,n2). They oscillate around their
equilibrium lattice positions, Rn, under the influence of random,
active, and conservative forces governing their dynamics. The
instantaneous coordinates rn(t) of the particles are described by
the following set of coupled Langevin equations:

m€rnðtÞ ¼ �mg_rnðtÞ þ Fn þ fanðtÞ þ
ffiffiffiffiffiffiffiffiffiffiffiffi
2mgT

p
xnðtÞ; (1)

where zn(t) is a white noise with zero mean and unit variance. The
term g is a friction coefficient per unit mass, such that the inertial
time is simply 1/g. The constant T sets the amplitude of the noise,
which corresponds to the solvent temperature in the case of active
colloids or it is generated by plate and particle imperfections in

active granular particles.87 The term Fn ¼ �
Pn:n
m

rnU rm � rnj jð Þ

represents the conservative force at position rn arising from a
potential U ensuring that the particle is maintained at the lattice

spacing s. Assuming short-range interactions, the sum
Pn:n

is taken

over the nearest neighbors of the particle which at equilibrium
occupies the lattice position, Rn. The term fa

n represents the active
or self-propelled force driving each particle out of equilibrium. The
evolution of fa

n follows the active Ornstein–Uhlenbeck particle
(AOUP) dynamics88–90 extended to include chirality,49 and is
expressed as

_f
a

nðtÞ ¼ �
1

t
fanðtÞ þ O� fanðtÞ þmgv0

ffiffiffi
2

t

r
wnðtÞ; (2)

where wn(t) is a white noise with zero mean and unit variance.
The terms v0 and t represent the typical particle speed and

the persistence time, respectively, i.e. the time required for a
particle to randomize its velocity. Following ref. 49, chirality is
incorporated into the dynamics by introducing the term O � fa

n,
where O = Oz is a vector perpendicular to the plane of motion
with a magnitude of O (z is the unit vector in the vertical
direction). The parameter O is an effective constant torque and
is commonly referred to as chirality, determining the revolution
time of fa

n. This model can be interpreted as a Gaussian
approximation of chiral active Brownian motion. It reproduces
the temporal correlation functions of fa

n in the steady state,
expressed as follows:

f a;xn ðtÞf
a;x
n0 ðt

0Þ
� �

¼ m2g2v02dn;n0e�jt�t
0 j=t cosðOðt� t 0ÞÞ (3a)

f a;xn ðtÞf
a;y
n0 ðt

0Þ
� �

¼ �m2g2v02dn;n0e�jt�t
0 j=t sinðOjt� t 0jÞ (3b)

f a;yn ðtÞf
a;x
n0 ðt

0Þ
� �

¼ � f a;xn ðtÞf
a;y
n0 ðt

0Þ
� �

; (3c)

where f a;xn ðtÞf
a;x
n0 ðt 0Þ

� �
¼ f a;yn ðtÞf

a;y
n0 ðt 0Þ

� �
. The active forces act

independently on different particles, as shown by the presence
of the Kronecker symbols. As is typical for non-chiral active
particles, the persistence time t corresponds to the decay time
of the temporal autocorrelations. Chirality introduces two
primary effects:

(i) It induces oscillations with frequency O and (ii) gives rise
to cross-temporal correlations, i.e., correlations between differ-
ent Cartesian components of the active force. These cross-
correlations vanish as O - 0 and exhibit odd symmetry under
the exchange of x and y, as evident from eqn (3c). This property
underpins the odd diffusivity, an antisymmetric diffusion
tensor, which has been previously predicted for chiral active
particles.25 Notice that the active force is subject to an over-
damped dynamics because in experiments of inertial active
matter, such as active granular particles,91 rotational inertia is
often negligible.

Assuming harmonic interactions among nearest neighbor
particles and introducing the displacement un with respect to
their equilibrium position as un = rn � Rn, we focus on the
dynamics of the displacement vectors

€unðtÞ þ g _unðtÞ ¼
K

m

Xn:n
m

um � unð Þ þ fanðtÞ
m
þ

ffiffiffiffiffiffiffiffiffi
2gT
m

r
xnðtÞ (4)

where K is the strength of the elastic restoring force. In the case
of a non-linear potential K can be determined by differentiating
the potential U(r), such that K = U00(s) + U0(s)/s, where s is the
lattice spacing.

Dynamical correlations

The dynamics (4) can be solved by switching to normal coordi-
nates and applying the double Fourier-transform of the vari-
ables moving from the discrete space of coordinates indexed by
n and the time domain t to the discrete wave vector q = (qx,qy)
and frequency o. Specifically, we use the continuum Fourier
transform to handle the time domain and the discrete Fourier
transform for the spatial coordinates. In this way, we obtain

~uqðoÞ ¼
1ffiffiffiffi
N
p

XN
n¼1

eiq�Rn

ð1
�1

dteiotunðtÞ: (5)

where the double Fourier transforms of any variables are
indicated by a ‘tilde’ symbol and by the explicit dependence
on q and o. The same definition can be applied to the velocity,
active force, and noise variables. In addition, a ‘hat’ symbol
denotes the spatial Fourier transform of a variable and a ‘bar’
symbol the Fourier transform in frequency (see Appendix A).
Since the velocity variable is given v̂qðtÞ ¼ _̂uqðtÞ, its double

Fourier transform satisfies the relation ṽq(o) = ioũq(o). By
applying the time and space Fourier transform to eqn (4), we
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obtain the evolution of each Fourier mode of the displacement

~uqðoÞ ¼ ~R
ûû

q ðoÞ �
~f
a

qðoÞ
m
þ

ffiffiffiffiffiffiffiffiffi
2gT
m

r
~xqðoÞ

 !
; (6)

where we have introduced the matrix Rũũ
q (o)) = Gq(o)I written

as the product between the identiy matrix I and the propagator
G̃q(o) given by G̃q(o) = (�o2 + iog + oq

2)�1. Here, oq is the
frequency of the vibrational modes of the crystal, which for a
triangular lattice with lattice constant s, reads:

oq
2 ¼ 2

K

m
3� cos qxsð Þ � 2 cos

1

2
qxs

� �
cos

ffiffiffi
3
p

2
qys

 !" #

�K

m

3

2
q2s2 ¼ c2q2:

(7)

In the last approximation, we have expanded oq for small
wave vectors q, obtaining the usual q2 behavior and we have
introduced c, as the equivalent of the speed of sound.

Dynamical correlations of the particle displacement

From the explicit solution (6), the displacement correlation
functions in the (q,o) representation can be readily derived by
utilizing the correlation properties of the noise. The detailed
calculations are provided in Appendix B, but here we present
the expression for the dynamical correlations of the particle

displacement with the same Cartesian index:

~uxqðoÞ~ux�qðo0Þ
D E

¼ 2g

o2 � oq
2

� �2þo2g2

� T

m
þ v0

2tg
o2 þ O2
� �

t2 þ 1

1� o2 � O2ð Þt2ð Þ2þ4o2t2

 !
2pdðoþ o0Þ:

(8)

For harmonic interactions, we observe an invariance for
along x and y, or in other words we have hũy

q(o)ũy
�q(�o)i =

hũx
q(o)ũx

�q(�o)i. The expression for hũx
q(o)ũx

�q(�o)i consists of
two terms: (i) a thermal contribution related to equilibrium
phonons and (ii) a non-equilibrium, active contribution with a
different functional form. (i) Corresponds with the first term
within the parentheses in eqn (8) and accounts for the
displacement correlation stemming from thermal fluctuations
in the presence of dissipative dynamics. The amplitude of this
equilibrium term is determined by the constant temperature T.
As is typical in equilibrium systems, the inertial term 1/g
governs a transition between monotonic decay and damped
oscillatory behavior. Specifically, for wavevectors satisfying
oq

2 4 g2/4, the poles of Rûû
q (o) are complex (underdamped

regime), while for oq
2 o g2/4 the poles become purely imagin-

ary (overdamped regime). This implies that in the under-
damped regime dispersive phononic peaks at o = �oq are
expected (Fig. 2(a)–(d)). In the overdamped regime, however, a
single peak at o = 0 emerges (Fig. 2(e)–(h)). The term (ii)
represents a non-equilibrium contribution arising from the
active force with its amplitude determined by the so-called

Fig. 2 Dynamical correlation of the displacement. (a) and (e) Diagonal correlations of the particle displacement (normalized with the lattice constant s),
hux

q(o)ux
�q(�o)i (red) and imaginary part of the out-of-diagonal correlations of the particle displacement hux

q(o)uy
�q(�o)i (blue). These observables are

plotted as a function of the frequency o rescaled with the inertial time 1/g at wave number modulus q = |q|. (b) and (f) hux
q(o)ux

�q(�o)i for different chirality
values O/g. (c) and (g) hux

q(o)ux
�q(�o)i for different rescaled wave numbers q = |q|. (d) and (h) hux

q(o)ux
�q(�o)i for different persistence time tg. (a)–(d) Are

obtained with K/(g2m) = 105, while (e)–(h) are obtained with K/(g2m) = 103. In all the panels, vertical dashed lines are used to denote the peak frequencies,
i.e. O/g and when it is not explicitly stated, the curves are obtained with q = |q| = 10�2, O/g = 30, mv0

2/T = 102, and tg = 2.
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active temperature, defined here as v0
2tg. Although this term

exhibits the same wave vector dependence as the thermal
contribution, the non-equilibrium contribution is characterized
by a prefactor that explicit depends on the frequency o (see the
second term in the parentheses in eqn (8)). Whether this
frequency-dependent term can be interpreted as an effective
temperature lies beyond the scope of this work. While this
frequency-dependent prefactor includes an explicit dependence
on the persistence time t, as noted previously,86,92 we emphasize
here that its value is significantly influenced by the chirality O. In
the absence of chirality O, the prefactor simplifies to 1/(1 + o2t2),
which is a function peaked at o = 0. In contrast, when O 4 0, the
prefactor is peaked at the frequency o = O.

In Fig. 2(a) and (e), the displacement correlations hũx
q(o)ũx

�q

(�o)i are shown as a function of the frequency o at fixed wave
vector q. In the underdamped regime (Fig. 2(a)), the dynamical
correlations are characterized by four peaks. Two of these peaks
occur at the phonon frequencies o� oq and are driven by both the
thermal and non-equilibrium contributions described in eqn (8);
these peaks are only weakly influenced on the chirality O which
does not alter their positions and are not present in the overdamped
regime (Fig. 2(e)) where hũx

q(o)ũx
�q(�o)i has a single peak in the

origin. The two additional peaks, present in both the underdamped
and overdamped regimes, are entirely induced by activity, particu-
larly by chirality. These peaks occur at frequencies o = ��O
(Fig. 2(b) and (f)) and collapse to the origin as O - 0. Notably,
these are non-dispersive peaks, as their positions do not depend
on the wave vector q (Fig. 2(c) and (g)), in contrast to the peaks at
o =�oq, whose positions are determined by the relation oq

2 B Kq2.
Finally, the persistence time t does not influence the positions of
the peaks but rather affects their widths and heights. Specifically,
larger values of t result in narrower and taller peaks (Fig. 2(d)
and (h)). Consequently, we conclude that the persistence time has a
dynamical effect analogous to inertia, while chirality can produce
non-dispersive peaks at the frequency determined by the angular
velocity O. Since these effects and the influence of chirality arise in
both overdamped and underdamped regimes, we will, in the
following, evaluate static correlation functions exclusively in the
overdamped case, where analytical results can be explicitly obtained.

Spectral density of cross correlation and angular momentum

One of the most distinctive traits of the chiral model is the
existence of cross-correlations, meaning the x component of
displacement (or velocity) exhibits a non-zero correlation with
its y component. Moreover, swapping the components results
in a change in the sign of the correlation: hũy

q(o)ũx
�q(�o)i =

�hũx
q(o)ũy

�q(�o)i. Specifically, the cross o-correlations are
purely imaginary, arising solely from active fluctuations and
remaining unaffected by thermal noise:

~uxqðoÞ~uy�qðo0Þ
D E

¼ iv0
2tg

g

o2 � oq
2

� �2þo2g2

� 4oOt2

1� o2 � O2ð Þt2ð Þ2þ4o2t2
2pdðoþ o0Þ;

(9)

where i is the imaginary unit. This expression is evaluated in
Appendix B. The imaginary part of these cross-correlations
qualitatively resembles the diagonal dynamical correlations of
the displacement. Both types of correlations exhibit the same
peaks, at o = �oq

2 and o = �O as well as the same parameter
dependencies (Fig. 2(a)). However, hũx

q(o)ũy
�q(�o)i is an odd

function of o and O and contains no thermal contributions.
The amplitude of this correlation is solely determined by the
active temperature v0

2gt. The presence of non-vanishing cross-
correlations in particle displacement leads to a non-zero spec-
tral density of angular momentum, M. This quantity is defined
as the dynamical correlations between the cross-product of
displacement and velocity. It serves as a measure of how the
signal varies across a given frequency and wavevector, enabling
the isolation of contributions from various length scales and
timescales. By employing the solution (6) and recalling that
ṽq(o) = ioũq(o), we derive (see Appendix B):

~MqðoÞ ¼
1

2
~uqðoÞ � ~v�qðo0Þ
� �

þ c:c:
� �

2pdðoþ o0Þ

¼ 8v0
2g2

o2 � oq
2

� �2þo2g2
o2Ot32pdðoþ o0Þ

1þ O2t2 � o2t2ð Þ2þ4o2t2
ẑ;

(10)

where ẑ represents the unit vector along the vertical direction.
In this expression, the o-dependence of M̃q(o) closely resem-
bles that of the displacement–displacement correlation func-
tion (9). Specifically, M̃q(o) and hũx

q(o)ũy
�q(�o)i share the same

denominator, leading to identical imaginary or complex poles.
The key distinction lies in the o2 dependence in the numerator
of M̃q(o), which makes this function even with respect to o.
As a result, M̃q(o) exhibits two pairs of distinct peaks. The first
pair occurs very near the phonon frequencies, �oq, while the
second appears at a frequency close to the angular drift
frequency, �O. Similar to the dynamical correlation of the
displacement, the latter peak is non-dispersive, meaning that
the frequency of its maximum is nearly independent of the
wavevector q. Furthermore, it is notable that the spectrum of
the angular momentum remains independent of temperature,
as it is driven solely by the active chiral noise. We anticipate
that the even o-dependence in eqn (10) indicates that a chiral
active crystal will exhibit a non-zero total angular momentum.
This property arises solely due to chirality, as the total angular
momentum vanishes for non-chiral active or passive crystals.
This idea will be explored further in the next section through
explicit real-space calculations.

Cross-correlations and angular momentum are also at the
basis of the edge currents typically observed in chiral active
systems. This effect can be observed even for a single chiral
particle in a flat channel or an external potential: when the
particle is close to the wall, its rotating trajectory leads to a
momentum flux tangential to the wall profile.49 The cross-
correlations observed here suggest that a similar effect may
occur in a two-dimensional chiral active crystal confined by a
wall along one direction.
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Spatial correlations

In this section, we will focus on the static correlation functions in
the steady state, i.e. t - N. In principle, time correlations can be
obtained from their o-representation by analytically performing
the necessary Fourier transforms through complex integration.
This task becomes less demanding when considering the over-
damped limit, where the propagator simplifies and becomes
G̃q(o) = (iog + oq

2)�1. Moreover, in the previous section, we have
discovered that chirality affects the displacement spectrum by
introducing two symmetric peaks at the chiral frequency o = �O
both in the underdamped and overdamped regimes. Since these
peaks are not affected by inertia, we conclude that the choice of
overdamped or underdamped regimes is irrelevant to understand-
ing the role of chirality in active crystals. Therefore, in this section,
we limit our theoretical treatment to the overdamped case.

The equal-time correlations can be derived by integrating the
dynamical correlations, such as eqn (8) and (9), over the entire
frequency range o. For example, the displacement spatial correla-
tions in the wave vector domain q at equal time are expressed as:

ûaqðtÞûb�qðtÞ
D E

¼
ð1
�1

do
2p

ð1
�1

do0

2p
~uaqðoÞ~ub�qðo0Þ
D E

2pdðoþ o0Þ

(11)

where a,b = x,y. Since the dynamical cross-correlations are odd
functions of the frequency o, the equal-time correlations hûx

q(t)ûy
�q

(t)i = hûy
q(t)ûx

�q(t)i = 0 vanish in the steady state, as evident by
considering the definition (11).

This procedure can also be applied to other variables, such
as velocity and self-propulsion to obtain general correlations of
dynamical variables as a function of q. By performing the
inverse q-Fourier transform in two dimensions, one can derive
the real space profile of these correlations:

uaRðtÞu
b
0ðtÞ

D E
¼ 1

N2

XN
q¼1

e�iq�Rn ûaqðtÞûb�qðtÞ
D E

� vc

ð2pÞ2
ð
BZ

dq ûaqû
b
�q

D E
e�iq�R;

(12)

where R is a real-space vector identifying the particle position
and in the last approximation, the sum over q is replaced by an
integral over the Brillouin region BZ. Here, vc represents the
volume of the unit (Wigner–Seitz) cell of the crystal. By evaluat-
ing eqn (12) at R = 0, we obtain the mean-square displacement.

For our convenience, rather than transforming the correlation
functions from the o domain to the time domain, we have adopted
a different but equivalent strategy, detailed in Appendix C, which
directly utilizes the time domain to evaluate the correlations. Using
the methods outlined in Appendix C, the diagonal components of
the equal-time displacement correlations are given by

ûxqðtÞûx�qðtÞ
D E

¼ T

m

1

oq
2
þ v0

2tg
oq

2

1þ t
g
oq

2

1þ t
g
oq

2

� �2

þO2t2
: (13)

Similarly to the o-correlations, the expression for hux
q(t)ux

�q(t)i
contains two terms derived from direct integration of the two
contributions in eqn (8). The first term originates thermally and is
proportional to the temperature of the thermal bath, while the
second term is entirely induced by the activity (pgtv0

2) and
vanishes in the equilibrium limit v0 - 0. Consequently, the first
term represents the standard passive contribution describing
equilibrium dynamics, whereas the second introduces a novel
source of fluctuations stemming from non-equilibrium effects.
Both the thermal and active terms contain a factor 1/oq

2 which
diverges as 1/q2 as q approaches 0. The active contribution
contains an additional q-dependence through toq

2/g, that
indicates the presence of non-equilibrium correlations in the
displacement spectrum, which qualitatively differ from those at
equilibrium. These non-equilibrium displacement fluctuations are
also present when chirality vanishes (O = 0) and diminish in
amplitude as O2t2 increases. The circular nature of the particles’
trajectories reduces the spatial fluctuations of the displacements
and effectively increases the stiffness of the spring constants. The
effect of chirality, as shown by the structure of the second term in
the equal-time pair correlation (13), is most amplified when q
satisfies the condition to g/oq

2. In fact, below a critical value qcrit,

defined by the condition oqcrit
2 ¼ g

t
, the active forces make a

significant contribution to the correlations.
The mean square displacement of the particles from

their equilibrium position is given by the expression:

un
2

� �
¼ 1

N

P
q

ûq � û�q
� �

, which upon converting the sums into

integrals as in eqn (12), reads: un
2

� �
¼ vc

ð2pÞ2
Ð
BZ
dq ûq � û�q
� �

,

where the integral, in principle, extends to the first Brillouin
zone (BZ). However, in practice, we employ the Debye conti-
nuum approximation, which assumes a linear dispersion rela-
tion Bq up to a maximum frequency, the Debye frequency.
In this way, the lattice is treated as a continuous elastic
medium, with a cutoff wavevector to match the number of
allowed vibrational modes to the actual number of the lattice
degrees of freedom. The model has the advantage of being
mathematically straightforward and computationally efficient:
it provides a reasonable approximation for low-frequency (long-
wavelength) acoustic phonons where the linear dispersion
relation is valid.

Utilizing eqn (13) to perform the integral in polar coordinates,

denoted as
vc

ð2pÞ2
Ð
BZdq!

vc

2p

Ð qD
qmin

qdq

� �
, with qmin = 2p/Na and

qD = p/a. Since the integral is peaked near q = 0, we approximate
the last fraction in eqn (13) as (1 + O2t2)�1 and use the small-q
approximation for oq

2 E 3K/(2m)q2s2 = c2q2, and obtain:

un
2

� �
� 1

p
vc

c2
T

m
þ v0

2 tg
1þ O2t2

� �	 
ðqD
qmin

dq

q
/ s2

p
lnN: (14)

This logarithmic divergence for N - N aligns with the
Mermin–Wagner theorem predicting the absence of long-range
translational order in a chiral active crystal. Both the thermal
and active fluctuations suppress the long-range translational
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order. However, compared to the corresponding non-chiral
active crystal, the amplitude of the displacement fluctuations
described by eqn (14) decreases as the persistence time t and
the chirality O increase. This behavior is consistent with the
fact that the diffusivity of freely moving chiral particles is
smaller than the one on non-chiral particles. However, in more
realistic situations where vacancies are present, the curvature
of the trajectories induced by the chirality might favor the
displacement of the particles (see Kalz et al.26)

On the other hand, the difference un � u0n between any pair of
sites (n and n0) exhibits only finite fluctuations if their separation
is finite, indicating that local order is preserved. Notably, in active
chiral systems, both the mean square displacement and un � u0nð Þ
are reduced compared to their values in the achiral case. This
reduction occurs because the trajectories in systems with chirality
(Oa 0) are curved, and the positional fluctuations are reduced by
activity. This behavior is consistent with the dynamics of an active
particle in a harmonic potential.48 The particle number density
can be expressed as the sum of delta functions positioned at rn(t),
rðr; tÞ ¼

P
n

d r� rnðtÞð Þ, where rn = Rn + un. Its Fourier transform,

assuming huni to be independent of the site index, reads:

r̂q
D E

¼ 1

N

P
n

eiq�rnh i ¼ eiq�unh if ðqÞ, where f ðqÞ ¼ 1

N

P
n

eiq�Rn repre-

sents the Fourier transformed density of the frozen lattice. It is
maximal when q = G, where G is a reciprocal wave-vector. Since the
displacements have a Gaussian distribution, we write: heiG�uni =

e�h(G�un)2i/2 = e�WG. Thus, the Fourier components of the density

associated with the reciprocal wave-vectors are hr̂Gi = f (G)e�WG

with WG ¼
1

2
G � unð Þ2

D E
. Employing the approximate correlator

and obtaining the following estimate:

2WG ¼ G � unð Þ2
D E

� 1

4p
G2 vc

c2
T

m
þ v0

2 tg
1þ O2t2

� �	 
ðqD
p=L

dq
1

q

�G
2

4p
vc

c2
T

m
þ v0

2 tg
1þ O2t2

� �	 

ln

LqD

p

� �
:

(15)

The Debye–Waller factor e�WG vanishes for large systems as
L - N (N - N), and for any G a 0, hr̂Gi = f (G)e�WG - 0. The
displacement u has infinite fluctuations, and the periodic order
parameter, hr̂Gi, is washed out. Only the amplitude corresponding
to G = 0 remains finite in the infinite volume limit. However, unlike
a liquid, the system displays power-law correlations.

Chirality effect on spatial velocity correlations

An active crystal, composed of self-propelled particles without
alignment interactions, exhibits spatial structures in velocity cor-
relations. This phenomenon manifests in the formation of spatial
domains where particles share the same (correlated) velocity, a
behavior referred to as spontaneous velocity alignment.15 This
nonequilibrium collective effect has been observed in previous num-
erical studies, which predict an Ornstein–Zernike profile16,20,84,85

with a correlation length analytically derived in terms of the model
parameters.17 This correlation length increases with the square root

of the persistence time and grows linearly with the spring strength.
Here, we evaluate the effect of chirality on spatial velocity correla-
tions. The static velocity correlation can indeed be derived explicitly
(see Appendix C) and is given by:

v̂aqðtÞv̂a�qðtÞ
D E

¼ T

m
þ v0

2

1þ t
g
oq

2 þ O2t2

1þ t
g
oq

2

� �2

þO2t2
� T

m
þ v0

2

1þ t
g

c2q2

1þ O2t2

:

(16)

where the latter approximation holds in the limit of small
wavevector q. Consequently, chirality does not modify the
Ornstein–Zernike profile observed for non-chiral particles (Fig. 3(a)).
As with displacement correlations, the velocity correlations,
hvaq(t)va�q(t)i, comprise two distinct contributions: (i) an equilibrium
term, which remains constant (pT) and does not induce any
spatial structure in the velocity field, and (ii) an active term, whose
amplitude is governed by the swim velocity v0

2 and vanishes in the
equilibrium limit v0 - 0. The active term introduces a wave vector
dependence, and creates spatial correlations in the velocity field.

The role of chirality manifests in a faster decay, as shown at
fixed tg by varying the chirality parameter O/g (Fig. 3(a)). The
Ornstein–Zernike profile (16) allows us to introduce a correlation
length x as B1/(1 + x2q2) which quantifies the size of the spatial
domains where particle velocities are aligned. The length x
decreases as Ot is increased (Fig. 3(c)) according to the formula:

x2 ¼ 3t
4g
r2 U 00ðsÞ þU 0ðsÞ

s

� �
1

1þ O2t2
; (17)

where U0 and U00 denotes the first and second derivative of the
potential evaluated at the lattice distance s. Eqn (17) reproduces
previous results15,16,84 in the limit of vanishing chirality, O = 0,
and incorporates a chirality dependence consistent with the
findings of ref. 77, which employed an alternative continuum
approach. The decrease in x arises because chirality induces
rotational motion in the particle trajectories, with a radius that
decreases as O increases. This results in a smaller effective
persistence length compared to the non-chiral case, leading to
reduced spatial domains where velocities remain correlated. In
addition, consistent with the non-chiral case, a strong potential
and/or a large value of t (at fixed O) lead to slower decays of the
spatial velocity correlations (Fig. 3(b)), which corresponds to a
larger correlation length x. By performing a Fourier transform of
the profile in eqn (16), it is found that the velocities exhibit
exponentially decaying correlations in real space. An estimate of
the long-distance behavior of the velocity correlation function is:

vR � v0h i � v0
2

ð2pÞ2
ð
BZ

dq
eiq�R

1þ x2q2ð Þ � 2v0
2 x�3=2

ð8pRÞ1=2e
�R=x (18)

Here, we have omitted a delta-like contribution arising from
the passive term, as T { v0

2gt. In the first approximation, we
took the continuum limit, replacing the summation over dis-
crete wavevectors with an integral over the first Brillouin zone.
In the second approximation, we evaluated the correlation at
long distances, deriving the asymptotic behavior of the spatial
velocity correlations.
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Chirality-induced angular momentum

Chirality primarily manifests through circular trajectories and a
propensity for rotational motion. Consequently, it is not surprising
that spatial velocity correlations are insufficient for effectively
capturing novel collective effects induced by chirality. To address
this limitation, we propose using the angular momentum field93 as
a steady-state observable to quantify the system’s handedness. This
observable can be determined by integrating the spectral density of
the angular momentum (eqn (10)) over the frequency o, or directly
from the equal-time off-diagonal correlation between velocity and
displacement, yielding:

m̂qðtÞ ¼
m

2
ûqðtÞ � v̂�qðtÞ
� �

þ c:c:
� �

:

¼ 2mv0
2Ot2

1þ t
g
oq

2

� �2

þO2t2
ẑ � 2mv0

2Ot2

1þ 3
t
g
Kq2 þ O2t2

ẑ:
(19)

Here, ẑ represents a unit vector in the vertical direction.
In the final approximation, we have expanded oq for small q,

retaining only the leading order in q. Eqn (19) reveals that the
angular momentum exhibits a q-dependence, indicating the
presence of a steady-state spatial structure in real space. Speci-
fically, mq follows an Ornstein–Zernike profile with a correlation
length of 2x, where x is defined in eqn (17). This behavior is
illustrated for different values of O (Fig. 4(a)) and different values
of t (Fig. 4(b)). Notably, the amplitude of |m̂q=0| increases
monotonically with t, whereas it exhibits a non-monotonic
dependence on O. This suggests that chirality may impart a
non-monotonic effect on the total angular momentum M. This
global observable is obtained by summing contributions mq

from all modes q and normalizing by the number of particles N:

M ¼ m

2N

X
q

ûq � v̂�q
� �

þ c:c:
� �

: (20)

The observable defined in eqn (20) is a vector directed along
the vertical direction and corresponds to the average angular

Fig. 4 Chirality-induced angular momentum. (a) and (b) Vertical component of the angular momentum mq = huq � v�qi + c.c. = mqẑ as a function of
wave vector modulus q = |q| rescaled with the particle diameter. (a) shows mq for different values of the reduced chirality O/g at fixed reduced inertia
tg = 1, while (b) shows m(q) for different tg at fixed O/g = 1. (c) Total angular momentum M calculated by using eqn (23) as a function of O/g for different
values of tg. In all the panels, the curves are obtained with mv0

2/T = 102 and K/(g2m) = 103.

Fig. 3 Chirality-suppressed spatial velocity correlations (a) and (b) spatial velocity correlations hvx
qvx
�qi (normalized by hvx

0vx
�0i) as a function of

the wave vector modulus q = |q| rescaled with the particle diameter s. (a) Shows hvx
qvx
�qi for different values of the reduced chirality O/g at fixed

reduced inertia tg = 1, while (b) shows m(q) for different tg at fixed O/g = 1. (c) Correlation length x of the spatial velocity correlations (normalized
by correlation length calculated at zero chirality x(O = 0)) as a function of/for different values of tg. In all the panels, the curves are obtained with
mv0

2/T = 102 and K/(g2m) = 103.
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momentum per particle because

M ¼ m

N

XN
n¼1

un � vnh i þ Rn � vnh ið Þ ¼ m

N

XN
n¼1

rn � vnh i; (21)

where the last equality holds because hvni = 0 in the steady-
state. As shown in Appendix D, its modulus, M, is given by:

M ¼ 2mv0
2Ot2

1

N

X
q

1

1þ t
g
oq

2

� �2

þO2t2
; (22)

and can be explicitly evaluated, by expanding oq E cq and
approximating the sum in eqn (22) as an integral:

M � vc

2p
mgv02

c2
arctan

t
g
c2qD

2

jOjt

1þ
1þ t

g
c2qD

2

O2t2

0
BBBBB@

1
CCCCCA; (23)

where qD is the Debye frequency chosen as a cutoff for the
integral over q. For small Ot the angular momentum grows
linearly and can be approximated as:

M � vc

2p
mv0

2t
1

2p
OtqD2

1þ t
g
c2qD2

: (24)

In contrast, for large values of Ot c 1, the angular momen-

tum decreases as M � vc

2p
mv0

2t
1

2p
qD

2

Ot
. This results in a non-

monotonic dependence on O which is evident for different
values of t as shown in Fig. 4(c). This non-monotonicity can be
understood by noting that for O = 0 (in the absence of chirality)
the angular momentum vanishes due to symmetry. Similarly,
we expect M to vanish again for O - N. This behavior arises
because chirality induces a bending of the trajectories of an
active particle, thereby reducing displacement fluctuations
compared to the non-chiral case, eventually suppressing them
entirely for sufficiently large chirality. This interpretation aligns
with the findings from the study of a single chiral active particle
in a harmonic potential.48 Let us note that, as demonstrated in
Appendix D, the torque, T, exerted by the active chiral forces on
the particles is balanced by the torque exerted by the friction,
the latter being proportional to the angular momentum multi-
plied the friction coefficient, g, yielding: |T| = gM.

We remark that even a collection of independent oscillators,
all having the same frequency o0 and subject to chiral active
forces, would produce an angular momentum. In such a case,
the value of M would be larger than the one of the solid
described by eqn (22) because the particle interactions deter-
mine a spectrum containing frequencies oq o o0. The origin of
the angular momentum of the system is induced by the chiral
active force on each particle. In the absence of interactions
among the particles, each particle would perform curved tra-
jectories around its equilibrium position. The effect of the
harmonic interactions is to couple the individual rotations so
that the particles move in a more coherent fashion, i.e. the

circular motion of each particle around its equilibrium position
is concerted with the others. However, the infinite (N - N)
ideal crystal considered in this paper does not show global
rotations because the center of mass cannot move. However,
global rotations emerge as a finite-size effect by considering a
crystal consisting of chiral active particles subject to strong
attractive interactions.80 Indeed, in this case, the center of mass
of the crystal behaves itself as a chiral particle and thus is
characterized by circular motion. Similar global rotations have
been observed in a phase field model for chiral crystals94 or a
system of interacting particles with active rotations.94

Steady-state entropy production rate of a chiral solid

The entropy production serves as a measure of a system’s irrever-
sibility and its deviation from thermodynamic equilibrium.95–97 In
systems far from equilibrium, time-reversal symmetry is broken,
and detailed balance no longer holds. As a result, the probability of
a stochastic trajectory (forward path) differs from the probability of
its time-reversed counterpart (backward path). This asymmetry is
quantified by the Kullback–Leibler divergence, expressed as the
logarithm of the ratio between the probabilities, Pf, associated with
forward paths, and Pr, associated with backward paths. This
framework is used to define the entropy production rate,

:
S98–100

as: _S ¼ lim
t!1

1

t
ln

Pf

Pr

� �� �
, where a non-zero value of

:
S differenti-

ates non-equilibrium steady states from equilibrium states. It is
worth noting that this expression is often referred to as the entropy
production rate of the medium. However, this term coincides with
the entropy production rate in the steady state, which is the
primary focus of our interest.

In the case of non-chiral active systems, each chiral active
particle is intrinsically far from equilibrium100–107 and on aver-
age, each equally contributes to the entropy production rate. The
total entropy production rate per particle of a chiral active crystal
can be expressed as the sum of two contributions as:

:
S =

:
Sv +

:
Sf. (25)

The first term reads _Sv ¼ 1

N

P
n

fanðtÞ � vnðtÞ
� �


T , and has the

usual form of the entropy production rate of active particles, i.e.
correspond to the work performed by the active force. The
dependence on the chirality is implicitly contained in the
equal-time correlations hf a

n(t)�vn(t)i. Approximating this correla-
tions, leads to the following result (see Appendix E)

_Sv �vc

4p
mg2v02

T

1

tc2
ln

1þ t
g
c2qD

2

� �2

þO2t2

1þ O2t2

0
BBB@

1
CCCA

8>>><
>>>:

þ 2jOjt arctan

t
g
c2qD

2

jOjt

1þ
1þ t

g
c2qD

2

O2t2

0
BBBBB@

1
CCCCCA

9>>>>>=
>>>>>;
:

(26)

Soft Matter Paper

Pu
bl

is
he

d 
on

 2
6 

Fe
br

ua
ry

 2
02

5.
 D

ow
nl

oa
de

d 
on

 7
/2

9/
20

25
 1

:1
7:

57
 A

M
. 

View Article Online

https://doi.org/10.1039/d4sm01426j


This journal is © The Royal Society of Chemistry 2025 Soft Matter, 2025, 21, 2586–2606 |  2595

The entropy production rate contains an additional contri-
bution arising from the active force dynamics,

:
Sf, and given by

the formula

_S f ¼ Ot

mgv0ð Þ2
1

N

X
n

fan � _f
a

n

D E
¼ 2O2t (27)

which is derived in Appendix E using a path integral approach
to calculate forward and backward trajectories.

The term Sv (eqn (26)), representing the work performed by
the active force, is intuitively non-zero because both the velocity
and the active force tend to align, regardless of whether the
particles are chiral or harmonically confined. Sv consists of two
contributions: (i) a logarithmic term and (ii) an arctan term. (i)
Has a functional form similar to that observed in non-chiral
active particles, as discussed in ref. 92. Thus, this term can be
naturally interpreted as a translational contribution arising
from the tendency of active particles to persistently moving
in a typical direction. Consistently with our interpretaiton,
chirality reduces the magnitude of this term, which scales
approximately as B1/O2 for large chirality values. By contrasts,
the arctan contribution (ii) emerges from the angular drift
present in the dynamics of the active force: it disappears for
vanishing chirality (O = 0) and was not present in previous
formulations of the entropy production rate for crystals con-
sisting of non-chiral active particles. This is a rotational con-
tribution to entropy production which is indeed proportional to
the chirality-induced angular momentum (eqn (22) and (23)) or,
in other words, the torque exerted by the chiral active force.
Compared to non-chiral systems, the entropy production rate
contains the additional term

:
S f which is entirely due to chirality

and directly arises from the time evolution of the active force.
This term represents the energetics cost needed to maintain a
particle in rotational motion and generate a circular current.
This contribution to entropy production is formally analog to
the one obtained by applying path integral techniques to a
Brownian particle subject to a quadratic central potential and
rotating because of a magnetic field.

From this, we can immediately conclude that the interplay
between these terms results in an entropy production rate that
increases with chirality O. As O approaches zero,

:
Sv tends to a

finite limit, which corresponds to the entropy production rate
of a solid composed of achiral AOUP particles. Conversely,

:
Sv

saturates for large values of O, while
:
S f vanishes at O = 0 and

diverges quadratically as O approaches infinity.

Time-dependent correlations

In addition to decaying with particle separation, correlations
also diminish over time. Understanding the time-dependent
behavior of correlations is essential for unraveling the range
and duration of collective effects in active matter systems.

As in the previous section, we will focus on the overdamped
regime, where g2/4 c oq

2, to facilitate analytical progress and
assess the impact of chirality. The temporal correlations, such
as hûa

q(t)ûb
�q(0)i are obtained in the wave vector domain q.

Temporal autocorrelations for the same particle coordinates
are calculated by summing over q (or integrating over the
Brillouin zone BZ):

ua0ðtÞu
b
0ðtÞ

D E
¼ 1

N

X
q

ûaqðtÞûb�qðtÞ
D E

� vc

ð2pÞ2
ð
BZ

dq ûaqû
b
�q

D E
(28)

Time-dependent displacement and velocity correlations in the
overdamped regime

After lengthy but straightforward calculations reported in
Appendix C (see eqn (77) and (78)), we obtain the following
formula for the displacement correlations with t Z 0:

ûxqðtÞûx�qð0Þ
D E

¼ T

m

1

oq
2
e
�
oq

2

g t

þ v0
2

oq
2

tg

1� t
g
oq

2

	 
2
þO2t2

Fxx
q ðtÞ

1þ t
g
oq

2

� �2

þO2t2

(29)

where

Fxx
q ðtÞ ¼ 1� t

g
oq

2

� �2

þO2t2
 !

e
�
oq

2

g t þ 2
t
g
oq

2Ote�
t
t sinðOtÞ

� t
g
oq

2 1� t
g
oq

2

� �2

�O2t2
 !

e�t=t cosðOtÞ:

(30)

By symmetry, we have huy
q(t)uy

�q(0)i = hux
q(t)ux

�q(0)i. The first
term in eqn (30) represents the contribution of thermal noise,
while the second and third terms are due to the active force and
have a non-equilibrium origin. Chirality reduces the amplitude
of activity-induced fluctuations compared to the non-chiral
case, leading to damped oscillatory behavior with frequency
O, as evident from the presence of sin(Ot) and cos(Ot). We
classify fluctuations based on their wavevector, q: (i) fluctua-
tions with persistence times exceeding the viscous time asso-
ciated with the mode of wavevector q (t c g/oq

2). (ii) Long-
wavelength fluctuations for which t { g/oq

2. In the first case,
the slowest relaxation modes are represented by terms propor-

tional to e�
1
tt. For time separations t exceeding t, the most

relevant terms in the correlations vary exponentially as e
�
oq

2

g t
,

with slower decay for smaller wavevectors q. After a short initial
transient, the amplitude of these long-wavelength modes con-
tributes significantly to real-space correlations.

Using eqn (79), we obtain the time correlation between
diferent spatial components of displacement:

ûxqðtÞûy�qð0Þ
D E

¼ � v0
2t2

1� t
g
oq

2

	 
2
þO2t2

Fxy
q ðtÞ

1þ t
g
oq

2

� �2

þO2t2

(31)

Paper Soft Matter

Pu
bl

is
he

d 
on

 2
6 

Fe
br

ua
ry

 2
02

5.
 D

ow
nl

oa
de

d 
on

 7
/2

9/
20

25
 1

:1
7:

57
 A

M
. 

View Article Online

https://doi.org/10.1039/d4sm01426j


2596 |  Soft Matter, 2025, 21, 2586–2606 This journal is © The Royal Society of Chemistry 2025

where

Fxy
q ðtÞ ¼ 2Ot e

�
oq

2

g t � e�t=t cosðOtÞ
 !

� 1� t
g
oq

2

� �2

�O2t2
 !

e�t=t sinðOtÞ:

(32)

Exchanging the components (xy - yx) changes the sign of
the correlation, i.e., hûy

q(t)ûx
�q(0)i = �hûx

q(t)ûy
�q(0)i, resulting in

vanishing equal-time off-diagonal elements. In the short-time
regime, the correlation varies linearly with t, contrasting with
the diagonal correlation. Asymptotically (t c t), the leading
term of the two-time correlation is proportional to Oe�oq

2t/g,
with the prefactor being an odd function of O.

By using the method of Appendix C, we obtain the two-time
diagonal elements of the velocity correlations, which can be
expressed as follows:

v̂xqðtÞv̂x�qð0Þ
D E

¼ T

m
e
�
oq

2

g t � v0
2tg

RqðtÞ

1� t
g
oq

2

	 
2
þO2t2

(33)

where

RqðtÞ ¼
oq

2

g2
e
�
oq

2

g t
1�2t

g
oq

2

1þt
g
oq

2

� �

1þt
g
oq

2

� �2

þO2t2

2
6664

3
7775þ2Og e�t=t sinðOtÞ

þt
g

1

t2
�O2

� �
e�t=tcosðOtÞ�2t

g
1

1þt
g
oq

2

� �2

þO2t2

� 1þt
g
oq

2

� �
1

t2
�O2

� �
e�t=tcosðOtÞþ2O

t
e�t=t sinðOtÞ

	 
�

�Ot 1

t2
�O2

� �
e�t=t sinðOtÞþ2O2e�t=tcosðOtÞ

�
:

(34)

Again, we can identify a thermal term proportional to T that
decays with a characteristic time g/oq

2 and a non-equilibrium
term whose amplitude is given by the active temperature v0

2tg.
This second term is characterized by an exponential decay
governed by two typical timescales: g/oq

2 (as in the passive
term) and the persistence time t. As with displacement correla-
tions, the chirality O induces temporal oscillations for a short
duration.

By differentiating eqn (32), we derive the temporal velocity
cross-correlations hv̂x

q(t)v̂y
�q(0)i. Similar to the displacement in

eqn (32), these correlations are antisymmetric with respect to
the exchange of indices x and y, and vanish both at t = 0 and as
t -N. Here, we simply present the expression in the long-time

regime where oq
2t/g { 1:

v̂xqðtÞv̂y�qð0Þ
D E

�� 2Otv02
1

1� t
g
oq

2

� �2

þO2t2

� 1

1þ t
g
oq

2

� �2

þO2t2

t
g
oq

2

� �2

e
�
oq

2

g t
:

(35)

In the long-time regime, chirality contributes to these tem-
poral correlations by decreasing their amplitude. This result is
consistent with the reduction of persistence length for O 4 0.
Conversely, chirality induces circular trajectories, which man-
ifest as short-time oscillations in the temporal correlations.
These oscillations are neglected in the approximation of
eqn (35).

Time-dependent density self-correlation function and mean-
square-displacement

Although the harmonic lattice is a linear model, deriving an
analytical expression for the self-density–density correlation is
challenging due to its nonlinear dependence on the displace-
ment correlation. We consider the average hrn(x,t)rn(x0,0)i.
The expression rn(x,t) � d(2)(x � rn(t)) represents the probability
density that the n-th particle is located at time t within a small
volume centered around the point x.

Given the translational invariance of the system, we inte-
grate over the entire volume and average over the distribution
of particle positions. This leads us to define Ginc(r,t) as follows:
Ginc(r,t) = hd(2)(rn(0) + r � rn(t))i. Using the displacement
variables and the Fourier representation of the Dirac delta
function we have:

Gincðr; tÞ ¼
1

ð2pÞ2
ð
d2pe�

p2

2
unðtÞ�unð0Þð Þ2h ieip�r

¼ 1

2p
1

MSDðtÞe
�1
2
r2=MSDðtÞ

(36)

where MSD(t) = h(un(t) � un(0))2i. In the Gaussian expression
above, the dependence on the chiral parameter O is embedded
within the mean square displacement, MSD(t), which can be
computed by using the Green–Kubo relation, i.e. by double
integrating over time the autocorrelation of the velocity (33)
and then performing the integration over the wave vector q.
This leads to the following formula:

MSDðtÞ¼ 1

2p2

ð
BZ

dq
T

m

1

oq
2
1�e�

oq
2

g t

" #(

þ v0
2tg

1�t
g
oq

2

	 
2
þO2t2

HqðtÞþWqðtÞþOte�t=tsinðOtÞ
h i

9>>>=
>>>;
:

(37)
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where

HqðtÞ¼
1

oq
2
1�e�

oq
2

g t

" #
þt
g
1�e�t=tcosðOtÞ
h i

(38)

WqðtÞ¼�2
t
g

1þt
g
oq

2

1þt
g
oq

2

� �2

þO2t2
2�e�t=tcosðOtÞ�e�

oq
2

g t

" #
: (39)

This observable provides insight into the particle’s ability
to explore the space and is illustrated in Fig. 5(a) through
the direct integration of formula (38) for various values of
chirality, O, using an upper cutoff qD. Notably, the MSD(t)
displays a quadratic growth with respect to t in the short-time
regime t o t:

MSDðtÞ � t2
vc

4p2

ð
dq v̂qð0Þv̂�qð0Þ
� �

: (40)

The variance hv̂q(0)v̂�q(0)i is given by eqn (33) at t = 0 and
depends on the swim velocity and chirality. This t2 behavior is
typical of active matter systems and arises from the self-
propulsion force, which induces ballistic behavior over short
time scales. For sufficiently large chirality compared to the
persistence time, such that Ot 4 1, the mean squared displace-
ment, MSD(t), displays oscillations which become more pro-
nounced as O increases (Fig. 5(a)). These oscillations emerge for
intermediate times and are suppressed in the long-time regime,
where the dominant contribution to the integral comes from the
small wavevector region. Consequently, the long-time behavior
can be approximated as follows:

MSDðtÞ � vc

p
2m

3Ks2
T

m
þ v0

2tg
1þ O2t2

� �
ln t: (41)

The MSD(t) exhibits a logarithmic divergence with respect
to t, similar to the passive case. Indeed, expression (41) con-
tains a passive contribution proportional to T and an active

contribution proportional to the active temperature v0
2tg. The

latter is reduced by chirality as evident in Fig. 5(a). Additionally,
chirality induces a temporal profile in the cross-correlations,
hux

n(t)uy
n(0)i, obtained by numerically integrating eqn (32) over q

using the continuum approximation (28). Fig. 5(b) displays this
observable as a function of time for various values of O. Rather
than presenting the lengthy expressions, we will concentrate on
the short-time and long-time regimes. The short-time regime
exhibits linear growth, which can be approximated by:

uxnðtÞuynð0Þ
� ��� �� ¼ v0

2t
Ot

1þ t
g
oq

2

� �2

þO2t2
t: (42)

Conversely, in the long-time regime, employing the same
methodology as in deriving eqn (41), yields the expression:

uxnðtÞuynð0Þ
� ��� �� � v0

2 2m

3Ks2
gOt3

1þ O2t2ð Þ2
1

t
: (43)

Thus, for large t, temporal cross-correlations have a long-
range B1/t decrease. In agreement with the previous observa-
tions in the frequency and wave vector representation, the
coefficients of the cross-correlations are non-monotonic func-
tions of the chirality O.

Summary and conclusions

In this paper, we studied a two-dimensional harmonic solid
composed of chiral active particles, which are modeled by
incorporating an angular drift into the active force term. We
analyzed the displacement and velocity correlation functions in
both the time and frequency domains. A harmonic chiral active
crystal adheres to the Mermin–Wagner theorem, exhibiting a
diverging displacement–displacement correlation in two
dimensions. Furthermore, as in the non-chiral case, these
chiral crystals display spatial velocity correlations. While chir-
ality does not significantly alter the functional form of these

Fig. 5 Time-dependent properties. (a) Mean-square-displacement MSD(t) = h(un(t) � un(0))2i as a function of time t for different values of the chirality
O/g normalized by the inertial time. Colored lines are obtained by integrating eqn (38) over q while black dashed lines are realized by fitting a logarithm
function a log(tb) where a and b are fitting parameters. These fits confirm the approximation (41). (b) and (c) Temporal cross correlation hux

n(t)uy
n(0)i as a

function of time t for different values of O/g. Colored lines are obtained by integrating eqn (32) over q. (c) Is a zoom on the square area in panel (b), where
the 1/t scaling is shown as a black dashed line. In all the panels, the curves are obtained with mv0

2/T = 102 and K/(g2m) = 103 and tg = 1.
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correlations, it reduces their correlation length. This result is
consistent with the continuum theoretical approach and the
numerical results obtained by Shee et al.77 In ref. 77, a more
realistic description of the chiral solid is adopted by considering
high-density chiral active particles interacting with linear repul-
sion. Our theory, which does not involve any fitting parameter,
can be compared with the non-linear model by setting a high
effective elastic constant (extremely high density) so that the
displacements are not too large. We leave this comparison for a
future investigation.

The distinctive properties of chiral crystals are highlighted
by a non-vanishing angular momentum, defined as the vector
product of the displacement and velocity of the particles. The
angular momentum stems from the torque exerted by the active
force, which has a preferential direction due to chirality. The
angular momentum, which is zero for a crystal consisting of
non-chiral active particles, shows a non-monotonic dependence
on chirality and possesses a spatial structure. Chirality also
influences the dynamical properties of the crystal by altering
the spectrum of particle displacements, introducing a non-
dispersive peak at the chiral frequency. This peak is not altered
by the presence of inertia and coexists with the phononic peak
(underdamped regime) or the peak at vanishing frequency (over-
damped regime). Moreover, the unique effects of chirality man-
ifest in non-zero cross-correlations between different Cartesian
components of displacement–displacement and velocity–velocity
dynamical correlations in the frequency domain. The presence
of this peak leads to temporal oscillations in the autocorrelations
of particle displacement and mean-square displacement, which
we have analytically predicted. Finally, chirality contributes an
additional entropy production term, specifically associated with
angular momentum.

Our findings provide analytical insights into recent phenom-
ena displayed by chiral active particles and may lead to novel
applications. Our results suggest that chirality represents a
strategy to design crystals with a non-dispersive peak at a specific
frequency. This frequency is uniquely selected by chirality and
can be responsible for resonant effects due to the superposition
with phononic peaks. The theory developed in this paper for an
ideal chiral active crystal may pave the way for the investigation
of isolated topological defects or weak mass defects in solid
structures. This problem can be tackled analytically by resorting
to perturbative techniques around the ideal solution, for
instance following the method adopted in ref. 108 for a non-
chiral active crystal with isolated defects. Additionally, our study
is consistent and, somehow, provides a theoretical justification
for the emergence of Magnus effects observed in the dynamics of
a probe particle driven by a constant force in a chiral active
bath.42,43,109–112 These Magnus effects have been observed
numerically for different densities of the environment exploring
both liquid-like or solid-like configurations. This phenomenon
can happen if the environment is characterized by cross-
correlations (for instance, coupling the x and y components of
the displacement field), as we have predicted for an ideal chiral
active crystal. We expect that chiral active liquids display similar
correlations which can be numerically explored.

Beyond the numerical investigation of a densely packed assem-
bly of chiral soft spheres,17,113 our predictions can be tested in
experimental active matter systems exhibiting chirality. Promising
candidates include systems of densely packed chiral active
colloids114 or colloids subjected to a magnetic field, starfish
embryos115 as well as active granular particles.91,116–118 In the latter
macroscopic setups, particles can be connected using rigid rods39

or springs,119 while chirality can be introduced by modifying the
particle shape.36–38 In all these cases, our findings can be tested
through standard data acquisition techniques by using standard
imaging systems and high-speed cameras which allow for the
calculation of the displacement field and, thus, displacement–
displacement dynamical correlations.

We remark that the model employed in this paper funda-
mentally differs from particle-based models characterized by
transverse interactions,120 recently employed to describe odd
elastic solids. In the latter case, rotations are induced by
particle interactions and, thus, represent a two-body effect,
while the circular motion observed in a chiral active Brownian
particle is a single-body property. Consequently, while our
model is always linearly stable, the model of Choi et al. presents
a rich phase diagram comprising no-waves, damped or persis-
tent waves, and a melted phase.120 However, our exactly solva-
ble model may bridge the gap between macroscopic theories of
chiral crystals with odd elastic properties.31,120 These macro-
scopic elastodynamic theories rely on an antisymmetric elastic
matrix. By employing coarse-graining techniques, one can
derive the effective elastic matrix for our model, providing
insights into the relation between chirality and odd elasticity.

Data availability

The data supporting this article have been included as part of
the Appendices. Indeed, these Appendices contains the theore-
tical predictions that are plotted in the main text.
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Appendices
Definition of time and space Fourier transforms

Fourier transforms are performed in the time and space domains.
Even if the explicit dependence on frequency o (time t) or wave
vector q (particle index n) is always explicit, we adopt the following
notation: (i) a vertical bar over the variable denotes time Fourier
transform in the domain (o, n). (ii) The hat is used for the spatial
Fourier transform in the domain (t, q). (iii) The tilde is employed
for the time and space Fourier transforms in the domain (o, q).
Specifically, we define the time Fourier transform of the particle
displacement, which is denoted by the tilde symbol and an
explicit dependence on the frequency o, as

�unðoÞ ¼
ð1
�1

dteiotunðtÞ (44)
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while the inverse time Fourier transform reads

unðtÞ ¼
ð1
�1

do
2p

e�iot�unðoÞ: (45)

Similar definitions hold for the other variables, such as
velocity, active force and noise variables. Specifically, delta-
correlated white noises, such that hxn(t)xm(t0)i = d(t � t0)dnm,
satisfy the following relation in Fourier space

�xnðoÞ�xmðo0Þ
� �

¼
ð1
�1

dteiot
ð1
�1

dt 0eiot
0
xnðtÞxmðt 0Þh i

¼
ð1
�1

dteiot
ð1
�1

dt 0eiot
0
dðt� t 0Þdnm

¼ 2pdnmdðoþ o0Þ;

(46)

and
Ð1
�1dte

iot xnðtÞxmð0Þh i ¼ dnm. In a similar way, we can define
the discrete spatial Fourier transform of the displacemente
vector as

ûqðtÞ ¼
1ffiffiffiffi
N
p

X
n

eiq�RnunðtÞ; (47)

where Rn is a vector identifying the position of each lattice site
and q = (qx,qy) is a discrete wave vector and N is the total
number of particles. The inverse discrete spatial Fourier trans-
form is defined as

unðtÞ ¼
1ffiffiffiffi
N
p

X
n

e�iq�Rn ûqðtÞ: (48)

The combination of the time and space Fourier transforms
leads to the definition (5).

Derivation of the dynamical correlations

In this Appendix, we derive the dynamical correlation of the
particle displacement in the frequency o and wave vector q
domains, i.e. eqn (8) and (9). As a first step to finding analytical
solutions, we consider the Fourier transforms in time and
space of the dynamics (2) for the active force and the dynamics
(4) for the particle displacement. Specifically, the Fourier trans-
form of the active force dynamics expressed in Cartesian
components reads:

io~f a;xq ðoÞ þ
1

t
~f a;xq ðoÞ þ O~f a;y

q ðoÞ ¼ mgv0

ffiffiffi
2

t

r
~wxqðoÞ (49a)

io~f a;yq ðoÞ þ
1

t
~f a;y
q ðoÞ � O~f a;x

q ðoÞ ¼ mgv0

ffiffiffi
2

t

r
~wyqðoÞ (49b)

where we have used superscript to denote the x or y Cartesian
component. By contrast, the Fourier transform of the displace-
ment dynamics reads

�o2 þ iogþ oq
2

� �
~uqðoÞ ¼

~f
a

qðoÞ
m
þ

ffiffiffiffiffiffiffiffiffi
2g
T

m

r
~xqðoÞ; (50)

which corresponds to eqn (6) upon defining ~R
ûû

q ðoÞ ¼ ĜqðoÞI
via the propagator Ĝq(o), introduced below eqn (6). We remark

that the Fourier transforms of the white noises satisfy the
following properties:

h~waq(o)~wb�q(o0)i = 2pdabd(o + o0) (51)

h~xaq(o)~xb�q(o0)i = 2pdabd(o + o0), (52)

where a,b = x,y denote Cartesian components.

Active force self correlation function in x representation

The linearity of the dynamics for the active force, eqn (49a) and
(49b), allows us to solve the dynamics. Let us introduce for
convenience the dynamical matrix M̃q(o) as

~MqðoÞ ¼
ioþ 1

t
O

�O ioþ 1

t

2
664

3
775 (53)

and the diffusive matrix D = ddT where T means transpose
matrix and d ¼ Imgv0=

ffiffiffi
t
p

.
The active force dynamics in the Fourier space (49a) and

(49b) can be expressed in a matrix form as

~MqðoÞ~faqðoÞ ¼
ffiffiffi
2
p

d � ~wqðoÞ: (54)

Dynamical correlations of the active force are defined as the
elements of the matrix hf̃a

q � (f̃a
q)Ti, where T means transpose

and h�i is the average over the noise realizations. These dyna-
mical correlations can be obtained by multiplying the dynamics
(54) by M̃q

�1(o) on the left and by (f̃a
q)T on the right and then

taking the average over the noise realizations. Indeed, in this
way, we get

~f
a

q � ~f
a

q

� �T� �
¼ ~Mq

�1ðoÞ �
ffiffiffi
2
p

d � ~wqðoÞ � ~f
a

q

� �T	 
� �

¼ 2 ~Mq
�1ðoÞ �D � ~M�q

�1ðo0Þ
� �

2pdðoþ o0Þ:
(55)

By following this strategy, we can obtain the elements of the
dynamical correlations which are reported below

~f a;xq ðoÞ~f a;x�q ðo0Þ
D E

¼
2

t
mgv0ð Þ2

�o2 þ 1

t2
þ O2

	 
2
þ4o

2

t2

o2 þ 1

t2

� �	

þ O2
�
2pdðoþ o0Þ

(56a)

~f a;xq ðoÞ~f a;y�q ðo0Þ
D E

¼
2

t
mgv0ð Þ2

�o2 þ 1

t2
þ O2

	 
2
þ4o

2

t2

½2ioO	2pdðo

þ o0Þ:
(56b)

where the remaining elements satisfy the following relations

h f̃ a,x
q (o) f̃ a,x

�q(�o)i = h f̃ a,y
q (o) f̃ a,y

�q(�o)i (57)
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h f̃ a,x
q (o) f̃ a,y

�q(�o)i = �h f̃ a,y
q (o) f̃ a,x

�q(�o)i. (58)

Displacement–displacement correlation function in x

representation

In a similar way, we can solve the linear dynamics for the
particle displacement, i.e. eqn (6) (or equivalently eqn (50)).
By multiplying the dynamics (50) by ũx

�q(�o) or ũy
�q(�o) and

taking the average over the noise realization, we can express the
dynamical correlations of the particle displacement

~uxqðoÞ~ux�qð�oÞ
D E

¼ ~GqðoÞ ~G�qð�oÞ
1

m2
~f a;xq ðoÞ~f a;x�q ð�oÞ
D E�

þ 2
gT
m

xxqðoÞxx�qð�oÞ
D E�

(59)

~uxqðoÞ~uy�qð�oÞ
D E

¼ ~GqðoÞ ~G�qð�oÞ
1

m2
~f a;xq ðoÞ~f a;y�q ð�oÞ
D E

(60)

Finally, we write the (q,o) representation of the displace-
ment–displacement correlation function

~uxqðoÞ~ux�qðo0Þ
D E

¼ 1

o2�oq
2

� �2þo2g2
2
gT
m

�

þ2v0
2g2

t

o2þ 1

t2

� �
þO2

�o2þ 1

t2
þO2

� �2

þ4o
2

t2

1
CCCA2pdðoþo0Þ

(61)

~uxqðoÞ~uy�qðo0Þ
D E

¼ 2v0
2

t
g2

o2�oq
2

� �2þo2g2

� 2ioO

�o2þ 1

t2
þO2

� �2

þ4o
2

t2

2pdðoþo0Þ:

(62)

Again, the remaining matrix elements satisfy the relations

hũx
q(o)ũx

�q(�o)i = hũy
q(o)ũy

�q(�o)i (63)

hũx
q(o)ũy

�q(�o)i = �hũy
q(o)ũx

�q(�o)i. (64)

eqn (61) and (62) correspond to eqn (8) and (9), respectively.

Spectral representation of the active torque

We first demonstrate that the spectral density of the angular
momentum is proportional to the spectral density of the torque
generated by the active force. By multiplying the displacement
dynamics (50) by ũ�q(�o) via the cross product and averaging
over the noise realizations, we have:

�o2 þ iogþ oq
2

� �
~uqðoÞ � ~u�qð�oÞ
� �

¼
~f
a

qðoÞ � ~u�qð�oÞ
D E

m
(65)

where we have used that the correlation between noise and
displacement vanish. By summing to this equation its complex
conjugate, we have

iog ~uqðoÞ � ~u�qð�oÞ
� �

þ c:c:

¼
~f
a

qðoÞ � ~u�qð�oÞ
D E

m
þ c:c:; (66)

and, finally, by substituting�ioũ�q(�o) - ṽ�q(�o), we obtain the
desired proportionality between angular momentum and torque:

ghũq(o) � ṽ�q(�o) + c.c.i = hũq(o) � f̃a
�q(�o) + c.c.i.

(67)

The torque generated by the active force can be calculated by
multiplying the dynamics (50) by f̃a

�q(o0) and taking the average
over the noise realizations. Within this protocol, we obtain

Re ~uqðoÞ� ~f a�qðo0Þ
D Eh i

¼ 1

2m
~GqðoÞ ~f a;xq ðoÞ~f a;y�q ð�oÞ

D�

� ~f a;yq ðoÞ~f a;x�q ð�oÞ
E
þc:c:

�
2pdðoþo0Þ:

(68)

where we have used that the correlations between translational
noise and active forces vanish. The torque and, thus, the angular
momentum can be obtained by using the expressions for the
dynamical correlations of the active force (56). In this way, we get

Re ~uqoÞ� ~f a�qðo0Þ
D Eh i

¼ 8m

t
gv0ð Þ2 Oo2

o2�oq
2

� �2þo2g2

� 1

�o2þ 1

t2
þO2

� �2

þ4o
2

t2

2pdðoþo0Þ

(69)

which leads to the spectral density of the angular momentum
(10) by diving eqn (69) by g.

Time correlations

In the present Appendix, we derive the time correlations in the
overdamped limit by solving in the time domain the dynamical
equations of the model, whose dynamics reads:

dûqðtÞ
dt
¼ �oq

2

g
ûqðtÞ þ

f̂
a

qðtÞ
mg
þ

ffiffiffiffiffiffiffi
2T

mg

s
ŵqðtÞ: (70)

We first consider the following integral representation of the
solutions of eqn (2), obtained for zero initial value of the active force:

f̂
a;x

q ðtÞ

f̂
a;y

q ðtÞ

0
B@

1
CA ¼

ffiffiffiffiffi
1

2t

r
mgv0

ðt
0

dt 0
elðt�t

0Þ þ el

ðt�t 0Þ� �

ŵxqðt 0Þ þ i elðt�t
0Þ � el


ðt�t 0Þ� �� �
ŵyqðt 0Þ

�i elðt�t 0Þ � el

ðt�t 0Þ� �

ŵxqðt 0Þ þ elðt�t
0Þ þ el


ðt�t 0Þ� �
ŵyqðt 0Þ

0
@

1
A

(71)

where l ¼ �1
t
þ iO and l* is its complex conjugate. The solution of

Soft Matter Paper

Pu
bl

is
he

d 
on

 2
6 

Fe
br

ua
ry

 2
02

5.
 D

ow
nl

oa
de

d 
on

 7
/2

9/
20

25
 1

:1
7:

57
 A

M
. 

View Article Online

https://doi.org/10.1039/d4sm01426j


This journal is © The Royal Society of Chemistry 2025 Soft Matter, 2025, 21, 2586–2606 |  2601

the overdamped eqn (70) is given by

ûqðtÞ ¼ e
�
oq

2

g t
ûqð0Þ þ

ffiffiffiffiffiffiffi
2T

mg

s
e
�
oq

2

g t
ðt
0

dt1e
oq

2

g t1 ŵaq t1ð Þ

þ e
�
oq

2

g t
ðt
0

dt1e
oq

2

g t1
f̂
a

q t1ð Þ
mg

(72)

where the first and second term represent the homogeneous part of
the solution and the contribution due to the thermal noise and the
last term the effect of the activity.

Displacement–displacement time correlation

Putting together eqn (71) and (72) we obtain the following
expression for the part of the displacement due to the chiral
active force:

ûxqðtÞ

ûyqðtÞ

0
@

1
A

active

¼ v0ffiffiffiffiffi
2t
p e

�
oq

2

g t
ðt
0

e
oq

2

g t1dt1

ðt1
0

dt2

el t1�t2ð Þþel
 t1�t2ð Þ� �
ŵxq t2ð Þþ i el t1�t2ð Þ�el
 t1�t2ð Þ� �� �

ŵyq t2ð Þ

�i el t1�t2ð Þ�el
 t1�t2ð Þ� �
ŵxq t2ð Þþ el t1�t2ð Þþel
 t1�t2ð Þ� �

ŵyq t2ð Þ

0
@

1
A

that can be rewritten as

ûxqðtÞ

ûyqðtÞ

0
@

1
A

active

¼ v0ffiffiffiffiffi
2t
p

Kxðt;lÞþKx t;l
ð Þ½ 	þ i Kyðt;lÞ�Ky t;l
ð Þ½ 	

�i Kxðt;lÞ�Kx t;l
ð Þ½ 	þ Kyðt;g;lÞþKy t;g;l
ð Þ½ 	

 !

(73)

where we used the definition

Kaðt;lÞ�e
�
oq

2

g t
ðt
0

e
oq

2

g t1dt1

ðt1
0

dt2e
l t1�t2ð Þŵaq t2ð Þ: (74)

After an integration by parts, we may rewrite it as a simple
integral

Kaðt; lÞ � 1

gþ l

ðt
0

dt1 el t�t1ð Þ � e
�
oq

2

g t�t1ð Þ
" #

ŵaq t1ð Þ: (75)

For subsequent applications, we define the function Ha(t;l):

Haðt; lÞ �
ðt
0

dt1e
l t�t1ð Þŵaq t1ð Þ: (76)

With the help of formula (73) we can write the correlators as

ûxqðtÞûx�qðt 0Þ
D E

active
¼ v0

2

2t
Kxðt; lÞKx t 0; l
ð Þh

þ Kx t; l
ð ÞKxðt 0; lÞ þ Kyðt; lÞKy t 0; l
ð Þ

þ Ky t; l
ð ÞKyðt 0; lÞi
(77)

where the angular brackets represent the double average over
the thermal noise and the realisations of active noise. using the

following properties of the averages hKx(t;l)Kx(t0;l*)i =
hKy(t;l)Ky(t0;l*)i and hKx(t;l)Kx(t0;l)i = hKy(t;l)Ky(t0;l)i, we find

Kxðt;lÞKx t 0;l
ð Þh i ¼ 1

oq
2

g
�1

t

	 
2
þO2

� 1

lþl

el1ðt�t

0Þ �eltþl

t 0

h i�

þ 1

2
oq

2

g

e
�
oq

2

g ðt�t
0Þ � e

�
oq

2

g ðtþt
0Þ

" #

� 1

oq
2

g
�l

elðt�t
0Þ � e

lt�
oq

2

g t 0
" #

� 1

oq
2

g
�l


e
�
oq

2

g ðt�t
0Þ � e

l
t 0�
oq

2

g t

" #1CCA:
(78)

Performing the calculations after simple algebra we find the
result of eqn (30). Similarly, we obtain the off diagonal correla-
tion function:

ûxqðtÞûy�qðt 0Þ
D E

active
¼ i

v0
2

2t
Kxðt; lÞKx t 0; l
ð Þ � Kx t; l
ð ÞKxðt 0; lÞ½ 	h

þ Kyðt; lÞKy t 0; l
ð Þ � Ky t; l
ð ÞKyðt 0; lÞ½ 	i
(79)

Explicitly:

Kxðt; lÞKx t 0; l
ð Þ � Kx t; l
ð ÞKxðt 0; lÞh i

¼ 1

oq
2

g
� 1

t

	 
2
þO2

� 1

lþ l

elðt�t

0Þ � el

ðt�t 0Þ

h i�

� 1

oq
2

g
� l

elðt�t
0Þ þ 1

oq
2

g
� l


el

ðt�t 0Þ

� 1

oq
2

g
� l


e
�
oq

2

g ðt�t
0Þ þ 1

oq
2

g
� l

e
�
oq

2

g t�t 0Þ

1
CCA

(80)

leading to formula (32). To obtain the cross correlation,
hûy

q(t)ûx
�q(t0)i, we use the property

hûy
q(t)ûx

�q(t0)i = �hûx
q(t)ûy

�q(t0)i (81)

from which it follows that the equal-time cross correlations
vanish:

hûy
q(t)ûx

�q(t)i = �hûx
q(t)ûy

�q(t)i = 0. (82)

Velocity–velocity time-correlation

The velocity correlations can be computed by differentiating
the displacement correlation function with respect to its two
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arguments, t and t0:

v̂xqðtÞv̂x�qðt 0Þ
D E

active
¼ d

dt

d

dt 0
ûxqðtÞûx�qðt 0Þ
D E

active
(83)

and a similar method is employed to determine the off diag-
onal velocity correlation. The relative results are given in the
main text eqn (33) and (35). Evaluating eqn (83) at t = t0, one
obtains:

v̂aqðtÞv̂a�qðtÞ
D E

active
¼ v0

2

1þ t
g
oq

2 þ O2t2

1þ t
g
oq

2

� �2

þO2t2
; (84)

which corresponds to eqn (16).

Torque and angular momentum

Let us consider T, the average total torque exerted by the active
forces on the particles. Its expression is:

T ¼
X
n

unðtÞ � fanðtÞ
� �

: (85)

On the other hand the average total angular momentum
is

M ¼ m
X
n

unðtÞ � vnðtÞh i: (86)

To evaluate the average angular momentum (86), we con-
sider the time derivative of the displacement correlation:

d

dt
ûxqðtÞûy�qðt 0Þ
D E

¼ i
v0

2

2t
d

dt
Kxðt; lÞKx t 0; l
ð Þ � Kx t; l
ð ÞKxðt 0; lÞ½ 	h

þ Kyðt; lÞKy t 0; l
ð Þ � Ky t; l
ð ÞKyðt 0; lÞ½ 	:it¼t 0
(87)

If one considers t 4 t0 but both t and t0 are ct and c1/g,
one obtains the result:

d

dt
Kxðt; lÞKx t 0; l
ð Þ � Kx t; l
ð ÞKxðt 0; lÞh i ¼ 1

oq
2

g
� 1

t

� �2

þO2

� 1

lþ l

lelðt�t

0Þ � l
el

ðt�t 0Þ � 1

oq
2

g
� l

lelðt�t
0Þ

0
BB@

þ 1

oq
2

g
� l


l
el

ðt�t 0Þ

þ 1

oq
2

g
� l


oq
2

g
e
�
oq

2

g ðt�t
0Þ � 1

oq
2

g
� l

oq
2

g
e
�
oq

2

g ðt�t
0Þ

1
CCA:

(88)

After some algebra, we obtain:

m ûqðtÞ � v̂�qðtÞ
� �

¼ 2mv0
2t

Ot

1þ toq
2

g

� �2

þO2t2

0
BBB@

1
CCCA: (89)

In order to evaluate the average torque (85) exerted on the q
mode we consider the following cross correlation:

ûxqðtÞf̂
a;y

�qðt 0Þ
D E

¼ i
mgv02

2t
Kxðt; lÞHx t 0; l
ð Þ � Kx t; l
ð ÞHxðt 0; lÞ½ 	h

þ Kyðt; lÞHy t 0; l
ð Þ � Ky t; l
ð ÞHyðt 0; lÞ½ 	i:
(90)

Performing the integrals and averaging over realizations we find

Kxðt; lÞHx t; l
ð Þ � Kx t; l
ð ÞHxðt; lÞh i

¼ � 1

oq
2

g
þ l

1

oq
2

g
þ l


l
 � l
lþ l


þ

oq
2

g
þ l


oq
2

g
� l


�

oq
2

g
þ l

oq
2

g
� l

0
BB@

1
CCA:

(91)

A brief calculation yields the following result:

ûxqðtÞf̂
a;y

�qðtÞ � ûyqðtÞf̂
a;x

�qðtÞ
D E

¼ 2mgv02t
Ot

1þ toq
2

g

� �2

þO2t2

0
BBB@

1
CCCA:

(92)

By comparison with eqn (89) one obtains that the torque
exerted by the frictional forces represented by formula (92) is
equal to the angular momentum multiplied by g. In other
words, the torque exerted by the active forces is balanced by
the frictional torque exerted by the medium.

Derivation of the entropy production formula

To use the definition and calculate the total entropy production rate
:
S,

we use a path-integral approach to estimate the probability of forward
and backward trajectories. As usual, the particles’ trajectories are fully
determined by the noise path. For a chiral active systems, the noise
probability has a Gaussian form for each noise governing the dynamics
at each time, x(t) and w(t). By using curly bracket to denote a noise
trajectory from an initial time t0 to a final time tf for every particle of the
system, i.e. ({x},{w}), the path probability of the noise reads

Probðfxg;fwgÞ/exp �1
2

X
n

ðtf
t0

dtxn
2ðtÞ

 !
exp �1

2

X
n

ðtf
t0

dtwn
2ðtÞ

 !
:

(93)

By expressing each noise as a function of the dynamical
variables xn, vn, and fa

n via by using the equation of motion

wn ¼
ffiffiffi
t
pffiffiffi
2
p

mgv0
_f
a

n þ
1

t
f a;xn � O� fan

� �
(94a)
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xn ¼
ffiffiffiffiffiffiffiffiffi
m

2gT

r
€un þ g _un �

fan
m
� Fn

m

� �
; (94b)

one can easily switch from the probability of the noise Prob({x}
to the probability of the trajectory Pf(({v},{v},{fa}) by applying a
change of variables. Since the Jacobian of this transformation
does not affect the entropy production,100 we can explicitly write

Pf fug; fvg; faf gð Þð / exp � m

4gT

X
n

ðtf
t0

dt €un þ g _un �
fan
m
� Fn

m

� �2
 !

� exp � t
4m2g2v02

X
n

ðtf
t0

dt _f
a

n þ
1

t
f a;xn � O� fan

� �2
 !

:

(95)

The probability of the backward trajectory Pf can be
obtained by applying the following transformations

t - �t (96a)

xn - xn (96b)

vn - �vn (96c)

fa
n - fa

n, (96d)

to the particle dynamics, and consequently to the relations
in (94), which are involved in the path probability. The assump-
tion of even position and odd velocity under time-reversal
transformation appears natural. In contrast, assuming an even
active force is less straightforward and has recently sparked
debate within the active matter community.95,100,121,122 When
calculating the log ratio of the path probabilities, each noise
source contributes an additional term. Therefore, we will
separately calculate the contributions to the entropy production
rate arising from the thermal noise xn, governing the velocity
dynamics, and the noise wn, controlling the active force
dynamics. In other words, the total entropy production rate
can be decomposed into the sum of two terms

:
S =

:
Sv +

:
S f (97)

where the subscripts highlight the origin of the entropy pro-
duction rate: v for velocity dynamics and f for active force
dynamics.

Contribution of the velocity dynamics to entropy production

The Contribution of the velocity dynamics to the entropy
production rate can be calculated by restricting to the first
exponential in the expression (95). We remark that this calcula-
tion is formally equivalent to the one for non-chiral particles
and, indeed, it leads to the same result. Indeed, by considering
the log ratio of the forward and backward trajectories in this
exponential contribution, we obtain

_Sv ¼ 1

T

X
n

vnðtÞ � fanðtÞ
� �

(98)

where b.t. denotes boundary terms that vanish in the infinite
time limit, i.e. the potential and kinetic energy. This term
coincides with the first term in eqn (25).

Calculating
:
Sv requires to estimate the equal time correla-

tion appearing in eqn (98). Employing eqn (71), (73), and (76),
the product the velocity of the particles and the active force can
be represented as:

v̂xqðtÞf̂
a;x

�qðt 0Þ
D E

¼ mg
v0

2

2t
d

dt
Kxðt; lÞHx t 0; l
ð Þh it¼t 0

�

þ d

dt
Kx t; l
ð ÞHxðt 0; lÞh it¼t 0

þ d

dt
Kyðt; lÞHy t 0; l
ð Þh it¼t 0

þ d

dt
Ky t; l
ð ÞHyðt 0; lÞh it¼t 0

�
:

(99)

When t - N and t0 - N but (t � t0) Z 0 remains finite so
that for t = t0 we obtain:

d

dt
Kxðt; lÞHx t 0; l
ð Þh it¼t 0þ

d

dt
Kx t; l
ð ÞHxðt 0; lÞh it¼t 0

¼ 1

oq
2

g
þ l

� l
lþ l


þ

oq
2

g
oq

2

g
� l


0
BB@

1
CCA

þ 1

oq
2

g
þ l


� l


lþ l

þ

oq
2

g
oq

2

g
� l

0
BB@

1
CCA ¼

oq
2

g
þ 1

t
þ O2t

oq
2

g
þ 1

t

� �2

þO2

(100)

and use the property of the averages: hKx(t;l)Hx(t0;l*)i =
hKy(t;l)Hy(t0;l*)i. Finally, we find

v̂xqðtÞf̂
a;x

�qðtÞ
D E

¼ mgv02
1þ toq

2

g
þ O2t2

1þ toq
2

g

� �2

þO2t2
; (101)

which reduces to v̂xqðtÞf̂
a;x

�qðtÞ
D E

¼ mgv02 1þ toq
2

g

� ��1
in the

achiral case, O = 0. The entropy rate production of the mode
q is given by

1

T
v̂xqðtÞf̂

a;x

�qðtÞ þ v̂yqðtÞf̂
a;y

�qðtÞ
D E

¼ 2
mgv02

T

1þ toq
2

g
þ O2t2

1þ toq
2

g

� �2

þO2t2
: (102)

From here, we can calculate the velocity-active force correla-
tion in real space, and thus entropy production, by integrating
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over the wave vector q, as done in Section 4. This leads to the
following expression for the velocity contribution to the entropy
production rate of the system

:
Sv:

_Sv � vc

4p
mg2v02

T

1

tc2
ln

1þ t
g
c2qD

2

� �2

þO2t2

1þ O2t2

0
BBB@

1
CCCA

8>>><
>>>:

þ 2jOjt arctan

t
g
c2qD

2

jOjt

1þ
1þ t

g
c2qD

2

O2t2

0
BBBBB@

1
CCCCCA

9>>>>>=
>>>>>;

(103)

which corresponds to eqn (26).

Contribution of the active force dynamics to entropy
production

In this section, we calculate the contribution to entropy pro-
duction of the active force dynamics, i.e.

:
S f. To increase the

clarity of this calculation, here we report the path probabilities
related to the active force dynamics in Cartesian components

Pf / exp � t

2mgv0ð Þ2
X
n

ð
dt _f a;xn þ 1

t
f a;xn þ Of a;yn

� �2
 

� t

2mgv0ð Þ2
X
n

ð
dt _f a;yn þ

1

t
f a;yn � Of a;xn

� �2
!
:

(104)

In agreement with previous work, we assume that the active
force is even under time-reversal transformation, such that
f a

n - f a
n when t - �t. The probability of the reversed path

Pr associated to the active force dynamics reads:

Pr / exp � t

2mgv0ð Þ2
X
n

ð
dt � _f a;xn þ 1

t
f a;xn þ Of a;yn

� �2
 

� t

2mgv0ð Þ2
X
n

ð
dt � _f a;yn þ

1

t
f a;yn � Of a;xn

� �2
!
:

(105)

By taking the ratio ln(Pf/Pr), applying the average and
dividing by the time interval, we obtain the entropy production
definition. Since noises of different particles are independent
we have:

_S f ¼
XN
n

_s fn (106)

where :s f
n is the entropy production of the medium per particle,

that is

_s fn ¼ �
t

mgv0ð Þ2
ðtf
t0

dt _f a;xn

1

t
f a;xn þ Of a;yn

� �

� t

mgv0ð Þ2
ðtf
t0

dt _f a;yn

1

t
f a;yn � Of a;xn

� �
:

(107)

In the previous expression, only cross terms xy survive
providing a contribution to entropy production rate per particle

which reads

_s fn ¼ �
Ot

mgv0ð Þ2
lim

tf�t0ð Þ!1

1

tf � t0ð Þ

ðtf
t0

dt _f a;x
n f a;y

n � _f a;y
n f a;x

n

� �

¼ � Ot

mgv0ð Þ2
_f a;xn f a;yn � _f a;yn f a;xn

D E
;

(108)

where t = tf � t0. Finally, by using eqn (3b) and (3c)

@

@t
f a;xn ðtÞf

a;y
n0 ðt

0Þ
� �

t¼t 0¼ �m
2g2v02dn;n0O (109)

we obtain the final result which has the following form in the
infinite time limit, i.e. for (tf � t0) - N:

_S f ¼ 1

N

X
n

_s fn ¼ 2O2t: (110)

This expression gives the contribution of the active bath to
the entropy production rate reported in eqn (27).
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2019, 123, 228001.
12 M. N. Van Der Linden, L. C. Alexander, D. G. A. L. Aarts and

O. Dauchot, Phys. Rev. Lett., 2019, 123, 098001.
13 C. B. Caporusso, P. Digregorio, D. Levis, L. F. Cugliandolo

and G. Gonnella, Phys. Rev. Lett., 2020, 125, 178004.
14 L. Caprini, R. K. Gupta and H. Löwen, Phys. Chem. Chem.
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Adv., 2021, 7, eabf8998.

39 L. Caprini, I. Abdoli, U. M. B. Marconi and H. Löwen,
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