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L2,3 spectra of Cu(II) complexes have been simulated by 
means of time dependent DFT. Besides the agreement 
between theory and experiment, the adopted approach 
provided further insights into the use of the Cu(II) L3-edge 
intensity and position to investigate the Cu–ligand symmetry-
restricted covalency and the ligand-field strength. 

X-ray absorption spectroscopy (XAS) is unanimously recognized as 
a tool able to provide a site selective probe of the molecular 
unoccupied electronic structure.1 XAS implies the excitation of core 
electrons to unoccupied valence orbitals as well as to the continuum, 
and its advantage is related to the localized character of core 
excitations, thus making K- and L-edge spectra sensitive to both the 
electronic structure and the local surroundings of the absorbing 
species. Cu(II) L2,3 spectra are dominated by the electric dipole 
allowed 2p � 3d transitions, which provide information about the 
contribution of Cu 3d atomic orbitals (AOs) to the unoccupied 
molecular orbitals (MOs). In this regard, Solomon et al.2 suggested 
the possible use of the intensity and position of the Cu(II) L3 peak to 
get an experimental evaluation of the different degree of the Cu–
ligands covalency as well as of the different ligand-field strengths, 
relative to some well-defined Cu(II) complex. Specifically, they 
focused on the Cu L2,3 spectra of D2d-Cs2[CuCl4], D4h-(N-
mph)2[CuCl4] (N-mph = N-methyl-N-phenethylammonium) and 
Cu(II) plastocyanin and, using D4h-[CuCl4]2- (I) as a reference, they 
assessed that the Cu–ligand interaction is more covalent in Cu(II) 
plastocyanin than in I. Since then, the simulation of L2,3 spectra has 
represented a very dynamic line of work,3-6 and the approach 
employed by Josefsson et al.,4 which combines a high-level quantum 
chemical description of the chemical interactions and local atomic 
multiplet effects, is the actual state of art in this field.  
As a part of a systematic investigation of the electronic properties of 
energy-targeted materials,7 some of us have recently investigated the 
occupied and empty electronic structure of Cu(II) phthalocyanine 
(II, see Figure 1) by exploiting photoelectron spectroscopies and 
XAS at the C and N K-edge as well as at the Cu L2,3-edges.7b The 

assignment of experimental evidences, collected for thick films of 
randomly oriented molecules, was guided by the results of ADF 
(Amsterdam Density Functional) calculations8 and, besides the very 
good agreement between experiment and theory, the comparison 
between homogeneous theoretical results pertaining to the ground 
states of I and II emphasized the more ionic nature of the Cu–N 
interaction compared to the Cu–Cl one.7b  

 
Fig. 1 Schematic representation of I, II and III. Each molecular species has a σh 
plane corresponding to the xy plane in the selected framework. The atom labelling 
of III is the same reported in ref. 9. 

In this communication, we have tested the capability of the time-
dependent (TD) DFT10 within the Tamm-Dancoff approximation 
(TDA)11 coupled to the relativistic two-component zeroth-order 
regular approximation (ZORA)12 including spin-orbit (SO) effects, 
as implemented in the latest version of ADF,8 to simulate the Cu(II) 
L2,3 spectra of I, II and of the blue copper active site in plastocyanin 
(III, see Figure 1) in terms of their oscillator strength (f) 
distributions. A further aim of this study has been that of verifying 
the legitimacy of using the Cu(II) L3-edge intensity and position to 
look into the Cu(II)–ligand symmetry-restricted covalency13 and the 
ligand-field strength. 
Cu(II) electric dipole allowed 2p � 3d transitions generate two 
2p53d10 final states with different total angular momentum. The most 
relevant feature of the Cu(II) L2,3 spectra is then the presence of the 
L3 (at ∼930 eV) and L2 (at ∼950 eV) features, the former having an 
intensity approximately twice the one of the latter.2,7b The simulated 
f distributions of I, II and IIINOS/OS14 are displayed in Figure 2; the 
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left panel includes the f distributions in the 915 – 960 eV excitation 
energy (EE) range, while an expanded view of the 920 – 935 eV 
range is reported in the right panel.  
Despite the comparison between experiment2,7b and theory confirms 
the well-known EE underestimation (∼7 eV, see Table 1), ultimately 
due to the XC potential deficiencies,6 the SO-ZORA TDDFT-TDA f 
spectra correctly reproduce the L3 and L2 relative positions as well as 
the corresponding relative intensities in I and III.2 

 
Fig. 2. SO-ZORA TDDFT-TDA Cu 2p excitation spectra of I, II, IIINOS/OS. 
Convoluted profiles are obtained with a Lorentzian broadening of 0.25 eV.6b 

Nardi et al.7b ascribed the L3 peak of II (IIL3) to a single atom-like 
transition from the Cu 2p3/2 level to the 16b1g spin-down (�) lowest 
unoccupied MO (LUMO), significantly localized (52%) on the Cu-
based	  x

2 - y2 3d AO. They also highlighted that the contribution of 
the same Cu-based AO to the 6b1g LUMO(�) of I, as obtained by 
homogeneous calculations, was significantly smaller (44%), thus 
indicating that the Cu–Cl interaction in I is more covalent than the 
Cu–N one in II. According to Solomon et al.,2 this would imply, as 
actually found (see Figure 2), that f values associated to transitions 
generating IIL3 should be larger than those corresponding to 
transitions generating IL3. Besides this intensity difference, a blue 
(red) shift of the L3/L2 peaks, when moving from I to II (III), and 
the presence of a shoulder on the lower EE side of IL3 and IIL3 are 
well evident in the right panel of Figure 2. As far as the former point 
is concerned, Hocking and Solomon underlined that, in Cu(II) 
complexes, L3-ΔEEs are mostly due to differences in the ligand-field 
strength, contemporarily emphasizing that the higher is the L3-edge 
EE, the stronger is the ligand-field.2b Incidentally, neither the IIIL3 
red shift2 nor the IIL3 blue shift7b relative to IL3 are unexpected. As a 
matter of fact, the weaker ligand field of III relative to I is related to 
the presence of only three (in III) rather than four (in I) equatorial 
ligands contributing to the destabilization of the Cu-based x2 - y2 3d 
AO.2b Parallel arguments may be invoked to explain the IIL3 blue 
shift, where both the different metal–ligand distances, shorter in II 
(1.968 Å) than in I (2.265 Å),7b and the ligand electronic properties 
(the presence of low lying empty π* MOs in the phthalocyanine 
ligand)7b concur to make the ligand-field in II stronger than in I. 

Table 1. Experimental and theoretical excitation energies (eV) for the Cu 2p 
L2,3 core excitation spectra of I, II  and IIINOS/OS. 

 I II IIINOS IIIOS  

expL3 931.02 931.47b 930.72 

expL2 951.02 951.47b a 

L3
 924.67 925.75 923.60 923.24 

L2 945.06 946.00 944.07 943.71 
aThe energy of the IIIL2-edge is not reported in ref. 2. 

Before addressing the IL3 and IIL3 asymmetric shape, it has to be 
pointed out that the IIINOS f distribution numerically reproduces the 
L3 red shift (1.0 eV) relative to I,2 while the negative ΔEE is 

overestimated (1.4 eV) in IIIOS. Despite such a result emphasizes the 
uselessness of a geometry optimization of III (see ESI), the 
comparison of SO-ZORA TDDFT-TDA results pertaining to IIINOS 
and IIIOS is a gauge of the sensitivity of the adopted theoretical 
approach to identify even minor ligand-field strength variations. A 
final remark concerns the overestimation of the theoretical L3 blue 
shift of II relative to I, ∼ twice the one experimentally determined, 
which can be tentatively associated to the different methods and 
uncertainties in the calibration of Cu(II) L2,3 spectra.15  
As already mentioned, the lower EE sides of IL3 and IIL3 are 
characterized by the presence of a shoulder. SO-ZORA TDDFT-
TDA outcomes pertaining to I, II, and III and having the 2p3/2-based 
levels as initial spinors (IS) reveal that more than one excitation 
contribute to XL3 (X = I, II, III). Compositions and f values of 
transitions generating XL3 are reported in Table 2.16  

Table 2. SO-ZORA TDDFT-TDA compositions16 and f × 103 values (in 
parentheses) of transitions generating XL3

n  excitations.a,b,c,d,e,f,g 

 I II IIINOS 

  

   12a1/2!108a1/2
(76)  

L3
1

 17a1/2!100a1/2
(100) (7.25) 9a1/2!294a1/2

(99) (9.44) 14a1/2!108a1/2
(19) (8.49) 

   13a1/2!108a1/2
(4)  

  7a1/2!294a1/2
(79)  11a1/2!108a1/2

(88)  

L3
2

 15a1/2!100a1/2
(100) (24.1) 9a1/2!295a1/2

(13) (21.6) 13a1/2!108a1/2
(8) (9.13) 

  10a1/2!298a1/2
(8)  14a1/2!108a1/2

(3)  

  10a1/2!298a1/2
(46)  

L3
3

  9a1/2!295a1/2
(33) (12.1) 

  7a1/2!294a1/2
(20)  

aContributions to IS � FS < 1% are not reported. b(f × 103) values < 5 are not 
reported. c IL3

1 , IL3
2 EEs are 924.28 and 924.70 eV, respectively; IIL3

1 , IIL32 ,
IIL3

3  EEs are 925.18, 925.69 and 925.90 eV, respectively; IIIL3
1 , IIIL3

2  EEs 
are 923.57 and 923.60 eV, respectively. dCu 2p3/2-based levels are: I (15a1/2–
18a1/2, at 925.62, 925.57, 925.47, 925.46 eV), II (7a1/2–10a1/2, at 934.84, 
934.76, 934.65, 934.65 eV), IIINOS (11a1/2–14a1/2, at 937.15, 937.14, 937.08, 
937.08 eV).16 eParenthood of Cu 2p3/2-based levels with SR ZORA Cu 2p-
based MOs is: I (15a1/2�2eu

(100); 16a1/2�2eu
(100); 17a1/2�1a2u

(67)+2eu
(33); 

18a1/2�1a2u
(67)+2eu

(33)), II (7a1/2�1eu
(100); 8a1/2�1eu

(100); 9a1/2�1a2u
(67)+2eu

(33); 
10a1/2�1a2u

(67)+2eu
(33)), III (11a1/2�5a′(60)+1a″(36)+6a′(4); 12a1/2�5a′(51)+ 

1a″(49); 13a1/2�5a′(5)+1a″(32)+6a′(63); 14a1/2�5a′(17)+1a″(16)+6a′(67)). fLowest 
unoccupied spinors of I, II, and III are the 100a1/2, 294a1/2, and 108a1/2 ones, 
respectively. gParenthood of lowest unoccupied spinors of I, II, and III with 
SR ZORA LUMOs is: I (100a1/2�6b1g

(96)+ 5b1g
(3)), II (294a1/2�16b1g

(100)), III 
(108a1/2�18a″(93)+36a′(7)). 

IIIL3
1 / IIIL3

2  and, separately, III f3
1 / III f3

2 values are very similar, thus 
explaining the absence of any shoulder in IIIL3. Moreover, all the 
transitions associated to IIIL3 have the same 108a1/2 final spinor (FS), 
strongly related (93%) to the scalar relativistic (SR) 18a″ LUMO, 
highly localized on the Scys 3pz (66%) and Cu 3dxz (19%) AOs. Even 
though the 18a″ LUMO localization is quite different from that 
obtained by Penfield et al.17 by means of spin-restricted self-
consistent-field-Xα scattered-wave calculations (41 and 31% on Scys 
3p and Cu 3d AOs, respectively), results herein reported perfectly 
agree with those obtained by the Solomon group. As far as the ISs of 
transitions associated to IIIL3 are concerned, substantially all 2p3/2 
Cu-based spinors participate to IIIL3

1

	   and IIIL3
2  (see Table 2). 

Differently from III, both IL3
1 and IL3

2  are generated by a single 
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transition having the same (100a1/2) FS, strongly related (96%) to the 
SR 6b1g LUMO of I having a 44% localization on the x2 - y2 3d AO. 
Interestingly, the 15a1/2�100a1/2 transition, contrarily to the 
17a1/2�100a1/2 one, involves spinors having a parentage with SR 
MOs completely localized in the molecular plane. In addition, the
IL3

2  EE higher than the IL3
1 one by 0.42 eV explains the shoulder on 

the lower EE side of IL3.  
Moving to the f distribution of II, SO-ZORA TDDFT-TDA results 
highlight the presence of three, rather than two, contributions to IIL3. 
Moreover, the corresponding EE spread (0.72 eV)18 is larger than in 
I (0.42 eV), thus providing a rationale for the more evident 
asymmetry of the IIL3 feature. According to theoretical outcomes, 
IIL3

1

	   is assigned to the single 9a1/2�294a1/2 transition whose FS is 
highly reminiscent (99%) of the SR 16b1g LUMO of II. At variance 
to that, three different transitions contribute to IIL3

2 ; nevertheless, 
the main contribution (79%) comes from the 7a1/2�294a1/2 one, 
which, similarly to I, involves spinors related with SR MOs 
completely localized in the molecular plane. Despite these 
similarities, IIL3

3  strikingly distinguishes II from I and III. In fact, 

among the contributions, only the 7a1/2�294a1/2 transition has a 
2p3/2 AOs � 16b1g LUMO character. In this regard, it is noteworthy 
that the four quasi degenerate 295a1/2 – 298a1/2 spinors correspond to 
the SR ligand-based 7eg MO, quite close in energy to the 16b1g 
LUMO (see Figure 7 of ref. 7b) and characterized by a very tiny 
participation of Cu 3d AOs. 

Conclusions 
Cu(II) L2,3 spectra of I, II and III have been assigned by using the 
SO-ZORA TDDFT-TDA method implemented in the ADF package. 
Simulated f distributions along the investigated series properly 
reproduce relative intensities and positions. Moreover, the adopted 
approach confirms the legitimacy of using the Cu(II) L3-edge 
position to get information about the ligand-field strength, 
contemporarily underlining the possibility of a Cu-ligand symmetry-
restricted covalency underestimation when using the Cu(II) L3-edge 
intensity as a gauge. Even though further validation is certainly 
needed, theoretical evidences herein reported indicate that the Cu(II) 
L3-edge spectrum of II includes contributions that cannot be 
associated to Cu(II) 2p3/2 � 3d transitions. This would then suggest 
to use the Cu(II) L3-edge intensity to get information about the Cu-
ligand symmetry-restricted covalency with some caution because it 
might imply an underestimation (the higher the intensity, the lower 
the symmetry-restricted covalency) of such a contribution to the 
metal-ligand interaction. As far as the suitability of the SO-ZORA 
TDDFT-TDA method implemented in ADF to evaluate excitation 
energies for open-shell systems such as Cu(II) complexes in a spin-
unrestricted TDDFT calculation including spin-orbit coupling is 
concerned, there is no doubt that further validations are needed; 
nevertheless, results herein reported are not only a successful 
application of the method to treat a particular chemical problem, but 
also a successful theory test for the SO-ZORA TDDFT-TDA.  
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