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Sulfur is a very promising cathode material for the rechargeable energy storage devices. 
However, sulfur cathodes undergo a noticeable volume variation upon cycling, which induces 
mechanical stress. In spite of intensive investigation of the electrochemical behavior of the 
lithiated sulfur compounds, their mechanical properties are not very well understood. In order 
to fill this gap, we developed a ReaxFF interatomic potential to describe Li-S interactions and 
performed molecular dynamics (MD) simulations to study the structural, mechanical, and 
kinetic behavior of the amorphous lithiated sulfur (a-LixS) compounds. We examined the effect 
of lithiation on material properties such as ultimate strength, yield strength, and Young’s 
modulus. Our results suggest that with increasing lithium content, the strength of lithiated 
sulfur compounds improves, although this increment is not linear with lithiation. The diffusion 
coefficients of both lithium and sulfur were computed for the a-LixS system at various stages 
of Li-loading. A grand canonical Monte Carlo (GCMC) scheme was used to calculate the open 
circuit voltage profile during cell discharge. The Li-S binary phase diagram was constructed 
using genetic algorithm based tools. Overall, these simulation results provide insight into the 
behavior of sulfur based cathode materials that are needed for developing lithium-sulfur 
batteries. 
 

1. Introduction 

Over the last two decades, lithium-ion batteries (LIBs) have become 
ubiquitous in portable consumer electronics. However, the limited 
capacities of LIBs impede their application in electric vehicles (EVs) 
and smart-grids.1,2 Automotive applications require significant 
improvements in the capacity of electrode materials to allow long 
trips (i.e. >300km) in a single charging. 3,4  Sulfur based cathode 
materials for Li-S batteries are considered a very promising 
alternative to the conventional transition metal oxide/phosphate 
cathodes5  due to their high capacity, energy density, non-toxicity, 
and natural abundance6.  The theoretical specific capacity of sulfur is 
1672 mAhg-1, which is 10 times higher than that of commonly-used 
LiCoO2 cathodes, and it has a theoretical specific energy density of 
2600 Whkg-1, assuming complete reaction to Li2S.3,6,7  

In current battery technologies, the capacity of the cathodes is 
substantially lower than that of commercially available anode 
materials, such as graphite. Moreover, high capacity Si and Sn based 
anodes are being developed.8–12 These materials have theoretical 
specific capacities of 4200 mAhg-1 and 900 mAhg-1, respectively.13 
However, any breakthrough in the capacity of the anode materials 
must be accompanied by improvements to the cathode to develop 
high-performance batteries to meet next generation energy demand.      

Although sulfur exhibits great promise, commercialization of Li-S 
batteries has been thwarted by several complex problems, such as 
significant structural and volume changes of the cathode, the high 

reactivity of lithium, dissolution of intermediate polysulfides into the 
electrolytes, poor electronic and ionic conductivities of sulfur and 
Li2S, and safety concerns.14–18 Volume expansion of the sulfur 
composite cathode occurs during discharging (lithium intercalation) 
and contraction during charging (lithium de-intercalation).19  This 
active material breathing induces stress in the cathode material, and 
the active material loses its electrical contact with the conductive 
substrate or with the current collector.20 Numerous approaches have 
been reported in the literature to accommodate volume changes, 
including sulfur-coated multi-walled carbon nanotubes composite 
material,21,22 graphene wrapped sulfur particles,23 and reduced 
graphene oxide encapsulated sulfur.24 These approaches demonstrate 
high initial capacity, but rapid capacity fading due to cathode 
degradation still greatly limits performance. 

Furthermore, a great deal of recent studies of Li-S batteries used 
elemental lithium as anode material.14,20,25–27 The lithium anode 
yields high capacity, but it has low cycling efficiency and forms 
lithium dendrites on the anode surface during cycling that can 
penetrate the separator leading to short circuit.25,28 To inhibit 
dendrite formation, Li-ion conducting passivation layers using 
Li3N,29 Li2CO3,

30 and LiPON,31 have been suggested. These 
protective thin films suppress lithium dendrite formation, but a high 
cost of fabrication has limited their use.32 Lithium dendrite formation 
issues have not yet been fully resolved, restricting the use of Li-
metal anodes in commercial batteries.33 Recently, lithium-metal free 
batteries that use silicon or tin instead of elemental lithium in the 
anode have received much attention due to improved safety 
properties.34 In these systems, neither the sulfur cathode nor the Si or 
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Sn anode contains lithium originally, so either the cathode or the 
anode must be prelithiated to provide a lithium source. To this end, 
systems composed of Li2S cathodes and Si anodes have been studied 
by several previous authors.16,35,36 However, relatively low lithium 
diffusivity and high electronic resistivity cause a large potential 
barrier to activate the Li2S cathode.35  He and coworkers37 
investigated a prelithiated sulfur composite/graphite lithium ion cell, 
which was fabricated using electrochemical lithiation. Li-ion 
diffusivity in lithiated sulfur depends on the lithium concentration, 
and lithiated cathode materials possess lower specific capacity than 
their non-lithiated counterparts.38  

 While significant progress towards improving performance of the 
Li-S battery has been achieved17, there is a lack of understanding of 
mechanical and  structural properties of the lithiated sulfur 
compounds. Molecular dynamics (MD) simulations are well suited 
for examination of the a-LixS as a function of lithiation provided an 
accurate representation of the intermolecular interactions and 
chemical reactions is achieved. Such simulations are expected to 
provide fundamental understanding of the material properties such as 
understanding the morphological changes a-LixS undergoes, and the 
mechanical degradation of this electrode material at the atomistic 
level. To the best of our knowledge, no MD simulations have been 
performed on a-LixS systems, probably due to lack of an accurate 
intermolecular potential. Previously39, we reported electrolyte 
chemistry and an ex-situ anode surface treatment process for Li-S 
batteries.  In this study, we describe the development of a Li-S 
ReaxFF potential to model Li-S interactions and use it to investigate 
the structural evolution, mechanical properties, and diffusion 
characteristics of a-LixS systems. 

2. ReaxFF background 

ReaxFF is a general bond order40,41 (BO) based empirical force field 
method which allows bond breaking and formation during 
simulations. The general form of the ReaxFF energy terms are 
shown below 

Esystem = Ebond + Eover + Eunder + Elp + Eval + Etor + EvdWaals + ECoulomb 

where partial energy contributions include bond, over-coordination 
penalty and under-coordination stability, lone pair, valence, and 
torsion, non-bonded interactions van der Waals, and Coulomb 
energies, respectively.  

ReaxFF uses the concept of bond orders to determine the bonded 
interactions among all the atoms in a system.  BOs are continuous 
function of distance between bonded atoms and contributions from 
sigma, pi, and double-pi bonds are calculated from the following 
expression.  

																			��′�� = ����� + ����
 + ����
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 are the partial contributions of σ, 

π- and double π-bonds between atoms i and j , rij is the distance 

between i and j , ro
σ , ro

π , and  ro
ππ are the bond radii of σ, π- and 

double π-bonds, respectively, and pbo terms are empirical parameters 
fit to experimental or quantum data. 

All of the connectivity dependent interactions, i.e. the valence and 
torsion energy, are contingent on BO. Hence their energy 
contribution diminishes upon bond breaking. Non-bonded 
interactions, i.e. the van der Waals and Coulomb, are calculated 
between every pair of atoms, regardless of their connectivity. 
Excessive repulsion at short distances is prevented by adding a 
shielding parameter in non-bonded energy expressions.42 Utilization 
of a seventh order taper function in the non-bonded interaction 
energies eliminates any energy discontinuity.43 This treatment of 
nonbonded interactions enables ReaxFF to describe covalent, ionic, 
and intermediate materials, and thus enhances its transferability.44 
ReaxFF uses a geometry-dependent charge calculation scheme, the 
Electronegativity Equalization Method (EEM)45 for charge 
calculation. For a more detailed description of the ReaxFF method, 
see van Duin et al.,46 Chenoweth et al.,47 and Russo Jr. et al..48 

3. Force Field Development 

Development of our ReaxFF force field for the Li-S system was 
initiated by merging previously published lithium49 and sulfur50 
parameters. In the fitting procedure, these parameters were 
extensively trained against quantum mechanics (QM) data 
describing bond dissociation, angle distortion, equation of state, and 
heats of formation of crystalline phases and molecules. The 
optimization of the parameters was performed via a successive one-
parameter search technique51 to minimize the sum of following error 

����� = ��(��,!" − ��,$�%�&&)�� (�)
�  

where xQM is the QM value, xReaxFF is the ReaxFF calculated value, 
and σi is the weight assigned to data point, i. 

Non-periodic QM calculations used in this study were performed in 
the GAMESS52 program using second-order Møller–Plesset (MP2)53 
method in conjunction with aug-cc-pVTZ basis set. 

To parameterize the ReaxFF bond energy data, we carried out QM 
calculations for the Li-S and S-S bond dissociation in various 
molecules, such as, Li2S2, and LiSH. Figure 1a-c compares ReaxFF 
and QM results for the bond dissociation. In each case, we 
constructed ground state geometries through full geometry 
optimization. In order to obtain dissociation profiles, bond restraint 
was applied in the atom pair of interest while rest of the structure 
was allowed to relax during minimization. Bond distances between 
Li and S were varied from 1.5Å to 6.0 Å. The equilibrium bond 
lengths predicted by the QM and ReaxFF are 2.04 and 2.2Å, 
respectively.  The ReaxFF calculated Li-S equilibrium bond length is 
closer to the Boldyrev et al.54 reported value of 2.15Å. It can be seen 
that in the QM energy profile the lowest energy state switches from 
singlet to triplet at Li-S bond stretching beyond 3.5A, and ReaxFF 
nicely captures this phenomenon by reproducing the lowest energy 
states. In the S-S bond dissociation energy profile of Li2S2, the QM 
energy for the singlet manifold is the Spin Component Scaled (SCS) 
MP2, which is claimed to be more accurate for bond breaking. 
Likewise, the Li-S bond energy profile, in S-S bond stretching, 
ReaxFF predicts the ground state that corresponds to the singlet state 
of the QM energy landscape. ReaxFF calculated S-S bond length in  
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Figure 1. QM and ReaxFF data: bond dissociation curves for (a) Li-S bond in Li2S2, (b) S-S bond in Li2S2,  (c) S-Li bond in LiSH, S-Li-S 
valence angle distortion in Li2S2 keeping S-Li-S angle at (d) 40º (e) 60º (f) 80o (g) Equation of state for Li2S crystal structure (h) for the 
migration of a Li-cation around an S4-anion, and (i) for the dissociation of a Li-cation from an S4-anion. Yellow and purple represent sulfur 
and lithium atom, respectively. QM=MP2/aug-cc-pVTZ for (a-h) and GGA/PBE for (i)

D4d cyclic S8 is 2.17A, which is consistent with the value of 2.08A 
from the gas phase cluster calculations by Wong et al.55  The 
ReaxFF dissociation energy for both Li-S and S-S bonds are within 5 
kcal/mol of the QM results. Good agreement between ReaxFF and 
QM are also achieved for Li-S bond dissociation in the LiSH 
molecule.  

In order to optimize S-Li-S and S-S-Li valence angle parameters, we 
performed QM calculations for these valence angles on Li2S2 
molecule at a fixed torsion angle. In each case, we kept the S-Li-S 
angle fixed at a value, while the S-S-Li angle was varied from 40o to 
170o to get the energy response for the angle bending. For fitting, we 
calculated ReaxFF energies of each of the valence angle 
configurations.  These are shown along with corresponding QM 
energies in Figures 1d-f, and we see that ReaxFF correctly 
reproduces QM equilibrium angles and the overall energy profile. 

An equation of state calculation was performed on crystalline Li2S 
(space group no. 225). We carried out periodic QM calculation based 
on density-functional theory (DFT).56,57 The Vienna ab initio 
simulation package (VASP) was used to solve the Kohn-Sham 
equations with periodic boundary conditions and a plane-wave basis 
set.58,59 We employed Blöchl’s all-electron frozen core projector 
augmented wave (PAW) method60 and electron exchange and 
correlation is treated within the generalized gradient approximation 

(GGA) of PBE.61 The energy cutoff on the wave function is taken as 
600 eV and the Monkhorst-Pack scheme was used for the k-point 
sampling with 5x5x5 k-point grid. We applied compression and 
expansion with respect to the equilibrium volume of the crystal to 
calculate QM energies at different volume state. Next, during force 
field optimization, energies calculated from the ReaxFF 
corresponding to each volume are compared with the QM data. 
Figure 1i shows the EOS of the Li2S crystal as predicted by ReaxFF 
and QM. We see that ReaxFF acceptably reproduces the QM results 
near the equilibrium. ReaxFF predicts the lattice constant of Li2S 
crystal as 5.75A, which is within 0.5% of the reported experimental 
value of 5.72A.62   

Furthermore, we trained our force field for an Li cation migration 
around and dissociation from an S4 anion. Geometry of S4

2- was 
fixed.  ReaxFF parameters were fitted against the MP2/aug-cc-pVTZ 
level of QM results, and the data in Figure 1g and Figure 1h were 
obtained. We see good agreement of the ReaxFF and QM results for 
the Li-migration pathway (Figure 1g) and ReaxFF reasonably 
reproduces QM energetics for Li-dissociation (Figure 1h).  

Heats of formation (HF) of various crystalline and gas phase lithium-
sulfur species were also utilized in force field fitting. Heats of 
formation of LixS species were calculated with respect to S8 
molecule and bcc-Li were calculated using following relation 
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∆� = �+��, − ��+� − �, 

where ELixS is the total energy of the Li-S system, x is the atomic 
fraction of lithium, and ELi and ES are the energies per atom of bcc-
Li and sulfur, respectively. Data obtained from the ReaxFF and QM 
methods are presented in Table 1. The results in Table 1 indicate that 
ReaxFF reasonably reproduces the HF of the LixS species studied.  

Table 1: Heats of formation of different LixS crystals and 
molecules as calculated from the ReaxFF and QM (MP2/aug-
cc-pVTZ) 
 

Species ReaxFF(eV) QM (eV)) 
Li2S crystal -3.88 -4.47 
LiS crystal -1.96 -1.89 

LiS6 -0.79 -0.75 
LiS7 -0.05 -0.67 
LiS8 -0.18 -0.74 
LiS 0.95 1.37 
LiS3 -0.74 -0.65 
Li2S -0.22 -0.59 

Reaction energies of various polysulfides, LixSy were calculated and 
ReaxFF energies are compared with the QM results reported by 
Assary et al.63 and represented in Table 2.  QM calculations were 
performed using coupled cluster based highly accurate G4MP264 
with B3LYP/6-31G(2df,p) level of theory. ReaxFF qualitatively 
reproduces the QM reaction energies of the major polysulfides 
involved in Li-S battery operation. However, some of the values, e.g. 
reaction 3 in the Table 2 differ from the corresponding QM data. 
These reaction pathways were not contained in the training set, and 
as such there are some deviations between ReaxFF and DFT, 
however, ReaxFF reproduces the trends in these gas phase reaction 
energies, which is important to describe the condensed phase 
simulations considered in this study. In these calculations, Li2 and 
cyclic S8 were used as reference value.     

Table 2: Comparison of the reaction energies of various 
polysulfides as calculated using ReaxFF and G4MP2 level of 
theory63 
 

Reactions ∆E(eV):ReaxFF ∆E(eV):QM63 
S8+2Li � Li2S8 -5.61 -6.02 
Li2S8�Li2S5+S3 1.51 1.11 

Li2S8�Li2S4+(1/2)S8 0.59 0.18 
Li2S4�Li2S2+(1/4)S8 1.03 1.14 

2Li2S4�2Li2S3+(1/4)S8 1.35 0.96 
2Li2S3�2Li2S2+(1/4)S8 0.72 1.32 
2Li2S2�2Li2S+(1/4)S8 3.61 2.10 

Li2S8�LiS6+LiS2 1.81 2.36 

Overall, ReaxFF energy descriptions are in good agreement with the 
QM data, which establishes the capability of the force field to 
describe the chemistry of lithium sulfur interactions. Force field 
parameters are given in the supporting information.  

4. Simulation methodology 

We employed our Li-S force field to study various lithiated sulfur 
configurations, LixS (x = 0.4, 0.8, 1, 1.2, 1.6, 2.0). Initial geometries 
were constructed by randomly dispersing lithium atoms at the given 
ratios in an α-sulfur phase comprised of 2048 atoms. Lithiated sulfur 
geometries were relaxed using a conjugate gradient minimization 
scheme. We created amorphous structures by slowly heating the 
initial structures to 1600K and then rapidly quenching them to 300K. 
Temperature and pressure were regulated using the Berendsen 
thermostat and barostat65, respectively. To obtain the room 
temperature densities of these annealed structures, NPT (constant 
pressure, temperature) simulations were performed at 300K and 
atmospheric pressure. The temperature and pressure damping 
constants used in both annealing and the NPT simulations were 
100fs and 2500fs, respectively. Next, final structures from the 300K 
NPT simulations were taken from each of the given configurations, 
and NVT (constant volume, temperature) simulations were 
performed at various temperatures (i.e. 300K, 600K, 800K, 1000K, 
1200K, and 1600K). Temperature and pressure damping constants 
were 500 and 5000 fs, respectively, and the simulation duration was 
about 1 ns. High temperature NVT simulations facilitate diffusion 
coefficient calculations. In order to evaluate mechanical properties 
of the lithiated sulfur compositions, deformation simulations were 
carried out using the NPT ensemble in  LAMMPS66 at 300K and 
atmospheric pressure. The Nosé-Hoover thermostat and barostat67 
were used with temperature and pressure damping constants of 50fs 
and 1000fs, respectively. Periodic boundary conditions were 
employed in all three directions, and a MD time step of 0.25 fs was 
used for all the simulations in this study.  

5. Force Field Validation 

5.1 Phase diagram 

To verify the quality of our Li-S potential in describing the various 
LixS phases, the Genetic Algorithm for Structure and Phase 
Prediction (GASP)68,69 was employed.  We used it to investigate the 
energy landscape of our potential, to identify low-energy 
configurations, and thus to construct the Li-S binary phase diagram, 
according to the potential.  A GA is a heuristic optimization 
algorithm modeled after the biological process of evolution, and its 
purpose here is to find the lowest-energy configurations at every 
composition between pure Li and pure S. The algorithm uses the 
information learned from the early guesses and makes better guesses 
to produce improved structures later on.  The initial structures, 
known as parent generation, are generated randomly within some 
hard constraints: maximum and minimum lattice parameters and 
number of atoms, interatomic distances, and number of species. New 
structures are evaluated by their formation energies with respect to 
the currently-known ground state phases. The lower this metric, the 
more likely a structure is to be chosen as a parent and used to 
generate offspring by means of mutation and mating operations. The 
algorithm proceeds by producing successive generations, and as it 
does, low energy structural motifs are likely to survive, while 
structures with high energy become less common. 

The algorithm was run for 50 generations with 50 structures per 
generation, and the resulting Li-S phase diagram is shown in Figure 
2. This diagram is constructed by plotting each structure encountered 
by the algorithm according to its formation energies with respect to 
the elements versus its composition.  The lower convex bound on the 
points is known as convex hull and is used to determine the 
thermodynamic ground states and energies of the various Li-S 
compositions. The structures which lie on the convex hull are ground 
states at their composition. At compositions which have no 
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representative on the curve, the lowest-energy configuration is 
actually a mixture of materials at other compositions.   

         
Figure 2. Convex hull phase diagram of LixS compositions.  

For any structure, the vertical distance between its point and the 
convex hull is the energy difference between this phase and 
corresponding thermodynamic ground state. In the phase diagram, 
we identify stable binary structures with compositions LiS, Li7S4, 
Li2S, Li3S, Li7S2, and Li5S, although all but LiS are barely stable 
with respect to Li2S and the elements and are artifacts of the fitting 
procedure.  The experimentally known binary phase, with 
composition Li2S, is not the ground state according to the potential 
but lies only 0.24 kcal/mol above the convex hull. 

5.2 Discharge voltage profile 

We used the hybrid grand canonical Monte Carlo/molecular 
dynamics (GC-MC/MD) method described by Senftle et al.70,71 to 
investigate lithium insertion into α-sulfur. We calculated heats of 
formation of lithiated sulfur compounds and found the corresponding 
open circuit voltage profile. A TPµLiNS ensemble (constant pressure 
and adjustable volume) was used so that the structure could change 
its volume upon lithiation. The acceptance criterion used for lithium 
insertion into α-sulfur in this simulation is analogous to that 
described in Ref. [70]. Each MC trial move was followed by a low 
temperature MD based energy minimization to allow structural 
relaxation. This increases the MC acceptance rate by placing Li 
atoms into low energy sites.  

 

Figure 3. Open circuit voltage profile during lithiation of sulfur 
cathode. Yellow and purple represent sulfur and lithium atom 
respectively.  

Heats of formation of the lithiated sulfur configurations as a function 
of lithium content with respect to α-sulfur and bcc-Li were 
calculated using the relation mentioned in the force field 
development section. Next, we calculated the open circuit voltage 
profile during lithiation as a function of lithium concentration. The 
voltage profile relative to Li/Li+ is given by 

-(�) = −.+��, − �.+�	 − .,�  

where, G is the Gibbs free energy and x refers to the lithium 
concentration. Approximating enthalpic (PV) and entropic (TS) 
contributions are negligible; Gibbs free energy can be replaced by 
the ground state energy.  

Discharge voltage profile corresponding to the reduction pathway of 
S8 to Li2S was calculated and is shown in Figure 3. The derived 
voltage profile is consistent with the results reported in Ref. [6,72] 
Likewise, the experimental observation, ReaxFF calculations nicely 
predict the initial drop in the voltage profile due to the formation of 
high molecular weight polysulfides and the flatter region and 
subsequent drop in the voltage approaching Li2S.  

5.3 Volumetric expansion of LixS compounds 

The sulfur cathode undergoes significant volumetric expansion upon 
Li uptake. In this study, the volumes of a-LixS at various 
compositions were obtained from NPT simulations at 300 K and 
atmospheric pressure. The relative volume is plotted against lithium 
concentration in sulfur phase as shown in Figure 4.  

 

Figure 4. Volume expansion as a function of lithiation. V is the 
volume of the lithiated configurations and Vo is the volume of 
unlithiated sulfur. 

The volume of Li-S amorphous phases increases almost linearly with 
x. In the case of Li2S, ReaxFF predicts a volume expansion of 83%, 
which is in excellent agreement with the reported experimental 
prediction of 80%.14,24,73  

6. Results and Discussions 

6.1 Structural properties 

To evaluate the structural properties of lithiated sulfur compounds, 
we calculate radial distribution functions (RDF), g(r), and the 
number of atoms within first coordination shell using following 
formulae 

Page 5 of 10 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



ARTICLE Journal Name 

6 | J. Name., 2012, 00, 1-3 This journal is © The Royal Society of Chemistry 2012 

/(�) = )(�)0	�
��∆� 									12 = 3 0.�
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where n(r) is the number of atoms within a distance r of a central 
atom, ρ is the bulk number density, r’ is the distance to the first 
minima of g(r) from each atom, and CN is the coordination number. 
The RDFs are obtained by extracting trajectories at 0.125 pico 
second intervals from the 300K NVT simulations. S-S, Li-Li, and 
Li-S RDFs for all the a-LixS cases considered in this study are 
presented in Figure 5a-c. 

                       
Figure 5. Radial distribution functions (a) S-S (b) Li-Li, and (c) 

S-Li atom pairs 

In these RDFs, we observe peaks that are much broader than for 
typical crystalline materials.  Along with the absence of sharp peaks 
at long-range, this suggests structural amorphization. In Figure 5a, 
with the increasing lithium content, the S-S first peak decreases, and 
the second peak increases. The first peak is attributed to the S-S 
covalent bond, while the second one around 4.0 Å corresponds to 
sulfur being bound through Li+. Note that position of the second 
peak is slightly lower than double of the Li-S first peak.  During 
lithiation the fraction of polysulfides (LimSn, n≥2) decreases and 
fraction of LixS increases as indicated by diminishing magnitude of 

the first peak of S-S RDF. At high lithium content sulfur is 
increasingly held together via lithium linkages as indicated by the 
increasing second peak located around 4.0 Å. Similarly, the Li-Li 
RDFs in Figure 5b show that at higher lithium concentrations, Li-Li 
interactions become stronger as bond lengths contract from 3.5Å to 
3.0Å due to the formation of more Li+-Li+ bonding in LixS. The Li-
Li RDFs for our model amorphous phases are also compared with 
the crystalline bcc-Li. The crystal's RDF indicates long range order 
and the calculated Li-Li bond length is also in conformity with 
reported value of 3.03Å.74 In all the lithiated sulfur compounds, the 
nearest neighbor peak of Li-S atom pairs remain close to 2.2Å to 
2.3Å as shown in Figure 5c.  

6.2 Mechanical properties  

To characterize the mechanical behavior of the a-LixS compounds, 
we performed room temperature MD simulations and obtained the 
stress-strain relationship under uniaxial tensile loading. We 
considered five different uniaxial strain rates (1x108, 5x108 ,1x109, 
1x1010, 1x1011 s-1) to investigate the effect of strain rate on the 
mechanical properties. Stresses are calculated based on the definition 
of virial stress, which is expressed as 

�7���%8(�) = �9�:(−;�<= � ⊗ <= � + ������ ⊗ ?���@� )A�  

where the summation is over all the atoms occupying the total 
volume, mi is the mass of atom i,  is the time derivative which 
indicates the displacement of atom  with respect to a reference 
position,  , where  is the position vector of atom ,  is the cross 
product, and  is the interatomic force applied on atom i by atom j. 

Figure 6a-c shows tensile stress-strain curves at three strain rates for 
all the lithiated sulfur cases considered in this work. Stress-strain 
curves for the strain rate of 5 x108 and 1x108 (s-1) are provided in the 
Figure S1 of the supplementary information. At lower strain rates, 
past the elastic limit, stress rises and drops repeatedly with the strain, 
while under faster loading, no such fluctuations are observed. 
Similar trends in the stress-strain curve at other strain rates have 
been observed in amorphous Ni-nanowire deformation simulations.75 
The zigzag stress-strain curve after the elastic limit at lower strain 
rate and higher lithiation cases are due to the stress-relaxation during 
tensile loading. At a strain rate of 1011 s-1, the maximum stress 
occurs at ~15% strain.  However, at a lower strain rate, it shifts to 
~10% strain. In general, stress-strain curves exhibit an initial linear 
region followed by a nonlinear portion and then a drop in stress. The 
linear portion of the uniaxial stress-strain curve corresponds to 
elastic deformation and the gradient of this part is Young’s modulus 
(YM). In this study, YM was calculated using linear regression on 
the initial linear portion. The yield strength was computed by 
plotting a line parallel to the linear part of the stress-strain curve at 
0.2 percent strain offset. The intersection between this 0.2 percent 
offset line and stress-strain curve gives the yield strength.  The 
ultimate strength is the maximum stress experienced during tensile 
loading.  Effect of strain-rate on various mechanical properties and 
the lithiation-induced variation in strength for the a-LixS cases are 
presented in Figure 6d-f. We see that the strain-rate has significant 
consequences for all of the material properties. During tensile 
loading, the combination of both elastic and anelastic (time-
dependent, fully reversible deformation) strains determine the 
mechanical behavior of the materials.  
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Figure 6. Stress-strain curve for the a-LixS compositions at different strain rate (a) 1x109 s-1 (b) 1x1010 s-1, and (c) 1x1011 s-1; other 
mechanical properties (d) Ultimate strength (e) Yield strength, and (f) Young’s modulus;  inset of (d) shows the convergence in the  ultimate 

strength with  the strain rate for the case of Li1.6S.

At higher loading rates, anelastic strain approaches zero resulting in 
entirely elastic strain, while at low-strain-rates both of them 
accompany the loading process that contributes to the lower 
strength.76 Moreover, increases in strain rate enhance the flow stress 
that directly influences the mechanical behavior. The calculated 
Young’s modulus, ultimate strength, and yield strength at low-strain-
rate are lower than that at high-strain-rates.  This trend is consistent 
with the experimental observations for amorphous materials.77  It can 
be seen from Figure 6d-f that strain rate converges at 1x1010 s-1 and 
the reported strength and YM values are in close proximity for the 
strain rate of 1x1010(s-1) and lower. The calculated YM value for 
Li2S is ~45GPa, which is lower than the previously reported78 DFT-
GGA results of 76.6 GPa, the discrepancy is likely due to the 
absence of thermal effects in DFT optimization. However, 
extrapolation of the Young modulus of the dense hot pressed Li2S-
P2S5 pellets to 100% Li2S composition would yield values around 
35GPa, which is in excellent agreement with the ReaxFF 
predictions.79  

It is evident that lithiated sulfur compounds undergo strain hardening 
with increasing lithium concentration. Lithiation also augments 
toughness and ductility of the lithiated compounds. Toughness is the 
amount of energy absorbed by a material before its failure. We 
observe that improvement in material strength is rapid during initial 
lithiation, but beyond Li1.2S strengthening is not substantial. During 
initial lithium loading, Li-S bonds are formed through the cleavage 
of S-S bonds.  This contributes to the increase in strength, while at 
higher lithium content, Li-Li bond formation contributes to the 
strength increment to a lesser extent. Interestingly, the lithiation 
induced mechanical response of the a-LixS compounds is quite 
opposite of that observed for the a-LixSi alloys. Lithiation degrades 
the mechanical properties of silicon,10,80 while in case of sulfur, it 
enhances the strength of the material. Lithiation of Si causes 
breaking of Si-Si bonds and subsequent formation of the Li-Si 

bonds. The softening effect due to the lithium insertion into the Si is 
attributed to the decrease in the number of strong covalent Si-Si 
bonds as they breaks and replaced by the weaker ionic Li-Si bonds. 
Shenoy et al.81 reported the elastic moduli of the amorphous-Si and 
Li are 92 and 20 GPa, respectively. Our ReaxFF calculations predict 
the elastic moduli of Li and S as 23 and 5.78 GPa, respectively.  
Therefore, insertion of the Li into the softer S resulting in the 
increase of the strength of LixS compositions. 

In addition, we studied the failure behavior of lithiated sulfur 
compositions during tensile loading. Fracture initiates via the 
formation of small voids in the structure, followed by the 
coalescence of multiple voids that leads to necking. As the tensile 
loading continues, stress concentration at the necking region 
eventually leading to rupture. This failure mode is commonly 
observed in amorphous materials. An example of failure behavior for 
Li0.8S is shown in Figure 7. 

 

 

 

 

 
 
 

Figure 7. Failure behavior of Li0.8S composition upon tensile 
loading. Fracture initiates via formation of voids. Yellow and purple 
represent sulfur and lithium atom, respectively.  
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6.3 Diffusion coefficients  

For the analysis of the diffusion of lithium and sulfur in a-LixS, we 
carried out NVT MD simulations at several temperatures. We stored 
unfolded trajectories generated from the NVT MD simulations at 
every 0.125 ps and calculated the mean-square displacement (MSD) 
as a function of the position of each diffusing particle. MSDs and 
diffusion coefficients (DCs) were calculated using Einstein’s relation  

",B =C |�(E) − �(6)|� F 

B = �� GHIJE→L
",B(E + JE) − ",B(E)JE  

where r is the position of the particle, t is the time, and D is the 
diffusion coefficient.  

Because of the slow rate of diffusion of both species in the LixS 
compositions, it was challenging to calculate DCs at 300K given our 
MD time scale. Therefore, we calculated DC at elevated 
temperatures using the above equations. To facilitate DC calculation 
at room temperature, we extrapolated our elevated temperature data 
through the following Arrhenius equation82   

B(M) = B�NOP	(− �%QM) 
where  D0 is the pre-exponential factor, Ea is the activation energy, k 
is the Boltzmann constant, and T is the temperature. The activation 
energy and pre-exponential factors are independent of temperature 
and were computed using an exponential regression analysis of a D 
vs. 1/T plot.  

                  
Figure 8. Arrhenius plot for calculating diffusion coefficient at 

300K, (a) sulfur, and (b) lithium 

Figure 8 shows the relationship between diffusivity and temperature 
through the Arrhenius equation for the sulfur and lithium in the Li2S 
case. Using the Arrhenius plot, we calculated 300K diffusion 
coefficients for both Li and S via extrapolation of our high 
temperature data.  This is presented in Figure 9. It is evident that 
diffusivity of both species depends strongly on the lithium 
concentration. Interestingly, lithium and sulfur DCs decrease 
initially with the lithiation, but this trend soon reverses. We observe 
that DCs of both species are of the same order of magnitude up to 
Li1.2S. 

However, further lithiation increases Li diffusivity to two orders of 
magnitude higher than that of S, which indicates that at higher 
lithium concentration, Li is the dominating diffusion species. The 
difference in DC between these two species at higher lithium 
concentration may be responsible for stress generation where lithium 
atoms have to push sulfur in order to diffuse in the cathode material. 
On the other hand, at lower lithium concentrations, lithium diffuses 
as fast as sulfur, minimizing diffusion induced stress. 

                                         

Figure 9. Diffusion coefficient of (a) sulfur, and (b) lithium at 300K, 
calculated using Arrhenius relation.  

Our calculated range of the lithium DCs is comparable with the 
typical range of lithium diffusivity in the conventional transition 
metal oxide/phosphate cathodes.83,84 However, given that the 
insulating characteristics of LixS compositions, apparently, our 
extrapolated data is the upper bound to the Li and S diffusion 
coefficients. The diffusivity of lithium or sulfur in the LixS 
compounds exhibits an opposing behavior that of the a-LixSi alloys. 
Lithiation in Si increases lithium and silicon diffusivity initially.  

(a) 

(b) 

(a) 

(b) 
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However, with further lithiation, the diffusivity of both species 
dwindles.9  

7. Conclusions 

We developed a ReaxFF potential for describing Li-S interactions 
and performed MD simulations to study various structural, 
mechanical, and diffusion properties in a-LixS compounds. ReaxFF 
reproduces the experimental open circuit voltage profile during cell 
discharge. The volume expansion of the a-LixS compositions 
captured in our simulations matches experimental observations well. 
The phase diagram produced by a GA search of the potential 
provides information about the formation energies of the various 
LixS phases as a function of composition. GA scheme exhibits that 
experimentally known Li2S structure lies in a very close proximity of 
the convex hull, i.e. ground state. Our simulations for calculating 
mechanical properties of a-LixS illustrate that lithiated sulfur 
compounds undergo strain hardening with lithiation, which results in 
an increase in strength and toughness. Dependence of the mechanical 
properties of a-LixS compounds on strain rate is observed: the 
material exhibits higher strength with increasing strain rate. Young 
Modulus from our calculations was found in good agreement with 
the extrapolated experimental values. Diffusion coefficients of both 
lithium and sulfur are contingent on the lithium content in a-LixS 
compositions. These demonstrate that the developed Li-S potential 
can accurately describe Li-S chemistry. 

This newly developed Li-S potential and its application to lithiated 
sulfur systems provides a new perspective on lithiation induced 
mechanical responses of sulfur cathodes at the most fundamental 
atomistic level. The computed material properties will enable the 
development of a continuum model to further investigate the 
morphological evolution, degradation, and failure mechanism of 
lithiated sulfur during electrochemical cycling for specimens of 
experimental length and time scale. We believe these atomistic-level 
insights will play a vital role in designing cathode materials for high 
performance Li-S batteries to meet future energy demand. 
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