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Abstract 

 

Do the differing properties of materials influence their nucleation mechanisms? We present 

different experimental approaches to study and control nucleation, and shed light on some of 

the factors affecting the nucleation process. 

 

Introduction 
 

The control of  material properties being directly related to their methods of production, 

understanding the mechanisms governing these methods is vital. With crystallized materials, 

such as minerals, pharmaceuticals, proteins, biominerals, nanomaterials, the most important 

properties, crystal morphology, habit, size distribution and phases, are controlled by the 

nucleation step. Nucleation was clearly defined by D. Kashchiev: “it is the process of random 

generation of those nanoscopically small formations of the new phase that have the ability for 

irreversible overgrowth to macroscopic sizes.”
1
 The size of critical cluster and the nucleation 

rate are determined by the classical nucleation theory (CNT) derived from the Gibbs 

treatment of droplet nucleation.
2
 Interestingly, this simple model fits experimental results very 

well but is many orders of magnitude out in predicting nucleation frequencies, as shown on 

protein crystallization.
3
 It is noteworthy that even experimental data on the same system in the 

same conditions can have discrepancies of more than 10 orders of magnitude
3-7

 as illustrated 

in Figure 1. 

Moreover, in several studies on protein crystallization using solution scattering techniques, 

ultracentrifugation-sedimentation and dialysis kinetics,  data were interpreted as indicating the 

formation of prenucleation aggregates, clusters or oligomeric species, ranging between 

monomer and crystal.
8-19

 But other authors
20-26

 did not observe such aggregates and offered 

the following explanation: “the failure to account for direct and indirect protein interactions in 

the solutions results in unrealistic aggregation scenarios”.
23

 Note that the stable entity in 

solution is not necessarily a monomer; it can be an oligomer, for biological or 

physicochemical reasons.
27

 Finally, simulation papers published in the same period proposed 

a 2-step process for protein crystal nucleation
28-30

 using the presence of a metastable LLPS 

(liquid liquid phase separation) to reduce the nucleation free-energy barrier. The first step 

could be a local densification (liquid-like dense phase) and the second step could be the 

nucleation of the solid inside this dense phase. There has even been a third nucleation 

pathway proposed linked to biomineralization, consisting of a nucleation via stable 

prenucleation clusters.
31

 

To summarize, in the CNT only one order parameter, density, describes the transition between 

the two phases, whereas in the 2-step theory two order parameters, density and structure are 

used. For reviews see.
32, 33

 This appears to us as an attempt to find a universally applicable 

explanation for experimental discrepancies. First, the limiting step, densification or 
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structuration, will depend on the solute, as suggested by Knezic et al.
34

 for example, 

macromolecules take longer to rearrange themselves into crystalline nuclei than smaller 

molecules. Second, the fact that the location, the nature and the lifetime of the dense phase 

and/or the critical nucleus are unknown (at the moment) explains difficulties encountered in 

experimental observations and interpretations. In this paper, however, we explore nucleation 

from a purely practical point of view, without any a priori assumption on the nucleation 

mechanism. We describe the two experimental approaches taking here: indirect experiments 

measuring nucleation frequency by counting crystals or by measuring induction time, and 

direct experiments observing the critical nucleus. Kinetic measurements will provide us with 

data to be tested by classical and 2-step nucleation models
35

. Whereas direct observation will 

give information on the size and structure of the critical nucleus. The objective is to unraveled 

nucleation mechanisms in solution.   

 

Experimental 
Microfluidic set-up (~nL). Experiments were performed in PDMS (poly(dimethylsiloxane)) 

and PEEK (polyether ether ketone) and Teflon devices based on HPLC techniques, T-shaped 

junctions as described previously
36, 37

 or cross-shaped 
(Zhang et al submitted)

 ("plug-factory") were 

used to form the droplets with volumes in the nanoliter range, without addition of surfactants. 

We used FMS oil (Hampton Research) for aqueous solvents. This oil shows no or very low 

miscibility with water and good wettability with PDMS and Teflon. The droplet concentration 

and composition were varied using a programmable multi-channel syringe pump (neMESYS) 

and controlling the relative and absolute flow rates of the different solutions.
 (Zhang et al submitted)

  

The tubing containing the droplets was placed in a thermostatted tubing-holder and incubated 

to obtain crystallization. Droplets were observed using an XYZ-motorized camera.  

 

Production of microdroplets with microinjectors (~pL to fL).  We used a simply-

constructed and easy-to-use fluidic device that generates arrayed aqueous phase microdroplets 

in oil with volumes ranging from nanoliter to femtoliter, without addition of  surfactant.
38

 The 

device enables the entire volume range to be attained in the course of one experiment. All 

experiments were performed on a hydrophobic coverslip, at 20°C in a thermostatted room. 

The coverslip was covered with approximately 100µL of inert DMS oil (Hampton Research 

HR3-419, refractive index=1.390). The micrometer-sized droplets of water solution were 

generated on the coverslip by a microinjector (Femtojet Eppendorf) with a micropipette of 

0.5µm internal diameter (Femtotip Eppendorf). Two home-made micromanipulators (MS30 

Mechonics) consisting of 3 miniature translation stages allowed displacement of the injector 

(capillary holder) and the tip in X, Y and Z with a displacement of 18mm in the 3 

directions by steps of 16nm. Here, we made the sharp tips from tungsten (W) wires (125µm 

diameter); for a detailed description see 
39-41

. 

 

Localized DC electric field. The experimental set-up was composed of a crystallization cell 

with two electrodes at least one of which had a sharp W-tip, as previously described
41

. Two 

home-made micromanipulators allowing displacement of the electrodes in X, Y and Z were 

added.  

 
Protein solutions. Hen-egg white lysozyme (14600Da, pI = 11.2) was purchased from Sigma 

(batch 057K7013 L 2879) and used without further purification. The purity of lysozyme was 

checked by molecular sieving. Proper amounts of Lysozyme and NaCl were dissolved in pure 

water (ELGA UHQ reverse osmosis system) to obtain the necessary stock solutions. The 

different solutions were buffered with 80mM acetic acid, adjusted to pH=4.5 with NaOH 

(1M) and filtered through 0.22µm Millipore filters. pH was checked with a pHmeter (Schott 
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Instrument, Prolab 1000) equipped with a pH microelectrode. Lysozyme concentrations were 

checked by optical density measurements (Shumadzu, UV-1800) using an extinction 

coefficient of 2.64 mL.cm
-1

.mg
-1

 at 280nm for lysozyme. 

Gel solutions. A stock solution of 1% agarose type V from Sigma (gel point 42°C) was 

prepared using the method developed by Robert and Lefaucheux.
42

 Gel lysozyme solutions 

were prepared by mixing at 42°C the solutions of agarose gel, sodium chloride and protein 

yielding a final agarose concentration of 1% w/v. The mixture gelified in a few minutes once 

temperature was decreased. 

Mineral solutions. NaCl (R.P. normapur, analytical reagent) solutions were prepared by 

dissolution of the proper amount of powder in pure water.  

Oils. Dodecanemethylpentasiloxane (DMS) oil (Hampton Research HR2-593, refractive 

index=1.390 at 20°C) and paraffin oil (Hampton Research HR3–421, refractive index=1.467) 

were used as continuous phases. 

 

Results and discussions 
I. Indirect Experiments  

The indirect measurement of nucleation is obtained through nucleation frequencies or 

induction times. Because nucleation is of a stochastic nature, it is important to perform a large 

number of experiments in order to obtain reliable data. Here nucleation was performed in 

small volumes in order to reduce the number of crystals and to render their observation easier. 

Moreover, this has the advantage of decreasing the quantity of molecules while speeding up 

heat and mass transfer.43 In addition, the supersaturation range experimentally accessible is 

increased for kinetic44 and thermodynamic45 reasons. One kinetic limitation in small volumes 

arises from nucleation frequency (J/number of nucleus by unit time and volume): the smaller 

the volume, the longer the induction time and the wider the metastable zone, thus requiring 

greater supersaturation for nucleation
46, 47

.  

 

I.1. Small volumes of µL to nL range, the kinetic effect. 
Our experiments used microfluidics technologies. Microfluidics has proved an efficient way 

of measuring nucleation frequency by measuring the probability of crystal presence in the 

droplets as a function of time
48-50

 and by counting the number of crystal nuclei per droplet.
4, 44

 

Figure 1 summarizes data from different studies obtained using the double pulse technique.
6, 

51, 52
 This technique allows direct determination of the steady-state rate of primary nucleation, 

separating crystal nucleation from the growth process, by counting nucleated crystals instead 

of estimating induction times. The discrepancies between data presented in Fig. 1 chiefly stem 

from the experimental method applied, where the supersaturation during the quench is not 

constant, according to the authors
4
. Note the agreement between data obtained in 

microbatches
7
 (~1µL) and microfluidics

44
 (~100nL). When the volume is diminished, the 

range of experimentally measurable J is increased. One of the limitations usually involved in 

measuring J is the supersaturation range over which the experiment can be performed. When 

β is too low, nucleation frequency is low and nucleation is sensitive to local heterogeneity. 

When β is too high, J is difficult to measure because it is too rapid. This is why in practice, we 

are able to measure the nucleation frequency only in the vicinity of the metastable zone limit.  
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Fig. 1: Primary nucleation rate of lysozyme vs supersaturation, (�) data at 20°C- 

C0=3.2mg/mL(NaCl=0.7M and pH=4.5) from Ildefonso et al. in microfluidics
44

 , (○) data, at 12.6°C- 

C0=1.6mg/mL(NaCl=0.7M and pH=4.5), from Galkin and Vekilov in microbatches in oil
7
 and (…………) 

data at 12°C- C0=5mg/mL (NaCl=0.6M and pH=4.5) from Selimovic et al. in microfluidics.
4
 

 

 

I.2. Small volumes of pL range, the thermodynamic effect.  
Emulsion-based methods such as microfluidics have advantages; permitting production, 

storage and observation of a large number of microdroplets of controlled chemical 

composition, for instance. But  microfluidics has also drawbacks: microdroplet size is 

controlled by channel size and microdroplets are not accessible (hardware limitation). 

Microdroplet generation with micropipets or microinjectors  render microdroplets accessible 

and makes the size range easy to control. However, its drawback is that a single microdroplet 

is produced.
43, 53, 54

 Consequently, we recently presented a fluidic device
38

 that generates 

arrayed aqueous phase microdroplets under oil (sessile geometry). This set-up combines the 

advantage of channelled microfluidic techniques, generating thousands of droplets (Fig. 2) 

with the advantage of micropipette techniques, control over size and microdroplet 

accessibility.  

 

 
Fig. 2: Array of droplets (~720) of NaCl solutions generated through the layer of inert DMS oil. 

 

 

As pointed out by Bempah and Hileman
55

, “One major problem associated with the use of the 

droplet technique in nucleation studies is the creation of sufficient supersaturation within each 

droplet to ensure crystallization”. In other words the smaller the volume, the longer the 

100µm 
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induction time and the wider the metastable zone. Hence a thermodynamic limitation appears 

because, contrary to the CNT which supposes an infinite reservoir of molecules, 

supersaturation is no longer constant during the nucleation process (aggregation of molecules) 

but is decreasing.
45

 In these small-volume systems unexpected high-supersaturated metastable 

solutions are observed. In practice, there is an influence of volume on nucleation from 

picoliter range down. 
45

 This is in agreement with experimental results showing effects under 

nanoscopic confinement.
56-60

 

We, therefore, used the droplet contraction method to generate sufficient supersaturation, i.e. 

diffusion of water from the microdroplet into the oil. The experiment presented in Figs.3 and 

4 is isothermal (20°C) and volume is decreasing linearly
61

 with time and can be monitored 

throughout the experiment. In the first stage (Fig. 3), 3 microdroplet rows containing NaCl 

solution at ß=0.1 are generated, and supersaturation ß is defined as the ratio of the NaCl 

concentration in solution versus the solubility of NaCl, 6.15 M at 20°C in water.
62

 Droplets 

slowly evaporate until critical supersaturation is reached. The critical supersaturation for 

nucleation is the maximum supersaturation that a solution can withstand without nucleating a 

new phase.
47

 The nucleation times of the microdroplets from the experiment (Figs.3 and 4) 

are plotted in Fig.5, P(t) represents the normalized fraction of nucleated microdroplets. Due to 

the fast growth rate, the time required for the newly-formed nuclei to grow to a detectable size 

is negligible with regard to the induction time (see Fig.6). Thus, the time when a detectable 

crystal is observed can be considered the induction time. In the experiment shown in Figs.3 

and 4, we observe that the smaller the volume the faster the evaporation rate and the faster the 

nucleation (Fig.5).  

 

 
Fig. 3: Array of droplets of NaCl solutions at ß=0.1 generated through the layer of inert DMS oil. 

Microdroplet volumes are 104, 172 and 284pL for rows L1, L2 and L3 respectively, 104pL assuming 

a spherical shape for the droplet with a contact angle of 130° as measured previously.
61

 
 

 

 

 
Fig. 4: Time sequence showing nucleation of NaCl crystals (a) at t=1106s, (b) t=1305s and (c) 

t=1390s, (d) at t=1563s, (e) t=1680s and (f) t=1995s. In (a), (c) and (e) the first microdrolet in L1, L2 

and L3 has crystallized and in (b), (d) and (f) all microdrolets in L1, L2 and L3 have crystallized.  All 

micrographs are at the same magnification. rows L1, L2 and L3 are from Fig.3. 

100µm 

L1 

L2 

L3 

200µm 

(a) (b) 

(c) (d) 

(e) (f) 
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Fig. 5:  Nucleation probability P(t) vs time. P(t) represent the normalized fraction of nucleated 

microdroplets. Rows L1, L2 and L3 are from Fig.3. 

 

II. Direct Experiments 
According to Davey et al.

63
,“The biggest challenge is to identify the structure of low-

concentration, nanosized dynamic clusters of molecules.” Thus, with the development of new 

experimental tools such as in-situ electron microscopy
64

, cryogenic transmission electron 

microscopy
65, 66

, fluctuation transmission electron microscopy
67

, AFM
68

, laser scanning 

confocal microscopy
69

, laser confocal differential interference contrast microscopy
70

 or even 

classical microscopy for colloidal nucleation
71

, increasing focus is placed on how to catch the 

critical cluster. The challenge is that nucleation is stochastic: during an experiment, we do not 

know where and when nucleation will occur. All we can do in our different laboratories for 

the moment is perform many experiments and hope that the law of the large numbers, will 

allow us to observe critical clusters. Whether or not this experimental observation is 

representative of the nucleation is still an open question (see the controversy over the 

existence of prenucleation aggregates).  

 

II.1. Confinement by volume and external field.  
Here, we address the unpredictability of the spatial and temporal location of the critical 

nucleus. In the experiment presented in Figs.3 and 4, confinement by volume allows us to 

have spatial control at the picoliter scale. With this set-up a  resolution better than 1µm would 

be difficult to obtain, which is still far from the expected size of a critical cluster. 

Thus, we propose confinement coupled to external field in order to control the location of the 

nucleation event. The implications of an external field for crystal growth in solution were 

highlighted by Voss
72

, Oxtoby 
73

 and Revalor
52

. Two effects on the supersaturated solutions 

are expected: molecular orientation and density fluctuation. The principle of the experiment is 

first generate solute microdroplets in oil with the microinjector and the microdroplets 

concentrate contraction to generate supersaturation. Second when the microdroplets 

completely disappears a sharp tip is used to induce a nucleation event by touching the 

supersaturated metastable microdroplet. 

It was previously shown that any disturbance, for instance a crystal touching dense droplets
74

 

or mechanical contact with a nanotip
75

, triggers nucleation. In the experiment presented in 

Fig.6, we induced a structural transformation via mechanical contact at precisely determined 
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points (at 16nm accuracy) and times, using an sCMOS camera at 200frames/s (ANDEOR 

NEO).  The time between tip contact and observation of nucleation was shorter than 5ms 

(Fig.6a-b) and the mean crystal growth rate was greater than 200µm/s during the first 20ms 

(Fig.6a-c). Crystal nucleated was rough and transition to a facetted crystal was observed in 

less than 1s, i.e. the transition between the nucleation form and the equilibrium form. In 

practice, because the tip position is controlled with micromanipulators, the position of the 

critical nucleus can be determined with an accuracy of 16nm.  

This method has some drawbacks, however. First, it is a trial and error method: the droplet is 

repeatedly tapped with the tip during the generation of supersaturation by water diffusion in 

order to launch nucleation. Second, it is less successful with protein, probably because the 

crystallization medium is not binary but ternary, that is to say composed of a solvent, a solute 

and crystallization agents. During droplet contraction both protein and crystallization agents 

concentrate and reach supersaturation. Then, for kinetic reasons
76

, salt crystallizes first and/or 

polymer induces an LLPS, often before protein nucleation. For these reasons, we use another 

experimental procedure  to generate supersaturation for protein crystallization experiments as 

described in the next section of the paper. 

 

 

 
 

   
FIG.6: Panels represent time sequence showing nucleation induced by a sharp tip and growth of NaCl 

in paraffin oil. (a) initial condition: β>1.24, (a) droplet size 60 µm (95pL assuming a spherical shape 
for the droplet with a contact angle of 120° at the time of nucleation as measured previously61). All 

micrographs (phase contrast mode) are at the same magnification. 

 

II.2.Confinement by fluxes.  
In this section, we describe how we use an external localized DC electric field to control the 

location of the nucleation event. Two electrodes were placed in a supersaturated metastable 

(a) (b) (c) 

(d) (e) (f) 

(g) (h) (i) 

t=0 t=5ms t=20ms 

t=30ms t=80ms t=130ms 

t=180ms t=430ms t=680ms 

20µm 
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lysozyme solution (Fig.7a), one of the electrodes being sharp (Fig.7b). Because of the 

nanometer size of the tip, large electric fields
77

 and large field gradients are encountered near 

the tip at low DC voltage. This geometry also induces high current density inside the solution 

close to the region of high curvature. Here, supersaturation was increased by a flux and an 

accumulation of molecules at a precise point in the vicinity of the tip apex.
41

 This 

accumulation created inside the crystallization cell a concentration gradient that in solution is 

counteracted by convection. Therefore, the experiments were performed in gel in order to 

eliminate convection and keep the confinement in the vicinity of the electrode until 

concentration reaches the critical supersaturation. 

The sequence presented in Fig. 8 shows that the use of gel as crystallization medium clearly 

enables better control of the location of nucleation and the nucleus appears in the vicinity of 

the cathode at the tip apex where the electric field is the strongest. As a result: 

(1) The nucleation time in presence of the DC electric field is shorter than 600s (instead of 

t>24h in absence of electric field); the nucleus is depicted by a circle in Fig. 8a. 

(2) The particle is rough, due to high local supersaturation encountered during  nucleation and 

growth.  

(3) The average crystal growth rate (between 600 and 10800s) is 15µm/h in agreement with 

the growth rate obtained by Durbin et al.
78

 at high supersaturation for lysozyme. 

(4) The current vs time curve during the experiment clearly shows a modification in the slope 

at 300s (Fig.9), just before the nucleation becomes optically observable in Fig.8a. Measuring 

current variation over time is thus a more sensitive way to detect nucleation than optical 

observation  a better control is expected. A theoretical study of the field nano-localization 

with alternating voltage is in progress in our group
79

, a better understanding of the effect of 

the localized electric field on nucleation is expected. 

 

  
 
FIG.7: (a) temperature-controlled crystallization cell with the 2 micromanipulators and (b) SEM 

image of a W-tip.  

 

 

 

 

 

 

 

 

 

 

 

(a) (b) 
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FIG.8: Panels represent time sequence showing nucleation and growth of lysozyme 20mg/ml NaCl 

0.7M in agarose gel 1%  (initial conditions: 0.5V- 0.35µA) at (a) t=600s, (b)t= 1200s, (c) t=1800s, (d) 

t=7200s, (e) t=10800s and (f) t=30000s. (The (-) indicates the anode). 
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FIG.9: Evolution of the current over time during the experiment, semi-log scale. Line is a guide for 

the eye. 
 

Conclusions 
 

If all molecules follow the same rules
80

 concerning crystallization, even though each material 

exhibits specific characteristics, the question is do they have different nucleation mechanisms, 

as frequently proposed in the literature?  

In this paper, we present different experimental approaches to study and control nucleation. 

The use of small volumes makes it possible to measure nucleation kinetics. We also show that 

coupling volume reduction with use of an external field makes it possible to  obtain spatial 

(a) 

125µm 

(-) 

(b) (c) 

(d) (e) (f) 
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and temporal control over nucleation for small molecules. Application to macromolecule 

raises some difficulties; however the use of an electric field to create localized field and 

fluxes shows promising results, leading to spatial control of nucleation. 

These experiments also shed light on some of the factors influencing the nucleation process. 
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