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The present study investigates the collinear double-pulse LIBS (DP-LIBS) configuration using microjoule 

nanosecond pulses. It is shown that this approach can achieve typical double pulse improvement in the 

analytical performances for elemental analysis of aluminium alloys. In addition, the effect of the 15 

chronological sequence of the short and long nanosecond pulses in collinear DP-LIBS experiment was 

also studied. The results show a significant increase of the intensity and repeatability of the emission 

signals in the double pulse configuration. Standard DP-LIBS signal improvement over signal-to-noise 

ratio and signal-to-background ratio for the analytical lines of different elements has been observed in 

comparison to single pulse LIBS of equal energy. Limits of detection in the low µg g−1 range have been 20 

obtained for the different elements studied. The improvement resulting from the use of DP-LIBS was 

about 2-4 fold when compared to SP-LIBS in all cases. These results are useful in the context of studies 

investigating how the μLIBS will assist in the development of portable LIBS systems and improve the 

utility of this spectroscopy technique for field applications. Finally, the plasma temperature is found to be 

approximately less than 10% higher with the double-pulse. 25 

A. Introduction 

Over the recent years, the laser-induced breakdown 

spectroscopy (LIBS) technique has drawn much attention because 

of many key advantages: (i) no sample preparation is required, 

(ii) stand-off and in situ real-time analysis, (iii) multi-element 30 

measurements on different samples (solids, liquids and gases), 

(iv) non contact nature, and (v) minimally invasive analysis since 

only a few micrograms of the sample is usually required for the 

analysis. However, the is often inferred from the literature that 

LIBS performance in terms of detection limits achievable are in 35 

the µg g-1 range.1-3 On the other hand, LIBS demonstrates 

incomparable absolute detection limit. In fact, low ppm (w/w) as 

relative detection limit for a few nanograms of ablated sample 

means that femtograms of matter can be detected.  

With the aim to improve the sensitivity and the repeatability 40 

of the LIBS, several approaches have been proposed. These 

approaches include studying the influence of various 

experimental parameters on the laser ablation process as well as 

understanding how these parameters might affect the overall 

analytical signals. For instance, the interaction of the laser 45 

induced plasma (LIP) with electric or magnetic fields, 4-6 the 

formation of the plasma in a modified atmosphere 7, the effect of 

the laser wavelength on the laser-induced plasma 8, the use of 

ultra- short (tens of fs) 9, 10 or long (hundreds of ns) laser pulses 11 

and the influence of laser irradiance on plasma parameters 12 have 50 

been reported.  

One avenue that can be followed to enhance the intensity and 

repeatability of the laser-induced plasma emission consists in 

using two successive laser pulses instead of only one as in 

conventional LIBS. In the so-called “double-pulse LIBS” (DP-55 

LIBS) approach, the two laser pulses are temporally separated by 

a few to hundreds of microseconds and the plasma emission 

signal is recorded at a certain delay time following the second 

pulse. The vast majority of DP-LIBS studies use either collinear 

or orthogonal propagation geometries. In the collinear 60 

configuration, both laser pulses have the same axis of propagation 

and are directed normal to the sample surface. The first pulse 

induces plasma formation and is followed by the second pulse 

that may ablate additional material but contributes mainly to 

further excitation of the plasma through reheating. This 65 
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configuration is popular because it is the most practical beam 

arrangement for remote, on-site, and online analysis. In the 

orthogonal double pulse configuration, there are two different 

modes referred to reheating and pre-ablation spark. In reheating 

mode, the first pulse irradiates the sample at normal incidence 5 

and is used in the ablation step (i.e. producing LIP), while the 

second pulse propagates parallel to the sample surface just above 

the ablation spot and is used to reheat the generated plasma. In 

pre-ablation spark mode, the first pulse is focused parallel to and 

some distance above the sample surface and is used for producing 10 

a weak plasma in air just above the analysis point.  As a 

consequence, the first pulse creates a weakly ionized, rarefied 

atmosphere which locally reduces the ambient pressure over the 

sample surface. This atmospheric effect enhances the plasma 

ionization and increases the ablated mass upon the target with the 15 

second pulse (orthogonal with the first pulse). From a practical 

point of view, the orthogonal arrangement introduces certain 

constraints since it is using a complicated experimental setup 

based on a non-straightforward alignment between the generated 

tiny plasma and the reheating or pre-ablation beam. 13-15 20 

Nevertheless, several combinations of the DP-LIBS approach 

have been studied such as: (i) using the same pulse duration and 

wavelength for both pulses, 16,17 (ii) using different pulse 

durations but the same wavelength, 18,19 (iii) using different 

wavelengths but the same pulse duration, 20,21 and (iv) using a 25 

combination of laser beams. 22-24  

According to recent studies, the DP-LIBS approach shows a 

significant improvement in the analytical performance, typically 

over an order of magnitude, along with lower LODs. 19,21 Several 

possible mechanisms have been proposed in order to explain the 30 

emission signal enhancement, such as (i) Sample heating effect 

(interaction of the second pulse with the modified surface where 

the first pulse heats the sample), (ii) Pulse-plasma coupling effect 

(interaction of the second pulse with the early stages of the 

plasma ignited by the first pulse), (iii) atmospheric effects 35 

(ambient gas rarefaction). 25 

To the best of our knowledge, most of the DP-LIBS 

applications in the nanosecond regime utilize laser pulse energies 

in the range of a few to hundreds of mJ and the typical laser focal 

spot sizes are on the order of hundreds of microns. In order to 40 

reach such a range of pulse energies, large (i.e. laboratory-type) 

laser systems must be used, which are not suitable for portable 

LIBS systems for on-site measurements. More recently, studies 

have shown that laser pulse energies in the hundreds of 

microjoules range could be used to create LIBS plasmas while 45 

still achieving sensitivities comparable to the conventional LIBS 

technique. This regime of operation is termed as μLIBS.13,15 Pulse 

energies on the order of a hundred of microjoules can be obtained 

from compact fiber lasers or microchip lasers. 26,27. 

Understanding the regime of DP mode operating in the micro 50 

joule range will be useful in the context of studies investigating 

how the μLIBS will assist in the development of portable LIBS 

systems and improve the utility of this spectroscopy technique for 

field applications. The present work reports the first results from 

LIBS analysis in double-pulse mode using laser pulse energies in 55 

the microjoule range. The case of laser-induced plasmas formed 

from aluminum alloys in atmospheric air was studied. Two IR 

laser beams in collinear configuration have been combined for 

the double pulse experiments. The first beam was emitted from a 

compact fiber laser with a long pulse duration of 200 ns and was 60 

used for ablation.  The second beam was produced by a Nd:YAG 

flash lamp-pump laser with a short pulse duration of 5 ns and was 

used for re-excitation of the generated plasma. The pulse energy 

for each case was set to 250 µJ for double pulse experiment; on 

the other hand, for the single pulse approach, the total energy was 65 

set to 500 µJ (i.e. 250 + 250 µJ). Spectral emission intensity 

enhancement, signal-to-noise (SNR) and signal-to-background 

(SBR) ratios as well as LIBS analytical performances were 

monitored throughout the experiments. The influence of the 

interpulse delay and of the laser pulses chronological sequence 70 

was also investigated. Finally, in order to provide better 

understanding about the origin of the observed LIBS signal 

improvement, temporal evolution of the plasma temperature was 

also measured for both single- and double-pulse experiments. 

B. Experimental setup 75 

A schematic diagram of the experimental arrangement used in 

this work is presented in Fig. 1. The setup is composed of two 

laser sources, the first is a high power pulsed fiber laser model 

G3 SP-20P-HS series (SPI Lasers, Southampton, UK) delivering 

high peak power up to 11 kW with 20 W average output power. 80 

The laser operated at its fundamental wavelength (λ = 1064 nm) 

with an emission band width ∆λ (FWHM) < 10 nm. Furthermore, 

it may be operated at 15 Hz with different energy outputs (i.e. 40 

μJ up to 800 μJ per pulse) and the pulse width can be tuned from 

10 ns up to 200 ns (FWHM), depending on the repetition rate and 85 

the seeding waveform selected leading to average power between 

0.6 to 12 mW. The laser energy output was set by feeding a 

control voltage to the laser amplifier and monitored using a low 

power thermal head sensor (30A-5H-V1-ROHS, Ophir Optronics 

Ltd.) connected to a laser power meter (Nova II, Ophir Optronics 90 

Ltd).  The pulse width (FWHM) was set to 200 ns. The output of 

the fiber laser was coupled to the Beam Expander Telescope 

(BET) model PT-P00399 (SPI Lasers) with magnification of 

8.7X. The laser beam was sent through a UV fused silica 

broadband beamsplitter (BS, POLKA-DOT 70/30, Edmund 95 

Optics) that provides a split ratio of 70:30 (R:T), which is nearly 

constant over the 250 nm – 2.0 µm spectral range.  

The secondary excitation source is a Q-switched Nd:YAG 

laser (MiniliteTM ML II, Continuum). The wavelength was 1064 

nm and the repetition rate was 15 Hz, with a fixed pulse width of 100 

5 ns (FWHM). The laser energy was generally set at 250 µJ 

during the double-pulse experiments (after the beam splitter). It 

was measured with a low energy pyroelectric head detector 

(PE10-SH-v2, Ophir Optronics Ltd.) connected to a laser 

power/energy display (Nova II, Ophir Optronics Ltd). The laser 105 

beam first goes through a 5X BET; it is then reflected twice (first, 

by a high-reflectivity mirror and second, by the beam splitter) 

before hitting the target surface at normal incidence. The beam 

expender was added to adjust the size of the Nd:YAG laser to 

match the size of the fiber laser (i.e. 8 mm). In addition, the 110 

purpose of the beam expender is to allow smaller beam waist to 

reach higher fluence on the target. 

Both laser beams were combined and aligned in a collinear 

arrangement by passing through the beam splitter. Subsequently, 

they were focused onto the sample surface at normal incidence by 115 

means of a plano-convex lens (PLCX-25.4-38.6-C-1064 CVI 

Melles Griot, New Mexico, USA) of 75 mm focal length. This 

combination of optics, for each laser source, results in a focal 

spot of ≈ 30 μm in diameter and leads to a fluence of ≈ 35 Jcm−2. 

Additionally, the beam waist was set at the sample surface 120 

considering the limited Rayleigh range of 800 µm. The two lasers 

were temporally synchronized using a programmable trigger 

delay/pulse generator (Stanford Research System, Inc., Model 

DG535) so that the laser pulses arrive after a selected time delay. 

The delay between laser pulses was varied from Δt = 0 (two 125 

simultaneous pulses) up to Δt = 2 µs.  

Light emitted from the plasma plume was imaged by using a 

corrected triplet lens (diam. = 25.4 mm, f = 45 mm, Edmund 
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Optics, New Jersey, USA), located at 70 mm from the target and 

at 18o off the normal to the target surface, onto the optical fiber 

bundle (length: 10 m, bundle: 25 × 120 m-diameter fibres, 

bundle active area diameter: 0.7 mm, configuration: round (input) 

to line (output)), placed at ~13 cm behind the collecting lens. The 5 

position and the angle of the optical fiber were determined by the 

optimization of the signal in order to include all the plasma 

emission, so that the integrated emission from all the regions of 

the plasma could be acquired.  

For light dispersion and detection, a Czerny-Turner 10 

spectrometer (VM 504, Acton Research Co) was used. Its focal 

length was 0.39 m while its effective aperture was f / 5.4. The 

spectrometer was equipped with a grating of 1200 lines/mm 

blazed at 150 nm. The corresponding linear dispersion was ≈ 

1.3nm/mm. The spectrometer was coupled to an intensified 15 

charge-coupled device (ICCD) detector (iStar DH-734-25F-03, 

Andor Technology) containing 10241024 pixels of dimensions 

19.5 µm2.  The optic fiber was used as the entrance slit of the 

spectrometer, which provides a 120 μm wide × 3 mm height slit 

at the spectrometer entrance. The spectral width of the intensified 20 

acquisition window was ≈ 26 nm while the spectral resolution for 

this system was ≈ 0.156 nm. In terms of spectral emission 

acquisition in the double pulse configuration, the gate detection 

delay td was set to 500 ns relatively to the second pulse. Detection 

gate width tg was set to 10 µs. 25 

The parametric study (i.e. spectral enhancement, SNR, SBR 

and interpulse delay investigations) was performed using a 

certified aluminum alloy manufactured by Alcan Inc. (standard 

1200 AG) that contains 0.016% of Mg, 0.025% of Mn and 0.17% 

of Si while the standard (3003 AG) that contains < 0.7 % of Fe 30 

was used for plasma temperature characterizations. Additionally, 

for LIBS analytical measurements, up to seven certified 

aluminum alloy standards were used, with concentration of Mg 

ranging from 0.0041% to 1.13%, and those of Mn from 0.025% 

to 1.1% while those of Si ranging from 0.17% to 9.17%. The 35 

emission lines that were considered during all experiments were 

Mg (I) 285.2 nm, Mn (I) 279.46 nm and Si (I) 288.16 nm. It is 

important to note that the Mn I 279.552 was chosen because of its 

presence in the window, there is a possibility of a spectral 

interference with Mg II at 279.552 nm. A better choice for Mn 40 

would have been 403.45 nm. 

Three motorized stages model UTM-100CC1HL (Newport, 

Irvine, CA, USA), controlled by a universal motion controller 

model ESP300 (Newport) were used to move the sample from 

site to site. Data acquisition was realized using a computer code 45 

developed in LabVIEW 7.1 (National Instruments, Austin, TX, 

USA) which synchronized the acquisition with the samples’ 

translation in a manner to refresh the surface between each laser 

shot. 

In order to increase the repeatability, the measurements were 50 

done at 250 different spots seperated by a few millimeters to take 

into account any lack of sample homogeneity. These 250 spectra 

were accumulated in a single acquisition file. For each 

experiment, 3 files were taken and the statistics were done by 

taking the average of the 250 spectra for each file; the mean and 55 

the associated standard deviation were then calculated over those 

3 files. 

 
Fig. 1. Schematic diagram of the experimental setup used for the 

double-pulse LIBS arrangement. 60 

 

 

 

 

 65 

 

C. Results and discussions 

The LIBS spectra obtained from the aluminium alloy sample 

(1200 AG) for single- and double-pulse configurations under the 

optimized temporal conditions (i.e. interpulse interval Δt = 1µs, 70 

detection delay td = 500 ns and the gate width tg = 10 µs) are 

presented in Fig. 2 (a). For the DP-LIBS and single pulse 

measurements, the pulse energy was fixed at 250 µJ for each 

pulse. The laser sequence combination between two pulses was 

set with the long pulse duration (i.e. 200 ns) first, followed by the 75 

short one (i.e. 5 ns). On the other hand, the SP measurements 

were carried out with 250 µJ either for 200 ns and 5 ns pulse 

durations. As can be seen from Fig. 2 (a) the DP-LIBS spectrum 

shows a very clear enhancement of emission intensity for all lines 

compared to the spectra obtained with SP of equal energy for the 80 

used pulse durations. The observed enhancement is more than 5 

fold. 

  Interestingly, Fig. 2 (a) further reveals an important feature: 

the LIBS signal intensity obtained from the SP measurement is 

more intense with the 200 ns pulse than with the 5 ns pulse. It has 85 

been recently reported27 that the combined used of a high quality 

beam (M2 < 1.8) and of a long nanosecond pulse regime is 

responsible for the decrease of the plasma shielding effect during 

the ablation phase, thus leading to a higher level of ablated mass 

yield.Therefore, the enhancement “long vs short pulse” could be 90 

attributed to the higher ablated mass resulting from the use of a 

long nanosecond laser pulse, which in turn leads to a higher 

number of emitting atoms in the plasma.27   

Comparison between the DP-LIBS spectrum and the 

arithmetic summation of SP-LIBS spectrum of different pulse 95 

durations (i.e. 200 ns only + 5 ns only) is showed in Fig. 2 (b), an 

enhancement of more than 4 fold is also observed for all lines.   
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Fig. 2. Comparison of the LIBS spectral intensities from the 

aluminum alloy sample (1200 AG) (a) corresponding to the 

double pulse (blue trace) and single pulses of different pulse 5 

durations (5ns red trace and 200 ns green trace). A total energy of 

500 µJ (i.e. 250 + 250 µJ) and a combination of 200 ns and 5 ns 

pulse durations with an interpulse delay Δt of 1µs were used in 

the double pulse experiment. A pulse energy of 250 µJ with 

duration of 200 ns or 5 ns only (red and green traces) was 10 

employed in the acquisition of the single pulses spectra. The 

detection delay td and the gate width tg were fixed at 500 ns and 

10 µs, respectively, for all experiments; (b) corresponding to the 

double pulse (blue trace) and arithmetic summation of single 

pulses of different pulse durations (i.e. 200 ns only + 5 ns only) 15 

(green trace) acquisitions.   

C.1. Influence of the interpulse interval Δt on emission 

intensities 

The influence of the interpulse delay on signal-to-noise ratio 

(SN) and the signal-to-background (SB) has been studied to 20 

determine the ideal interpulse delay. The SN was calculated using 

the ratio of the net peak height divided by the root-mean-square 

noise of this signal which is equivalent to SN = [RSD]-1.35  On the 

other hand, the SB was calculated using the ratio of the net peak 

height over the average value of the continuum over 25 pixels. 25 

The LIBS emission signals in terms of SN and SB for the 

different neutral lines (Mg (I) 285.2 nm, Mn (I) 279.46 nm and Si 

(I) 288.16 nm) are presented in Fig 3. The delay between the two 

laser pulses Δt plays a key role in the double-pulse experiment. 

Fig. 3 (a) and (b) shows respectively the double-pulse SNR and 30 

SBR as a function of the interpulse delay Δt. The interpulse delay 

ranges from Δt = 0 to 2 µs with fixed detection delay td at 500 ns 

and gate width tg at 10 µs.  It is important to note that the data 

points at Δt = 0 are equivalent to a single pulse measurement.  In 

other words, at Δt = 0, the two pulses are fired simultaneously 35 

and are overlapped in time; therefore, two pulses of equal energy 

(i.e. E1 = E2 = 250 µJ) fired at the same time will be considered in 

this paper as equivalent to a single pulse measurement with pulse 

energy equal to E1+E2 =  500 µJ.  According to Fig. 3 (a) and (b), 

the signal intensity increases significantly with increasing 40 

separation of the pulses compared to the single pulse scheme (t 

= 0) and the maximum SNR and SBR values are reached at an 

interpulse delay value of 1 µs for all neutral lines studied.  

Thereafter, the intensity starts to decrease. The continuous 

increasing of emission in the first regime (i.e. from Δt = 0 to Δt = 45 

1µs) can be attributed to a steady interaction of the second pulse 

with the plasma plume expanding away from the target (i.e. 

reheating of the plasma and improved ablated mass)). On the 

other hand, the decrease of the signal intensity for the longer 

interpulse interval values (i.e. Δt > 1µs) could be related to a 50 

decrease of the plasma density due to the expansion of the 

preplasma at longer interpluse delays.  Furthermore, at longer 

interpulse intervals, the preplasma electron density decreases 

significantly, thus lowering the coupling efficiency of the second 

pulse.28,29  In addition, the enhancement factor for the 3 neutral 55 

lines has been calculated using the ratio of the double pulse over 

the single pulse LIBS line intensity at the same total energy (i.e. 

double pulse: E1+E2 over 2 single pulses with Δt = 0). From Fig. 

3 (a) and (b), for both SNR and SBR, the enhancement factor for 

the LIBS signal in double-pulse configuration at an interpulse 60 

delay of 1µs is more than 3 fold compared to the single-pulse 

case. 
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Fig. 3 (a) Signal-to-Noise ratio SN and (b) Signal-to-Background 

ratio SB as a function of the interpulse delay Δt, with detection 

delay td = 500 ns and gate width tg = 10 µs.  EF is the 

enhancement factor calculated for each spectral line. 5 

On the basis of the recent work reporting an enhancement of 

the ablated mass yield with long nanosecond pulses in 

comparison to short nanosecond pulses27, it is surmised that the 

chronological sequence (rank combination) of the two different 

pulse durations could affect the emission properties of the DP-10 

LIBS plasma, including the spectral line and background 

intensities. Therefore, the two possible rank combinations were 

studied and the results are presented in Table 1.  The table shows 

the SNR and SBR values of different neutral emission lines for 

different pulse duration and rank combination sequences (i.e. a 15 

200 ns followed by a 5 ns or v). The interpulse delay Δt was set to 

the optimal value for both rank combinations (1 µs) and the 

detection delay td and the gate width tg were fixed at 500 ns and 

10 µs, respectively. Surprisingly, for all elements, the results 

obtained, in table 2, show that the different rank combination / 20 

pulse duration sequences have no significant impact on the SNR 

and SBR values. This point indicates that the nanosecond DP-

LIBS scheme shows no dependency on the combination rank 

over laser pulses duration.  The results presented in table 1 and 2 

are suggesting that the second pulse is ablating new material in 25 

the plasma as well as reheating the plasma. 

Table 1 SNR and SBR values for neutral emission lines with 

different sequences of pulse duration / rank combination. The 

interpulse delay Δt was set to 1 µs and the detection delay td and 

the gate width tg were fixed at 500 ns and 10 µs, respectively. 30 

Combination sequence Element/line SNR SBR 

200 ns then 5 ns 

5 ns then 200 ns 

Mn (I) 279.46 nm 

114 

114 

9.2 

9.2 

200 ns then 5 ns 

5 ns then 200 ns 

Mg (I) 285.21 nm 

71.0 

61.3 

5.7 

4.8 

200 ns then 5 ns 

5 ns then 200 ns 

Si (I) 288.16 nm 

18.8 

25.2 

1.5 

2.0 

C.2. Excitation temperature measurements 

The plasma temperature has been calculated for the purpose 

of characterizing and finding the differences between the plasmas 

generated in the single- and the double-pulse (DP: 5 ns than 200 

ns)  arrangements and are presented in table 2.  Using the 35 

Boltzmann plot method described in ref. 30, with the assumption 

of local thermodynamic equilibrium and optical thinness of the 

plasma, the excitation temperature of the produced plasma was 

determined. Table 2 shows the comparison between plasma 

temperatures for single- and double-pulse modes at 3 different 40 

delay times (0.2, 1 and 1.5 µs). The delay times in table 2 allow 

observation of the temporal evolution of the plasma temperature. 

As can been seen, the temporal evolution of the temperatures for 

the two schemes is similar, although the double-pulse mode 

plasma appears to be slightly hotter (approximately 15%) which 45 

is comparable to the value reported by reference 31. The intensity 

enhancement observed in the double-pulse mode is probably due 

to this slight increase of temperature.  Additionally, the higher 

ablated mass related to the use of a long nanosecond pulse 

increases the number of atoms in the plasma and may also 50 

contribute to the global enhancement. In other words, the signal 

enhancement may be related either to an improvement in the 

excitation efficiency or to an increase in the number of atoms in 

the plasma. Those conditions may be found in a hotter plasma or 

by introducing a larger number of analyte atoms in the gas phase 55 

through increasing ablation of the target. 31  

Table 2 Plasma temperatures measured at different delay times 

(td) for single- and double-pulse modes under optimized 

conditions.  

Analytical scheme 
Acquisition delay  

(td) 

Plasma temperature 

(K) 

SP-LIBS 

DP-LIBS 

0.2 µs 

7800 

8500 

SP-LIBS 

DP-LIBS 

1 µs  

6000 

7000 
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SP-LIBS 

DP-LIBS 

1.5 µs 

5500 

6000 

C.3. Analytical figures of merit 

In this section, the analytical performances for both single- 

and double-pulse schemes have been characterized for the trace 

elements Mn, Mg and Si contained in a certified aluminium alloy 

sample; the results are reported in Table 3 below.  The previously 5 

selected optimal conditions (i.e. Δt =1µs, td = 500 ns and tg = 10 

µs) have been used for this assessment.  It is possible to observe 

in Table 3 that the linearity is better than 0.97.  It appears that 

manganese linearity is the worst of the emission lines studied; the 

potential spectral interference of the Mg II line at 279.552 nm is 10 

probably responsive for this deterioration. The limit of detection 

(LOD) was calculated according to the IUPAC definition (3 

convention): 

            

where bl is a measure of the standard deviation on the blank 

sample and S is the sensitivity of the calibration curve.32  As can 15 

be seen in Table 3, the LOD calculations show an improvement 

of about 2-3 fold for all elements using DP-LIBS over SP-LIBS.  

The above LODs measured in the DP-LIBS configuration are 

comparable to those reported in the literature for pulse energy 

levels up to three orders of magnitude higher.1-3  The main cause 20 

could be attributed to an increase of the mass ablated with the 

second pulse. Various studies have been conducted to support this 

evidence. For instance, a theoretical model published by Rai et. 

al. 33 indicates that, in the collinear configuration, the second laser 

pulse increases the ablated mass by more than 3.5 times in 25 

comparison with the single pulse mode. Furthermore, 

Cristoforetti et. al. 34 investigated the effect of laser parameters 

(pulse durations and pulse energies) on the line intensities, 

atomized ablated mass and crater volume for both single- and 

double pulse configurations.  They conclude from this 30 

investigation that the plasma shielding process with nanosecond 

pulse is a complex phenomenon. In the present study, the strong 

ablation behavior of the long nanosecond pulse regime provided 

by the fiber laser (7.7 µm/pulse, see ref. 27), combined to high 

peak irradiance levels for plasma shielding (0.17 or 7 GW cm-2 35 

for pulse durations of 200 ns or 5 ns, respectively), could explain 

the observed DP enhancement. 

 

 

Table 3 Limits of detection (LOD) and enhancement factors 40 

calculated for the single- and double-pulse configurations under 

optimized conditions. 

Analytical 

scheme 
Element 

R² Detection 

limit 

 (μg g -1) 

Enhanceme

nt 

SP-LIBS 

DP-LIBS 

Mn (I) 

 279.46 nm 

0.97 

0.98 

8 

3 

≈ 2.5 

SP-LIBS 

DP-LIBS 

Mg (I)  

285.21 nm 

.995 

.993 

2 

0.6 

≈ 3 

SP-LIBS 

DP-LIBS 

Si (I)  

288.16 nm 

0.998 

0.999 

90 

40 

≈ 2 

Conclusion 

This paper reports the first demonstration that the signal 

enhancement effect associated with the double-pulse regime in 45 

LIBS can occur with low (microjoule) pulse energy levels. SN 

and SB improvements of more than 3 fold, in comparison with 

the single -pulse case, have been found for different neutral lines. 

The optimum interpulse delay is found to be 1 µs.  Additionally, 

the comparison between the plasma temperatures obtained in 50 

single- and double-pulse arrangements reveals that the latter 

yields slightly hotter plasmas. Moreover, improvements in the 

analytical figure of merit, such as the LOD for double-pulse 

LIBS, weres 2-3 fold in comparison to the single-pulse case. It is 

difficult to conclude that the use of a long nanosecond pulse 55 

regime, which is known to ablate more material, is solely 

responsible for the double- pulse enhancement.  This is due, in 

part, to the difficulty of identifying the exact contribution of each 

of the two different phenomena (additional ablation and plasma 

reheating). This enhancement in emission intensities could be 60 

explained by the presence of a larger ablated mass, resulting from 

the use of long nanosecond pulses, as well as an increase of the 

population densities of the upper levels of the spectral lines, due 

to the higher plasma temperature.  Further experiments would be 

required in order to isolate the ablation and plasma reheating 65 

contributions in the double pulse experiments using, for instance, 

different pulse energies.  Finally, these results are useful in the 

context of studies investigating how the μLIBS will assist in the 

development of portable LIBS systems and improve the utility of 

this spectroscopy technique for field applications. 70 
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