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Table 1. Statistics obtained by the analysis of a 10 ng/g Nd-Sm solution using an Element XR sector-field ICPMS. A PFA µFlow pneumatic micronebuliser 

(Elemental Scientific) with a measured uptake rate of 123 µl/min (1.12 l/min sample Ar flow) was operated in the self-aspiration mode and coupled to a cooled 

cyclonic spray chamber. Nickel skimmer and skimmer cones (H-type, ~cylindrical orifice) were used. RF power was optimised at 1290 W, focus lens voltage - 

at -1175 V. The guard electrode of the torch was grounded. 300 sweeps were acquired in the low-resolution peak-hopping mode, the dwell time per isotope 

was set at 20 ms, the settle time - at 1 ms (electric scan). For raw data and calculus, see Electronic Appendix 2. The CeH+/Ce+ ratio was optimised to 0.007 %. 

  single sweep   whole signal, estimated 

  143Nd 145Nd 146Nd 147Sm 149Sm 143Nd 145Nd 146Nd 147Sm 149Sm 

mean count number per sweep 29845 20363 42016 35363 32514 

total count number (estimated total mean) 8953500 6108900 12604800 10608900 9754200 

count number standard deviation (s(N), full) 809 538 1143 958 941 14012 9318 19797 16593 16299 

count number standard deviation (s(N)=√N, 173 143 205 188 180 2992 2472 3550 3257 3123 

assuming ordinary Poisson statistics) 

Pearson's correlation coefficient (ρ) 0.307 0.285 0.354 same as for single sweeps 

RSD (%), ratio-of-means, eqn 19 (exact f-la 3.15 3.21 3.19 0.18 0.19 0.18 

valid for any statistics) 

RSD (%), ratio-of-means, eqn 24 (approx. f-la 3.28 3.32 3.27 0.19 0.19 0.19 

for strong double stochasticity) 

RSD (%), ratio-of-means, eqn 22 (minimum 0.91 0.85 0.77 0.05 0.05 0.04 

estimate assuming ordinary Poisson statistics) 

RSD (%), mean-of-ratios, eqn 25   3.17 3.22     3.19   

  

  0.18 0.19     0.18   

count number variance (Var (N)), full 654481 289444 1306449 917764 885481 196344300 86833200 391934700 275329200 265644300 

excess variance (p2Var(M)) 624636 269081 1264433 882401 852967 187390800 80724300 379329900 264720300 255890100 

ratio of excess standard deviations (s(Mx)/s(My)) & 1.524 0.461 1.017 same as for single sweeps 

count number ratio (Nx/Ny), as measured 1.466 0.485 1.088 idem 

reference ratio for natural isotope abundances   1.47 0.48     1.08       idem   
& assuming the same ion transmission efficiency for the isotopes concerned. 
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Table 2. An implementation of the test of independent parallel sample introduction systems. A 10 ng/g Ba-Ce solution was analysed using an Element XR 

sector-field ICPMS. Two PFA µFlow pneumatic micronebuliser (Elemental Scientific) with measured uptake rates of 159 and 113 µl/min (0.58 and 0.54 l/min 

Ar flows, respectively£) were operated in the self-aspiration mode and coupled to cyclonic spray chambers. Nickel sampler and skimmer cones (H-type) were 

used. RF power was optimised at 1230 W, focus lens voltage - at -1201 V. The guard electrode was grounded. 350 sweeps were acquired in the low-resolution 

peak-hopping mode, the dwell time per isotope was set at 20 ms, the settle time - at 1 ms (electric scan). For raw data and calculus, see Electronic Appendix 7. 

1st nebuliser / spray chamber 2nd nebuliser / spray chamber 1st and 2nd nebulisers / spray chambers 

            running in parallel 

  135Ba 137Ba 142Ce 135Ba 137Ba 142Ce 135Ba 137Ba 142Ce 

mean count number per sweep 5736 9867 9566 4066 6973 6803 10071 17248 16768 

sum of the 1st and 2nd nebuliser count means 9803 16840 16369 

count number standard deviation (s(N), full) 214 349 361 159 251 236 338 610 578 

count number standard deviation (s(N)=√N, 76 99 98 64 84 82 100 131 129 

assuming ordinary Poisson statistics) 

count number variance (Var (N)), full 45787 121470 130118 25275 63099 55487 113932 371909 333674 

Poisson variance, assuming ordinary Poisson statistics 5736 9867 9566 4066 6973 6803 10071 17248 16768 

excess variance (p2Var(M)), as measured 40051 111603 120552 21208 56126 48684 103862 354661 316906 

sum of the 1st and 2nd nebuliser excess variances             61259 167729 169236 

excess standard deviation (ps(M)), as measured 200.1 334.1 347.2 145.6 236.9 220.6 322.3 595.5 562.9 

sum of the 1st and 2nd nebuliser excess standard deviations             345.8 571.0 567.8 

excess standard deviation to mean ratio (s(Mx)/Mx)
&

 0.035 0.034 0.036 0.036 0.034 0.032 0.032 0.035 0.034 

ratio of excess standard deviations (s(M135Ba)/s(M137Ba)) & 0.599 0.615 0.541 

count number ratio (N135Ba/N137Ba), as measured 0.581 0.583 0.584 

reference ratio for natural Ba isotope abundances 0.587     0.587     0.587   
£ using higher argon flow rates per nebuliser results in an excessive total flow through the torch injector; this issue is easy to fix in a modification of this test intended for laser ablation; for pneu-

matic concentric nebulisers, compromises must unfortunately be made; a prefilming nebuliser capable of working at a low argon backpressure is preferable. & assuming the same ion transmission 

efficiency for 135Ba and 137Ba. 
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Abstract 

 

Understanding the structure of noise associated with a measurement process is interesting theoretically 
and has practical applications related to the quantification of detection capability, signal uncertainty 
and dead time. Here, we present and analyse arguments explaining the appearance of the Poisson pro-
cess in the distribution of count numbers in inductively coupled plasma mass spectrometry (ICPMS) 
signals. We consider the Poisson distribution as a special case of the binomial distribution constrained 
by inefficient ion transmission from the ICP ion source to the detector. The universal form of the rele-
vant Poisson process is doubly stochastic: the random nature of count numbers acquired per time unit 
is defined not only by the probabilistic selection of ions during their transport through the interface 
and ion channel, but also by fluctuations of the ion contents sampled by the spectrometer from the 
plasma and, more generally, by fluctuations of the rate of the Poisson process itself. Compared to an 
ordinary Poisson process, the doubly stochastic Poisson process has an excess variance that increases 
at higher analyte contents. The excess variance in the uncertainty of ICPMS signals is also known as 
flicker noise; it is an integral part of the doubly stochastic Poisson process and not a fully individual 
noise component. We review processes pertinent to its origin and formalisms used to describe it. 
 
Introduction 

 

The Poisson distribution is one of three main probability distributions in science (the other two being 
the Gaussian and the binomial distributions). It has been recognised for a while that Poisson, or count-
ing, statistics play an important role in the interpretation of the ICPMS signal uncertainty. How do 
these statistics arise in ICPMS signals? How do they help to understand their structure and uncertain-
ty? Trying to answer these questions, we usually recollect a well-known equation connecting count 
numbers and their variance. Is there anything else to recollect? Perhaps, with the outcome being not 
devoid of theoretical elegance and practical importance.   
 

Let us consider an ICP mass spectrometer collecting counts during some predefined time interval T 
per isotope measurement. Let us assume for simplicity that the spectrometer detection system has a 
zero dead time, that it is operated in the counting detection regime and that its internal noise (e.g., due 
to thermionic and field emission from the dynodes of a secondary electron multiplier1) is negligible. 
Let us first imagine that an analyte is supplied to the interface of the mass spectrometer from the ICP 
ion source at a strictly constant rate [= number of ions supplied per time interval] and the spectrometer 
ion transmission is constant as well. Still, the observed ion count numbers will vary: our first meas-
urement can yield N1 counts, second measurement – N2 counts, etc. (see section ‘A binomial derivation 
of the Poisson process in ICPMS’). If the number of measurements k is large, the mean value 

N = (N1 +... + Nk ) / k
     

(1)  

is defined with a high precision. One can argue that the probability of obtaining exactly Ni counts as 
the outcome of a particular measurement is then defined by the law of Poisson characterised by a con-
stant, time independent rate (intensity) I with a mean value of N / T , and is as follows1-6: 

 
p(Ni ) =

N
Ni

e− N

Ni!    
 (2)

 
 

Besides, the variance 

Var(N ) = N      (3) 
characterises the size of an interval, into which a particular value of Ni falls with some probability 

(that approaches the confidence interval of a Gauss distribution set at a mean value of N and standard 

deviation of N at higher count numbers). The condition of a constant rate in formulae (1-3) can be 
relaxed: they are valid for any non-random count rate, where I is a deterministic function of time2-5. 
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The obeyance of the counting results above to the Poisson law is important both theoretically and 
practically. In the field of detection capabilities quantification, at near zero count numbers, it allows 
applying the mathematical apparatus of tests for the equality of two Poisson means7-9 to the back-
ground noise to get the critical value for detection decision in the ‘paired measurements’ framework10. 
Similarly, it allows using the cumulative probability of the Poisson distribution to compute the critical 
value if the background is ‘well known’10. At higher count numbers, the square root dependence of the 
Poisson uncertainty from the mean count number enables computing the critical value and the detec-
tion limit based on the Poisson-Gauss approximation10-12. This powerful methodology, used for a 
while in radioactivity measurements, is slowly entering into the practice of the ICPMS analysis13,14. 
 
In the field of signal uncertainty calculations, the square root relationship between count numbers and 
their uncertainties allows easily calculating the uncertainty of the mean rate for any deterministic, non-
transient (constant count rate) as well as transient (count rate is a deterministic function of time) Pois-
son signal. A derivation commonly used in such calculations is as follows15-17: 

s(Iind. measurement ) = s N / T( ) =
s(N )

T
=

N
T

=
N
T 2

=
Imean

T
     (4) 

where T is the total, precisely determined acquisition time for an analyte, of which the rate is dis-
cussed, and I is the count rate. It is common to use in this equation single measurement based esti-
mates of N , since the distribution of so-estimated uncertainties is known to be very precise: 

s( N ) =
∂( N )

∂N
s(N ) =

1

2 N
N =1/ 2       (5) 

Finally, the adherence of counting results to the Poisson law with a constant rate allows estimating the 
detection system dead time (τ) and correcting raw counts according to the familiar formulae1,6,18: 

Ncorrected =
TNmeasured

T −τ Nmeasured

; Icorrected =
Imeasured

1−τ Imeasured

      (6) 

The relevance of the Poisson process to the description of ICPMS signals has been recognised long 
ago. The early experience was related to and influenced by the description of noise in ICP atomic 
emission spectrometry (ICP-AES). Using the Fourier transform of the sequentially acquired intensity 
vs. time data into the frequency domain19,20, several noise components were identified, of which the 
universally occurring were a white noise and a 1/f noise21-25. The white noise, of which the amplitude 
is frequency independent, is interpreted as the Poisson (shot) noise26,27. The 1/f, or flicker, noise, van-
ishing at high frequencies, is interpreted as an additional noise component independent of the Poisson 
noise; despite the same signal is discussed, it was postulated that the variance of the total number of 
counts N can be given, like a variance of the sum of two independent random variables, as follows26,27: 
 

Var(N ) = Var(Poisson term)+Var(1 / f term) = mean count number +Var(1 / f term)      (7) 
 

This equation also exists in a sensitivity based notation28,29 almost forgotten in modern ICP literature. 
ICP-AES and later ICP-MS studies empirically demonstrated that, upon increasing the analyte concen-
tration (intensity), Var(1/f) term increases faster than the Poisson term in the formula above, showing a 
quadratic dependence on the total number of counts N collected per given time interval21,25-31.  
 
Below we will show that eqn (7) and relationships between its terms find an elegant explanation in the 
theory of compound Poisson processes. But before it is necessary to consider why the Poisson count-
ing process appears at all in the ICPMS technique. Representative opinions on this question are as 
follows:  (i) ‘as devices registering sums of counted ions, mass spectrometers yield Poisson distributed 
count numbers per se (by itself)’13; (ii) ‘since MS deals with the detection of ions, it is subject to fun-
damental noise arising from the particulate nature of matter’27; (iii) ‘all electron, ion and photon fluxes 
are subject to random variations in their rates described by Poisson statistics, for which the standard 
deviation of N counts received will be √N’32. Sadly, the ICPMS ion flow deviates from the last part of 
statement (iii), demonstrating an excess variance according to eqn (7). Besides, the opinions above are 
somewhat declarative. They can be developed in two directions, either by stating that the Poisson dis-
tribution appears in the ICPMS by heaven’s decree, or by deriving it based on the binomial distribu-
tion and construction of ICP mass spectrometer - a perspective reviewed in this work. 
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It is worth noting that, despite the declarative understanding of the origin and mathematical form of 
the Poisson process currently prevailing in ICPMS, a wealth of experimental data regarding the 
ICPMS signal fluctuations is available in the literature. Perhaps, we deal with a case when ‘practical 
techniques … evolve extensively to provide empirical solutions to real analytical problems before the 
basic research is completed’33. The prime aim of this contribution is to present the theory of the Pois-
son process in the context of the available data; when required, we present new experimental data. 
 
A binomial derivation of the Poisson process in ICPMS 

 

Let us give a traditional example from the field of telephone statistics, where the Poisson process is 
often encountered. Let us consider a call centre in a large city. We discuss the number of calls regis-
tered by the centre per time interval. We argue that such numbers are Poisson distributed. Why? Each 
person in the city is characterised by one of two potential states: either (s)he makes a call to the centre 
during the time interval of interest, or not. The total number of persons is M, the probability that a 
given person will make a call to the centre is p. What will be the probability of receiving exactly N 
calls during the dwell time? To answer this question, let us interpret M as the number of Bernoulli 
trials (making or not making a call). The probability of receiving exactly N calls is then defined by the 
binomial probability distribution function; generally, it depends on M and p: 

probability (N M, p) =
M !

(M − N )!N!
pN (1− p)M −N

   
 (8) 

The variance of the number of calls is as follows: Var(N ) = pM (1− p) . Let us further suppose that 
M is very large (large population), while p is very small (how often do we call to a particular call cen-
tre?). At these conditions, the formula above can be reorganised. The corresponding derivation is clas-
sical. To preserve this text consistency, we present it here following a notation from Barrett and My-

ers5 and Rainwater and Wu6. Substituting p = N / M  yields:
 
 

probability (N M, p) =
M (M −1)...(M − N +1)

M N
1−

N
M











− N











1−
N
M











M
N

N

N !
     (9) 

At M → +∞ and 
N
M

= p → 0, the term in square brackets limits to 1. Besides, 

limM→+∞ 1−
N
M











M

= e−N
. Hence,

 

 

limM→+∞ p→0 probability (N M, p)  =
N

N
e− N

N!
      (10) 

i.e., the binomial distribution is approximated by a Poisson distribution with a mean of N = pM  = the 

mean number of calls registered per time interval. The variance is also equal to N(= pM ) , since the 

(1-p) term in the formula Var(N ) = pM (1− p)  is close to unity at small p and can be neglected. 

 
Reworking this example in the context of ICPMS analysis is as follows. The call centre is the detector, 
while the population of call candidates is represented by ions in the torch. Let us first intentionally 
simplify the picture and assume that a large, constant number of ions M face the sampler orifice per 
given time interval. Facing the sampler orifice can be interpreted for an ion as facing a Bernoulli trial 
to be or not to be registered by the detection system. The probability p for each particular ion to get to 
the detector is very low: the ICP is an ion source operated at atmospheric pressure, as eddy currents 
maintaining the plasma by resistive heating cannot occur in vacuo. To transport ions from such a 
source inside the spectrometer ion channel, kept under vacuum, the principle of differential pump-
ing34,35 is used in all modern ICPMS. During the differential pumping, a large fraction of ions is lost 
between the sampler and the skimmer (in a conventional interface design, according to commonly 
used estimates, only ~1% of all ions passing through the sampler orifice then enter the skimmer ori-
fice36-39). To these losses, incomplete extraction of the ions from the interface and their incomplete 
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transmission inside the ion channel should be added, especially for light ions27,39 and for ion beams 
analysed using quadrupole instruments40 (especially of older designs41) and (sector field) instruments 
operated at a high resolution40,42. With older quadrupole ICPMS, only one ion is registered by the de-
tection system for every 104-106 ions through the skimmer43,44; the quest for a more efficient extraction 
and transmission is still underway39. Finally, irrespective of the dead time related losses, the secondary 
electron multiplier is usually not 100% efficient in registering the arriving ions, as illustrated by the 
routine practice to optimise it - at the expense of its life time - by increasing inter-dynode voltages45,46.  
 
Thus, the whole probability p for an ion to get from the torch to the detector and be registered is low: 
the extreme versatility of the ICP ion source with respect to the sample introduction technique47,48, 
connected with its operation at atmospheric pressure, is counterbalanced by an inefficient utilisation of 
ions obtained from the ICP. At high M and low p, the probabilities to register a particular number N of 

ion arrivals per time interval are approximated by a Poisson process with a mean of N = pM . Similar 
considerations can be given regarding the noise generated inside the detector due to field and thermi-
onic emission (e.g., a number of atoms is potentially subject to thermionic emission from the dynode 
surface, but the probability for a given atom to yield a free ion is small, at least at room temperature).  
 
Henceforth, we will call p transmission efficiency and will strictly define it as the probability for an 
ion entering the orifice of the sampler cone to be registered by the detection system, adding a count to 
the total number of counts collected during an analysis of a given isotope. 
 
In the sense of the above examples, the inefficiency of the ion transmission process in ICPMS and, 
consequently, the rarity of registered ions compared to the total number of ions generated in the ICP 
and facing the sampler orifice is the meaning of the statement ‘rarity begets poissonicity’, mentioned 
in the literature in a variety of forms (e.g., the ‘law of rare events’). A rich collection of further exam-
ples illustrating this statement can be found in refs. 2,3,5 and 49. Among these examples, binomial 
selection of photons emitted in a narrow sector from a spherical or cylindrical light source5 could be 
mentioned, especially in the context of optical spectroscopic techniques, including ICP-AES. 
 

An elementary introduction to doubly stochastic Poisson processes 

 
Fluctuating M and p 
 
In the simplified example above, M - the number of ions exposed to the sampler orifice for the whole 
duration of analysis - is constant: if we replicate the analysis, M remains the same, although the num-
ber N of counted ions is generally different from the first analysis. Besides, the transmission efficiency 
p remains constant from analysis to analysis. Consequently, N  represents a constant value. A bino-
mial selection from M at small p results in a Poisson distribution, of which the variance is 

N = pM (1− p) ≈ pM . The corresponding process can be called ordinary Poisson process. 
 
Let us now consider a more general case when M and p randomly change from analysis to analysis. It 
could be imagined that a subset of N values is acquired at one M and p, an other subset – at an other M 
and p, etc., after which all subsets are mixed in proportions corresponding to the probability of occur-
rence of a given product pM (Fig.1). The corresponding process is called doubly stochastic Poisson 
process2,5,50, compound or mixed Poisson process4,49, or Cox process, in honour of its discoverer51.  
 
The mixing above results in the appearance of an excess variance in the distribution of count numbers 
that can be described quantitatively. Propagating errors in squares, we obtain:   

Var(N ) = Var(pM ) = p
2
Var(M )+ M

2
Var(p)+ 2pMCov(p, M )       (11)  

However, Var(N ) describes the scatter of the mean count numbers N i = piM i , while our purpose is 

to characterise the scatter in N, i.e. in the individual count numbers obtained from the analyses partici-
pating in our exercise (Fig. 1). To this purpose, we introduce the following substitution: 

N = ε + N      (12) 
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where ε represents a Poisson error observed in a particular analysis relative to the mean count number 
value N associated with this analysis.  
Assuming that N is not very small, we neglect covariance between ε and N and obtain:  

Var(N ) = Var(ε + N ) = Var(ε)+Var(N )      (13) 

Let us consider the ε-term of this equation:

 

 

Var(ε) =
1

n
(εi −εi )

2

i=1

n

∑ =
1

n
εi

2

i=1

n

∑ =
1

n
(Ni − Ni

i=1

n

∑ )2 =
k1

n

(N1 i − N1)2

i=1

k1

∑
k1

+... +
km

n

(Nm i − N m )2

i=1

km

∑
km

=
k1

n
N1(1− p1)+ ... +

km

n
N m(1− pm ) = N −

k1

n
N1 p1 +... +

km

n
N m pm







≈ N

          

(14) 
Here, ki is the number of Poisson outcomes scattered around a particular value of N i ; consequently, 
ki

n
 is the probability to encounter an analysis associated with a particular N i value. pi  is the mean 

transmission efficiency at each N i value. N is the mean count number obtained by averaging all indi-
vidual counts collected at the different N i values; hence the sign of double summation to designate it.  
 
Combining eqn (11-14), we obtain: 

Var(N ) = Var(ε)+ p
2
Var(M )+ M

2
Var(p)+ 2pMCov(p, M )

≈ N + p
2
Var(M )+ M

2
Var(p)+ 2pMCov(p, M )    

 (15) 

 

The term p
2
Var(M )+ M

2
Var(p)+ 2pMCov(p, M ) in the equation above can be called excess vari-

ance5 to emphasize that the variance of a doubly stochastic Poisson process is higher compared to the 
variance of an ordinary Poisson distribution (cf. eqn 7). More generally, it is correct to think that the 
excess variance of a doubly stochastic Poisson process just represents variance of the Poisson means 
constituting this process (see eqn 12,13 and Fig. 1). For an ordinary Poisson process, the mean is fixed 
and the excess variance is zero. 
 
Fluctuating M, constant p: single isotope 
 
At a constant p, eqn (13,14) can be simplified: 

Var(ε) =
1

n
(εi −εi )

2

i=1

n

∑ =
k1

n
N1(1− p)+...+

km

n
N m(1− p) = N (1− p) ≈ N     (16) 

Var(N ) = Var(ε)+ p2Var(M ) = N(1− p)+ p2Var(M ) ≈ N + p2Var(M )     (17) 

A derivation for eqn (16) employing integrals as the limiting form of sums can be found in Barrett and 
Myers5. Yet another derivation is given in section ‘Fluctuating M, constant p: isotope ratio’ below.  
 
The case of fluctuating M and constant p has important properties depending on the distribution of M. 
If, as a special case, it is Poissonian, then changes compared to the situation at a constant M are negli-

gible: according to formula (17), the excess term p2Var(M ) = p2 M = pN  and Var(N ) = N : a bino-
mial selection from an ordinary Poisson distribution results in an ordinary Poisson distribution, a rule 
known as binomial selection theorem5. On increasing Var(M) further the excess variance term be-
comes more important. Let us consider an arbitrary example where a Poisson mean of 106 counts is 
obtained and the count number variance amounts to 2x106 counts: this is twice as large as the variance 
predicted by the ordinary Poison statistics. Let us set p at 0.01%. Based on formula (17), we obtain:  

Var(N ) = 2 ×106 ≈ 106 + (10−4 )2Var(M ) ⇒ Var(M ) ≈ 1014; s(M ) ≈ 107;

M = N / p =106 /10−4 =1010; RSD%(M ) ≈ 107 /1010 ×100 = 0.1%
 (18) 
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It is instructive to compare this result with values obtained under the assumption that M is ordinary 

Poisson distributed, assuming that N and p remain the same as in the example above: 

Var(M ) ≈ M = N / p =106 /10−4 =1010; s(M ) ≈ 105;

RSD%(M ) ≈ (105 /1010 )×100 = 0.001%; N = Var(N ) =106 × 0.9999 + (10−4 )21010 =106
      (19) 

Calculations (18,19) show that, for this particular setup, a twofold increase in the variance of count 
numbers collected, or otherwise a 1.4 times increase in their standard deviation, is caused by a 100-
fold increase of the relative standard deviation of the number of ions in the primary ion population 
[RSD%(M)] - from 0.001 to 0.1%. Still, even at RSD%(M)=0.1% the distribution of M remains rather 
precise: there is no need to have a very large scatter in M to observe consequences for Var(N). 
 
If both M and p are constant, formulae (15-17) converge to the variance formula for an ordinary bino-

mial distribution: Var(N ) = N(1− p) , and further to the Poisson expression Var(N ) = N  by omitting 

the (1-p) term at small p.  
 
Fluctuating M, constant p: isotope ratio 
 
In applications, quantification of ICP signals usually requires handling count number (intensity) ratios 
and not only the individual count numbers17,27,52-58. The corresponding Poissonian formalism is briefly 
discussed below. First, let us generalise formula (17) using the property of bilinearity of covariance:  

Cov(N x, N y ) =
(Ni

x − N
x

)(Ni
y − N

y

)

ni=1

n

∑ =
(εi

x + pxM i
x − px M

x
)(εi

y + pyM i
y − py M

y
)

ni=1

n

∑

= px py (M i
x − M

x
)(M i

y − M
y
)

ni=1

n

∑ +
εi

xεi
y

ni=1

n

∑ + py εi
x (M i

y − M
y
)

ni=1

n

∑ + px εi
y(M i

x − M
x
)

ni=1

n

∑
     (20) 

Here, Nx and Ny are count numbers for isotopes x and y recorded by ICPMS, Mx and My are numbers of 
ions aspirated by the sampler orifice, px and py are transmission efficiencies, and εεy are 
Poisson errors defined according to eqn (12,13). Since the mathematical expectation of a product of 
two independent random variables is equal to the product of their mathematical expectations, two last 
terms in eqn (20) equal zero. The second term also equals zero, if x and y are two different isotopes 

with independent Poisson errors in their count numbers; otherwise it is equal to N(1− p) (eqn 16). 
We obtain: 

Var(N ) = Cov(N, N ) = p2Var(M )+ N(1− p) x = y
      

 (21a) 

Cov(N x, N y ) = px py (M i
x − M

x
)(M i

y − M
y
)

ni=1

n

∑ = px pyCov(M x, M y ) x ≠ y      (21b)  

Formula (21a), derived under the condition that x and y represent the same isotope, is identical to (17). 
Formula (21b), derived under the condition that x and y are two different isotopes, establishes correla-
tion properties of the observed signal and of the ion population in the ICP ion source. At constant 
transmission efficiencies, a correlation in the source implies a correlation in the signal, and vice versa. 
The presence of such a correlation is desirable, as it reduces isotope ratio uncertainty52-56:  

Var
N x

N y









 =

1

N
y











2

Var(N x )+
(N

x

)2

(N
y

)4
Var(N y )− 2

1

N
y











N
x

(N
y

)2














Cov(N x, N y )

=
1

N
y











2

Var(N x )+
(N

x

)2

(N
y

)4
Var(N y )− 2

1

N
y











N
x

(N
y

)2















px pyCov(M x, M y )

     (22) 

It is interesting to consider formula (22) as a function of the Pearson’s correlation coefficient 

ρ(M x, M y ) =
Cov(M x, M y )

Var(M x )Var(M y ) 
1/2 ∈ −1;+1[ ]       (23) 
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Introducing the correlation coefficient in eqn (22) results in an elementary but bulky derivation given 
in Electronic Appendix 1. This derivation can be reduced at the condition that standard deviation of M 
is proportional to M (s(M)/M=Const, see section ’Fluctuating M, sample introduction process’ and 
refs. 25-31 regarding the validity of this condition), yielding the following formula: 

RSD%
N x

N y









 =

1

N
x +

1

N
y + 2 1− ρ(M x, M y ) 

s(M x )

M
x

s(M y )

M
y













1/2

×100      (24) 

In two cases - (i) primary ion populations fluctuate and perfectly correlate, simultaneously increasing 
or decreasing by the same fraction from analysis to analysis [ρ(Mx,My)=1] or (ii) primary ion popula-
tions are constant [s(Mx),s(M y) =0], which corresponds to the ordinary Poisson process with variance 
equal to mean count number - this equation can be truncated and given in a more familiar form: 

RSD%
N x

N y









 =

1

N x
+

1

N y








1/2

×100       (25) 

Eqn (25) allows for a simple derivation based on the ordinary Poisson statistics only27 and is often 
mentioned in the literature27,57,58. The coincidence between (i) and (ii) has a rigorous explanation: for 
perfectly correlating primary populations Mx and My, the excess variances of the individual isotope 
count numbers and the covariance term in eqn (19) cancel each other (see Electronic Appendix 1). The 
precision of isotope ratio analyses obtained at these conditions is limited, like for the ordinary Poisson 
distribution, by count numbers Nx and Ny. In all other cases, which include fluctuating primary popula-
tions that correlate only partly [ρ(Mx,My)<1], the relative standard deviation defined by the general 
equation (24) is higher compared to (25); in other words, the covariance term in eqn (19) decreases 
and the ratio uncertainty increases. Eqn (25) yields a minimum possible uncertainty in these cases. 
Strongly correlated signals are known to be the domain of multi-collector (MC-) ICPMS52. For count 
numbers in the order of 108, eqn (24,25) yield a minimum RSD(Nx/Ny) of 0.005-0.02%, which falls 
within the range of isotope ratio uncertainties typically quoted for MC-ICPMS instruments27,57,58.  
 
Corroborating eqn (24) experimentally is hampered by the need to know the statistics of M that are not 
directly observable. For strong signals, simple approximations can still be made. Owing to the s(M)~M 
dependence, the excess variance can be the dominating variance component of such signals28,29:  

Var(N ) = Var(ε)+Var(N ) = N + p2Var(M ) ≈ p2Var(M ) = Var(N ) p2Var(M ) >> N       (26) 

Combining eqn (24) and (26), we obtain (see Electronic Appendix 1): 

RSD%
N x

N y









 =

1

N
x +

1

N
y + 2 1− ρ(N x, N y ) 

s(N x )

N
x

s(N y )

N
y













1/2

×100       (27) 

A practical comparison of count number relative standard deviations obtained from eqn (27) and (22) 
shows a good match. For example, measuring the 143Nd/145Nd count number ratio in the solution nebu-
lisation regime at low resolution using an Element XR sector-field ICPMS, we obtained RSDs of 0.18 
and 0.19%, respectively (see Table 1 for further details and examples, and Electronic Appendix 2 for 
raw data and calculus). These values also agree with uncertainty values obtained from the mean-of-
ratios definition of the isotope ratio for a time-resolved signal17,54-56 (Table 1, Electronic Appendix 2):  

RSD%
N x

N y









 =

s
N x

N y











ind. sweep

nsweeps

N x

N y











mean

×100 , where 
N x

N y











mean

=

N x

N y











i ind . sweepi=1

nsweeps

∑

nsweeps

      (28) 

Comparing ratio-of-means and mean-of-ratios uncertainties (eqn 22,27 vs. 28) is generally justified, at 
least at high count numbers (see refs. 54-56 and 59, as well as Electronic Appendix 3).  
 
Noteworthy, a good match between the estimated s(M x ) / s(M y ) ratio and the reference ratio of the-
se isotopes supports the assumption s(M)~M underlying eqn (24,27) (Table 1). At this point, an ele-
mentary mathematical description of fluctuations in ion transmission efficiency and primary ion popu-
lation in ICPMS signals is provided and a discussion of the sources of such fluctuations is due.  
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Sources of double stochasticity in ICPMS: experimental constraints  

 
Fluctuations of ion transmission efficiency (p) and primary ion population in the torch (M) are two 
general sources of double stochasticity. In the existing ICP literature, their role has never been formal-
ised and described theoretically using the mathematical apparatus of binomial selection or more ad-
vanced methods related to the mathematical description of double stochasticity (see section ‘Double 
stochasticity and fluctuations of the rate’). Still, experimentally their role has been recognised, (often) 
thoroughly described and much discussed, in the context of sample introduction by solution nebulisa-
tion especially; below we will refer to the corresponding literature when appropriate.   
 
Fluctuating p? 
 
In the p,M-convention used in this text, fluctuations in p depend on the performance of the spectrome-
ter ion channel and on the performance of the sampler to skimmer ion transfer; the latter possibility 
will be reviewed in a subsequent section, along with other processes related to the analyte transfer 
through the ICP and interface. Here, we consider the ion channel only. Electric (magnetic) fields in-
side the channel should not be the subject of random changes during a measurement (should have a 
good repeatability between measurements); otherwise, the analyst is confronted with the statistics of p. 
 
The possibility of such fluctuations and their role in compromising the precision of ICPMS data, espe-
cially when using early quadrupole ICPMS instruments operated in the peak-hopping mode, has been 
mentioned long ago [e.g., ref. 60]. This issue depends on the instrument and its mode of operation. 
Compromised isotope ratio uncertainties obtained at higher resolutions on sector-field instruments are 
sometimes also ascribed to this issue: narrow peaks observed at such conditions and scanned in the 
peak hopping regime require the highest mass calibration stability to avoid fluctuations in p58. Of 
course, ion transmission losses at a high resolution and, consequently, a reduction in the total number 
of counts collected per analysis are an additional explanation to these uncertainties (cf. eqn 24,25). 
High-resolution peak hopping analysis is unlikely a widespread practice in modern ICPMS. Low reso-
lution peaks are wider and characterised by parabolic (quadrupole MS) or flat top trapezoidal (well 
maintained and tuned sector field MS) geometry that reduces the possibility of transmission efficiency 
fluctuations in the peak hopping regime. This feature helps stabilising the ion transmission efficiency 
and is recognised in the literature as one of key advantages of low resolution sector field ICPMS for 
high precision isotope ratio determinations40,57,58,61. Still, before deriving more definite conclusions 
regarding the role of fluctuations in p, the latter should be separated from fluctuations in M.  
 
The role of fluctuations in p can be separately evaluated using a stable and sufficiently strong ion 
emitter placed at the beginning of the ion channel, which basically requires no sample introduction 
system to be interfaced to the ICPMS and minimises the role of random processes in the ICP torch. 
One such emitter that operates without modification to the spectrometer construction represents sam-
pler and skimmer cones contaminated with lithium during the LA-ICPMS analysis of lithium tetra-
borate glass beads62. The associated pollution of the instrument belongs to canonical examples of con-
tamination in ICPMS63. The cones seem to be the main source of this pollution: replacing the sampler 
and skimmer cones of our Element XR ICPMS reduces the 7Li background intensity from c. 3-5x105 
to ~4x103 cps in the laser ablation regime; cleaning the ablation cell and the torch and replacing the 
tubing further reduces these values down to ~2x103 cps; the extraction lens was not replaced neither 
cleaned. Noteworthy, the role of the sampler in the lithium contamination budget is relatively insignif-
icant compared to the skimmer; according to our experience, a contaminated skimmer accounts for 
more than 90% of the total background of lithium (few ions derived from the inner surface of the sam-
pler orifice at the outermost boundary of the ion beam then pass through the skimmer).  
 
We mounted contaminated sampler and skimmer cones on an Element XR otherwise cleaned as de-
scribed above, and collected 7Li background intensities using two different protocols (Fig. 2). Then, 
we replaced the both cones with uncontaminated ones and, without changing the tuning of the spec-
trometer, obtained signals of similar intensity by raster laser ablation of the NIST SRM 612 standard, 
which represent a soda-lime-silica glass doped with a range of trace elements, including lithium.  
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Sweep counts collected in the experiments with the contaminated cones closely follow the ordinary 
Poisson statistics. Sweep counts collected in the laser ablation experiments show uncertainties that are  
~ 3 times higher than the uncertainties predicted by the ordinary Poisson distribution (Fig. 2). Alt-
hough such results can be instrument dependent and, perhaps, less straightforward if very short mass 
discriminator settle times are applied, currently they do not allow suspecting that, for low-resolution 
work using modern ICP mass spectrometers, p perceivably fluctuates. Neither can this be suspected 
based on the main body of literature data acquired using modern ICPMS instruments.  
 
Fluctuating M, sample introduction process? 
 
The role of the sample introduction process in fluctuations of ICP signals was noticed in a number of 
studies. As early as 1980, Myers and Tracy demonstrated that the relative standard deviation of the 
carbon emission signal at 247.9 nm increases by a factor of ten if the sample is introduced in the ICP 
as an aerosol (sugar in water), compared to a gaseous mixture of carbon dioxide and argon52,64. They 
detected a strong correlation between the fluctuations of laser light scattered from the sample aerosol 
and simultaneously recorded emission signal, and noted that ‘fluctuations in analyte emission are di-
rectly related to fluctuations in aerosol density’, while the plasma itself ‘is a very stable emission 
source’52,65. In the late 1980’s, Antanavičius and co-workers studied ICP-AES signals for gaseous 
samples and aerosols obtained by solution nebulisation and injection of metal oxide powders in the 
ICP66-68. It was shown that the power spectral density of low frequency (flicker) noise obtained for 
aerosols increases by an order of magnitude compared to gaseous samples. Similar data (for helium 
ICP) were obtained by Montaser and co-workers69. Besides, ICP-AES signal fluctuations due to the 
passage of the individual droplets through the ICP were documented; besides, the role of the droplet 
desolvation process in the signal fluctuations was noticed70,71. Research from the 1990’s, including 
papers by Olesik71-73, Houk74,75 and co-workers, proved that such fluctuations also occur in ICPMS 
signals and focussed on a detailed characterisation of the behaviour of droplet aerosols in the ICP, 
followed by studies of particles obtained by laser ablation in the 2000’s76-81. Based on the investigation 
of ICPMS signals resolved on a tens of microsecond time scale that allowed detecting strong intensity 
peaks and dips connected with the passage of large individual droplets through the ICP, Hobbs and 
Olesik concluded: ‘the behaviour of ICPMS signals is consistent with changes in ion number density 
in the plasma’, and ‘the sample introduction process is typically the main source of flicker noise in 
ICP spectrometry’71.  An understanding was reached52,64-73,82 that processes related to the introduction 
of aerosols in the ICP are essential in the appearance of ‘what may be termed the ion distribution 
noise… caused by the inhomogeneous spatial distribution of analyte ions in the central channel of the 
plasma which carries the sample aerosol…’83. Also, there is a consensus that introducing a gaseous 
sample in the ICP, compared to the nebulisation of solutions, strongly reduces the excess variance of 
ICP-AES signals52,64,66-69, confirming that the ICP is indeed a ‘stable emission source’52 (admittedly, 
nebulisers used in those studies were likely noisier than modern micronebulisers, making nebulisation 
uncertainties worse than they could be). Beyond solution nebulisation and laser ablation ICPMS, im-
portant data regarding the heterogeneity of the analyte spatial distribution can be found in the literature 
of atomic absorption spectrometry84 and electrothermal vaporisation - ICPMS85. 
 
One could conclude that, for a sample introduction system supplying the analyte at a randomly chang-
ing rate because it ‘produces noisy aerosols’52,64-83,85,86, the statistics of M is essentially the statistics of 
this rate. How to model these statistics? ICP studies69-75 show that the arrival of droplets in the ICP is a 
random process and emphasize the role of larger drop and particle sizes in signal fluctuations. It is also 
worth noting that some of the most precise single collector ICPMS data were acquired using tandem 
spray chambers especially efficient in removing large droplets86-88. Droplet (particle) transport pro-
cesses are quantitatively complex, as are desolvation / vaporisation of larger droplets and particles in 
the ICP (given their potential to leave residues and influence the surrounding plasma properties72-75). 
Simplified statistical conclusions describing the role of drop size for the precision of ICPMS signals 
can still be given. Let us consider a solution nebulisation setup including a pneumatic nebuliser cou-
pled to a double pass or cyclonic spray chamber33,82,86. The nebuliser produces tens, possibly hundreds 
of millions of droplets per second that enter the spray chamber with a velocity of several tens of me-
ters per second86. The droplet size distribution is a key characteristic of the nebuliser82,86,89; however, 
to simplify the analysis, we will assume that the nebuliser is mono-dispersive (i.e., it produces droplets 
of the same size), that the number of droplets produced by the nebuliser per analysis is constant and 
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that droplet alteration (evaporation, fragmentation, agglomeration) can be neglected. A significant part 
of the droplets is lost en route to the torch: in conventional setups run at a flow rate of 0.5-1.5 mL/min, 
gravitational settling, losses related to gas turbulences and inertial impact losses on the walls of the 
spray chamber reach 96-98% and more82,86. Let us define M* as the total number of analyte atoms (dis-
solved ions) reaching the ICP in the form of droplets per analysis (per time interval), N* as the total 
number of droplets reaching the ICP per analysis, p* as droplet transport efficiency, or probability for a 
single droplet to pass through the spray chamber and reach the ICP, c* as the number of analyte atoms 

(dissolved ions) in a droplet, and M
*
, N

*
and c

*
 as the mean values of these parameters, respective-

ly. We obtain:  

M * = c
*
N *

; Var(M *) = (c
*
)2Var(N *)+ (N

*
)2Var(c

*
)       (29) 

Using eqn (29) requires the individual variance terms to be determined. As N* results from a binomial 
selection during droplet transportation to the ICP, we have:  

Var(N * ) = N
*
(1− p* )      (30) 

Explaining Var(c
*
) might require referencing to classical literature of statistical physics to show that, 

in the strict sense, c* and c
*

are random parameters. Landau and Lifshitz90 introduce the Poisson distri-
bution as a distribution of gas molecule numbers in a small sub-volume of a main gas volume. As the 
number of molecules in the main volume is large and the probability for each molecule to occur in a 
small sub-volume of the system is small, the arising distribution is Poissonian (for two-dimensional 
examples of this kind, see refs. 3,91). Similarly, for the distribution of analyte particles in small drop-
lets formed from a main volume of solution we obtain: 

Var(c
*
) = Var(c*) / N

*
= c

*
/ N

*
     (31) 

Combining eqn (29-31) yields: 

Var(M *) = (c
*
)2 N

*
(1− p*)+ c

*
N

*
= M

*
c

*
(1− p*)+ M

*
     (32) 

Thus, inefficient pneumatic nebulisers indeed produce noisy tertiary aerosols, of which the noise only 
increases compared to eqn (32), provided various ‘non-idealities’ – renebulisation86, (possibly) turbu-
lences at the exit of the nebuliser86, argon backpressure and uptake rate instabilities92 - are considered.  
 
According to eqn (32), the dependence between the analyte concentration and the variance of the pri-
mary ion population is almost exactly quadratic in a wide range of analyte contents (except for very 
low contents), well in accord with empirical observations25-31. At the same time, for a given M*, in-
creasing the number of droplets at the expense of the number of analyte atoms per droplet results in a 
linear decrease of Var(M*) - which seems to be one of several reasons explaining the desire of the ICP 
community to reduce the size of droplets produced by solution nebulisation82,86. For a gaseous sample 

as a limiting case of aerosol ( c* =1, p* =1), eqn (32) degenerates to Var(M *) = M
*
and the excess 

variance vanishes, provided the sample introduction process is its only source.  
 
Still, the extent of influence of the analyte density fluctuations due to the droplet selection (eqn 32) on 
the signal uncertainty should not be overestimated. For example, for droplets with a diameter of 5 µm 
containing 1.22 n/g of 143Nd [=10 ng/g of Nd], for a droplet transport efficiency p* close to zero and 
a mass spectrometer ion transmission efficiency p of 0.01%, the calculated excess variance amounts to 
3.4% of the total number N of counted ions (i.e., of the ‘ordinary’ Poisson variance). For 10 µm drop-
lets, it increases to 26.9%, which is still a moderate value (see Electronic Appendix 5). At the same 
time, solution nebulisation ICPMS signals roughly corresponding to the above setup show a marked 
excess variance (e.g., Table 1). Are there some other factors beyond the random analyte supply by the 
sample introduction system involved in the generation of the excess noise of ICPMS signals? 
 
Here, we propose a test helping to estimate the relative contribution of the randomly changing sample 
introduction rate to the signal uncertainty. This test could be called test of independent parallel sample 
introduction systems; it is similar to the dual nebuliser test of Olesik and co-workers70, but adapted for 
a mass spectrometer that does not allow a (quasi-) simultaneous data acquisition. Two nebuliser-spray 
chamber setups, possibly but not necessarily identical, are interfaced to the ICP torch injector through 

Page 12 of 58Journal of Analytical Atomic Spectrometry

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

Jo
ur

na
lo

fA
na

ly
tic

al
A

to
m

ic
S

pe
ct

ro
m

et
ry

A
cc

ep
te

d
M

an
us

cr
ip

t



 11

an Y-type connector (Fig. 3). Three signals are recorded. The first signal is obtained by aspirating a 
sample solution through the first nebuliser and spray chamber; in the meanwhile, the second nebuliser 
aspirates a high-purity nitric acid solution used for the dilution of the sample. To acquire the second 
signal, the roles of the nebulisers are reversed: the first nebuliser aspirates the high-purity nitric acid 
solution, while the second nebuliser – the sample.  The third signal is obtained by the simultaneous 
aspiration of the sample using both nebulisers with their respective spray chambers. The purpose of 
the test is to compare the excess variances obtained from the above signals [Var(M1), Var(M2) and 
Var(M1+M2), respectively]. The general expression for the variance of the sum of two random but 
(possibly) correlating variables is as follows: 

Var(M1 + M2 ) = Var(M1 )+Var(M2 )+ 2Cov(M1 , M2 )        (33) 

If these variables fluctuate independently of each other, then the covariance term of this equation van-
ishes and the relationship simplifies:  

Var(M1 + M2 ) = Var(M1 )+Var(M2 )        (34) 

If these variables are perfectly correlated, simultaneously increasing or decreasing by the same frac-

tion in response to a common noise-generating process, then ρ(M1 , M2 ) =1and, consequently, 

Cov(M1 , M2 ) = Var(M1 )Var(M2 ) 
1/2

= s(M1 )s(M2 )        (35) 

Therefore, in the case of a perfect correlation, eqn (30) can be rewritten as follows: 

s(M1 + M2 ) = s(M1 )+ s(M2 )      (36) 
Eqn (34) and (36) describe two limiting cases. If we assume the rest of the measurement process to be 
a stable system introducing no further fluctuations in the primary ion statistics, then M1 and M2 fluctu-
ations reflect the (in)stability of their respective sample introduction systems; since these systems are 
independent, there should be no correlation between their outputs [Cov(M1,M2)=0, eqn (34) hold true]. 
If we assume that the both sample introduction systems are stable and the source(s) of fluctuations in 
the primary ion statistics (and, more generally, sources of the excess variance of ICPMS signals) are 
hidden somewhere deeper in the ICPMS chain, then M1 and M2 have to respond to these fluctuations 
simultaneously and strongly co-vary [hence, eqn (36) holds true].  
 
An implementation of this test is detailed in Table 2. Two pneumatic self-aspirating PFA µFlow mi-
cronebulisers (Elemental Scientific) with uptake rates of 159 and 113 µL/min interfaced to cyclonic 
spray chambers were employed. These nebulisers produce fine aerosols with a good transport efficien-
cy; courtesy of the liquid prefilming in the nozzle, they operate at a low backpressure and allow using 
moderate argon flow rates86,93. For all isotopes studied (135Ba, 137Ba, 142Ce; see Table 2), eqn (36) de-
scribed the uncertainty budget of the test much better than eqn (34). Besides, the s(M)~M law was 
again confirmed, which highlights the close relationships between this law and the presence of internal 
correlation in the signal (for a discussion, see Electronic Appendix 6). The test is not very precise, 
however (as the s(M1), s(M2) and s(M1+M2) values obtained from individual analyses are statistical 
estimates of uncertainty, these values have their own uncertainties; hence a scatter in the correlation 
coefficients computed from the covariance values derived from eqn (33), see Electronic Appendix 7).  
 
Albeit specific to a given instrumentation, results of this test show that the randomised analyte supply 
from the sample introduction system is only one and, in the present case, not the main source of fluc-
tuations in the primary ion statistics. We conclude that the evidence for noise associated with the aero-
sol introduction in the ICP is (i) generally unquestionable and well documented, although (ii) such 
noise cannot be the only reason to explain the appearance of excess uncertainty in ICPMS signals. 
 
Fluctuating M, transfer of analyte inside the ICP and from the ICP to the mass spectrometer? 
 
The result of the above test agrees with old ICP-AES data of Olesik and co-workers that demonstrated 
a good correlation between Ba and Ca emission signals at 8 mm above the load coil, despite each of 
these elements was supplied to the ICP through its own nebuliser / spray chamber70. This correlation 
vanished at 19 mm above the coil. The phenomenon was explained by the fluctuation of the plasma 
temperature caused by the desolvation of the droplets flying through the ICP; elements contained in 
the different droplets respond to such fluctuations similarly70,71. The relevant quantitative model re-
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mains to be constructed; still, it seems likely that the randomised solution supply to the ICP (as con-
sidered in the previous section) is, to some extent, a pre-requisite for the appearance of random noise 
of this type. Another question immediately arising is whether the random solution supply to the ICP 
and the desolvation-related fluctuations are the only sources of the excess variance of ICPMS signals. 
 
It is appealing to consider this question in the context of data for gaseous samples, which - theoretical-
ly, as well as based on the ICP-AES data mentioned at the beginning of the previous section - ensure a 
more stable sample introduction process in the ICP and the absence of desolvation related fluctuations. 
Contrary to the ICP-AES archives, ICPMS experience does not contain fully compelling evidence in 
this direction. Gray and co-workers compared the precision of the 107Ag/109Ag ratio obtained by solu-
tion nebulisation with the precision of the 132Xe/129Xe ratio obtained by the addition of xenon to the 
sample gas83. Using a conventional sampler-skimmer interface, they obtained higher 107Ag/109Ag ratio 
uncertainties than expected from the ordinary Poisson distribution. On the contrary, the 132Xe/129Xe 
ratio uncertainty was as predicted by the ordinary Poisson distribution (cf. eqn (25) and (28), see ref. 
83 for details). The corresponding xenon signals, integrated over ~70 channels with a dwell time of 
100 µs per channel, reached 3.14x106 cps82. Provided the integrated intensity is obtained by summa-
tion of the individual channel intensities, this amounts to 314 counts per peak. Given the quadratic 
dependence of the excess variance on signal intensity, the excess variance could vanish at these condi-
tions (see refs. 17,77 for examples). Newer ICPMS experiments, albeit not specifically designed to 
handle uncertainties, do not reveal a large excess variance in 129Xe fluctuations at intensities in the 
order of 1.5-1.6x105 cps (1500-1600 counts / sweep collected in the peak hopping mode); a precise 
estimation of the variance from the presented data is, however, difficult.  
 
Uncertainty data of varying level of detail can also be found in the rich, but metrologically non-
specific literature of chemical vapour generation ICPMS. Some of such data show large excess uncer-
tainties95-97. A conclusive analysis of their origin appears to be lacking. As the vapour generation de-
vices can be quite complicated98,99, the stability of the sample introduction process is sometimes ques-
tioned (e.g., pulsation of selenium hydride flow to the ICP95, carbon monoxide flow rate fluctuations 
during nickel carbonyl generation100,). In the ultimate case, solution nebulisation uncertainties are 
considered as the ‘gold standard’ for comparison with vapour generation ICPMS data!97  
 
Our ICPMS data on the introduction of xenon- and neon-argon mixtures in the ICP do show excess 
variance, especially at higher concentrations (Table 3, Electronic Appendix 8). Admittedly, these data 
are rather precise (compared to average solution nebulisation or laser ablation ICPMS data); but, com-
pared to ordinary Poisson distributed data, they are over-dispersed. Combined with the lithium con-
taminated interface and the parallel sample introduction system tests described in the previous sec-
tions, this allows thinking that processes related to the analyte transfer through the ICP and analyte 
extraction from the ICP destabilise the primary ion population, thus broadening the statistics of M. 
 
Firstly, there is some evidence that the statistics of M is related to turbulence inside the ICP: using a 
laminar flow torch seems to reduce the 1/f noise component (although it is more efficient in the reduc-
tion of discrete frequency components)22,23,101,102. Laminar torches are one of the oldest inventions in 
ICP spectrometry103. However, commercial torches used in modern ICPMS are all designed for tan-
gential auxiliary and cool gas injection104; thus, it is not excluded that  ‘the rotating gas destabilises the 
injector channel’23. Besides, irrespective of the torch design, the ICP flame is thermally heterogene-
ous105: Faraday’s and Lenz’s laws constrain less change in the magnetic flux in the axial zone of the 
torch, which is consequently less heated by the eddy currents, a phenomenon called skin effect and 
found in any inductive heater. The injection of a sample aerosol carried by a relatively high velocity 
sample gas flow can further decrease its temperature. The intermediate, induction zone of the ICP 
flame is hotter. A turbulent mixing becomes possible inside the torch because of the density difference 
in the different plasma zones. Precisely evaluating the extent of influence of these processes is diffi-
cult at this time; overestimating their role appears inconsistent with the ICP-AES gas injection exper-
iments mentioned in the previous section. 
 
Secondly, instabilities at the boundary of the plasma in contact with the surrounding atmosphere and 
the ICPMS interface occur; the role of these instabilities was noted for the both laminar23 and tangen-
tial106 flow torches. In spite of the similarity of processes inside the ICP, the signal extraction mecha-

Page 14 of 58Journal of Analytical Atomic Spectrometry

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

Jo
ur

na
lo

fA
na

ly
tic

al
A

to
m

ic
S

pe
ct

ro
m

et
ry

A
cc

ep
te

d
M

an
us

cr
ip

t



 13

nisms used in the ICP-AES and ICPMS techniques are different, and being a stable emission source 
does not a priori translate into a stable ion supply to the ion channel of the spectrometer. A100% ion 
extraction efficiency from the ICP into the sampler orifice is an optimistic estimate. Albeit dependent 
on the interface design and instrument tuning, it can be significantly less than 100%107-110, at least for 
conventional interface pumps rated at 25-35 m3/h. Photographs of the ICP at the boundary with the 
interface appear to show partial analyte escape74,106. Perhaps, more convincing are photographs of a 
sampler cone, of which the entire surface was heavily clogged during the analysis of relatively con-
centrated solutions.111 At the same time, species from the surrounding atmosphere are present in the 
ICPMS signal, such as copper evaporated from the load coil (e.g., Elan 6000-series instruments), sil-
ver evaporated from the frontal plate surrounding the interface (e.g., Element 2-series instruments) and 
silicon derived from the walls of the torch and detectable irrespective of the spectral resolution, unless 
an alumina made torch is used63,104. This suggests that the surrounding analyte-free gas, is entrained 
into the sampler orifice. Besides, some polyatomic interferences, such as the 28N2

+ interference on the 
major 28Si isotope, can partially be explained by the entrainment of the surrounding atmosphere, in-
cluding air, into the interface110,112. Thus, random (but also periodic106,113) losses in the ion population 
supplied by the sample introduction system become possible at the interface because of the mixing 
between the analyte-bearing and analyte-free gas, depending on how ‘rough’ the mixing process is  
(Fig. 4). A simplified way to describe the interface-related losses probabilistically is to divide the ICP 
channel into a number of incremental volumes containing the analyte, supposing that only a fraction of 
these volumes enters the sampler orifice, while the rest is lost. The corresponding binomial formalism 
is similar to the binomial description of the droplet selection in a nebuliser-spray chamber setup: 

M ' = c
'
N '

; Var(M ') = (c
'
)2 N

'
(1− p')+ c

'
N

'

     (37)  

where M’ is the number of ions aspirated by the sampler orifice per time interval (analysis), c
'
is the 

mean number of ions per incremental volume, N’ is the number of such volumes aspirated by the sam-
pler orifice per analysis, p’ is the probability that an incremental volume will be aspirated by the sam-
pler. The more homogeneous is the analyte flow to the sampler (smaller increments and, consequently, 

small c
'
) and the higher is the extraction efficiency (p’→1), the ‘smoother’ is the signal. A diffusional 

mixing is thus harmless. A mixing controlled by gas flow dynamics, when the neighbour atoms in a 
given volume of analyte-bearing gas approaching the interface follow the same path and have the 
same fate - to enter or not to enter the sampler orifice, is not (see eqn 37).   
 
Yet another, more general way to describe the analyte losses and the resulting uncertainty is to invoke 
the correlation properties of the resulting distribution. This way is also more canonical (see section 
‘Double stochasticity and fluctuations of the rate’). To be consistent with mathematical texts, we pre-
sent it here in the notation by Cox and Isham50. We divide the total value of M in small parts dM, each 
of which corresponding to the number of ions in an incremental volume of plasma aspirated by the 
sampler during time interval ∆t. If we consider a large number of small incremental volumes sequen-
tially arriving to the sampler orifice, it is reasonable to think that they are randomly diluted or concen-
trated in the studied analyte compared to the mean value. This can be due to the mixing in front of the 
sampler cone and also due to the sample introduction system instability. If the number of ions dM(t, 
t+∆t) in a particular volume observed during the period (t, t+∆t) is a random value, the sum M of such 
numbers follows the randomness in dM(t, t+∆t) and is also random: 

Var(M ) = Var M (0,T ){ }

= Var dM (t, t + ∆t){ }
t>0

t<T

∑ + 2 Cov dM (t, t + ∆t), dM (t + u, t + u + ∆t '){ }
u>0

u<T−t

∑
t>0

t<T

∑
      (38) 

If there is no mixing in front of the interface, then dM remains constant, provided the sample introduc-
tion process is stable. If dM is constant, the both variance and covariance terms in the right part of eqn 
(38) are equal to zero and the excess variance vanishes.  
 
It should be noted that the ICPMS literature contains an additional explanation of the extraction relat-
ed uncertainty. Gray and co-workers83 admitted the role of sample introduction systems, but supposed 
that the origin of excess variance of the ICPMS signal can also be related to processes between the 
sampler and the skimmer36-39,114. They did not specify why the ion transmission efficiency inside the 
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zone of silence in front of the skimmer tip is a randomly fluctuating parameter; otherwise, the analysis 
is reduced to the ordinary Poisson selection and the excess variance vanishes. Still, it is now docu-
mented by several independent studies that a disturbance, likely a standing shock wave, is indeed ob-
served at the tip of the skimmer cone44,115; experimental or theoretical data explaining its action as a 
signal randomiser appear to be lacking. Perhaps, this problem merits further investigation (using a 
strong and stable ion emitter associated with the sampler cone?). Somewhat controversially, the data 
on gaseous samples provided by Gray and co-workers themselves were seemingly devoid of the excess 
variance, highlighting the role of the sample introduction system, not the interface, in its appearance. 
Besides, the small sampler orifice diameter (0.2 mm) used in the second series of their experiments 
allows supposing that the size of the incremental gas volume sampled from the ICP was defined by the 
sampler orifice, not by the inhomogeneity of the incoming ion flow; hence the dampening of the ex-
cess variance even in the presence of an ‘aerosol’ noise related to the nebulisation of liquid samples (a 
fairly unusual property!). The negative side of this approach is a huge instrument sensitivity loss83.  
 
Models reviewed above in this section - instability inside the ICP, destabilisation at the ICP - interface 
boundary, and fluctuations inside the interface - cover the whole operational sequence of the ICP ion 
source / first vacuum stage of the interface; they are all invoked to account for the appearance of the 
excess variance of ICPMS signals in the literature. From a personal standpoint, the authors of this text 
see fewer inconsistencies in the ICP - interface boundary model, but admit that further studies of the 
statistical role of the ICP and interface related processes are required.  
 
To summarise, the double stochasticity of ICPMS signals has several potential sources (Table 4), of 
which noisy operation of the sample introduction system and, probably, the process of ion extraction 
from the ICP into the interface appear to be the most important at the present knowledge level. It is 
impressive for the ICP ion source to have two Achilles’ heels - sample introduction at the entrance and 
ion extraction at the exit – and deservedly remain the most versatile and one of the most widely used 
ion sources in modern inorganic mass spectrometry.  
 
Other p,M-conventions: changing the coordinates 

 

The equation N = pM for the Poisson mean allows defining p and M arbitrarily. The definition used 
above in this text seem consistent with our understanding of the ICPMS noise and its sources as it 
follows from the literature and is reviewed in section ‘Fluctuating M, sample introduction process’. 
Still, other p,M-conventions are possible. For example, it is possible to define M as the number of 
atoms available for the sample introduction system per time interval (analysis), and p - as the probabil-
ity for each of these atoms to be registered by the detection system as an ion count. For a homogene-
ous sample and for a sample introduction system with a constant uptake, M is constant (or, possibly, 
ordinary Poisson distributed); excess fluctuations during the measurement process are ascribed to p. 
According to eqn (15), the count number variance is then as follows: 

Var(N ) ≈ N + M 2Var(p)     (39) 

We do not see particular advantages of this convention. Below we review a more general representa-
tion of the doubly stochastic Poisson process, all particular p,M-conventions being its special cases. 
 
Double stochasticity and fluctuations of the rate: an introduction to the existing formalisms 
 

Considering the doubly stochastic Poisson process as a limiting form of the binomial selection com-
plicated by fluctuations of primary ion population (M) and, possibly, transmission efficiency (p) is an 
elementary and understandable way to describe it. Still, mathematical literature tends to generalise the 
problem and rarely considers fluctuations in p and M separately2,5,50. Instead, it considers fluctuations 
of the rate I(t) = pM / ∆t , i.e. considers the rate of the Poisson process as a random parameter, since 
product pM randomly changes. The corresponding formalism is not always intuitively understandable, 
but needs to be introduced here for two reasons: (i) the parameter observed in ICPMS measurements is 
the rate and not the individual statistics of p and M, (ii) a powerful mathematical apparatus describing 
connections between fluctuations and correlation of the rate is available. A disadvantage of introduc-
ing this formalism is that the individual uncertainty sources are, to some extent, obliterated. 
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A Poisson count rate can be defined for each time interval ∆t. It is generally different for the different 
time intervals, though in the limit we will assume it constant within an interval:  

I(t) = pdM (t, t + ∆t) / ∆t = dN(t, t + ∆t) / ∆t      (40) 

Besides, a mean rate I(t)can be defined by averaging the individual rates above; for a non-transient 
signal, it corresponds to the mean rate for an individual interval, as it is calculated from a replicate 
series of such intervals. Using the same approach as in eqn (38), defining integral as the limit of a sum 
and applying the general formula for the variance of a sum of random variables, we obtain [ref. 50, 
sections 2.5 and 3.3]: 

Var(N ) = Var N(0,T ){ } = Var dN(t, t + ∆t){ }
0

T

∫ + 2 Cov dN(t, t + ∆t), dN(t + u, t + u + ∆t '){ }
0<t<T
0<u≤T−t

∫∫
 

(41)  
Henceforth, we assume that the studied signal is stationary (non-transient), simplifying the derivations. 
As ∆t → 0, dN(t, t + ∆t)can be considered as a variable taking only the values zero or one, with the 

probability to obtain one being equal to I(t)∆t 5,50. It then follows50 from the variance definition that 

Var dN(t, t + ∆t){ } = I(t)∆t        (42) 

Besides, 

Cov dN(t, t + ∆t), dN(t + u, t + u + ∆t '){ } = I(t)h(u)− I(t)
2{ }∆t∆t '

    

(43) 

where h(u) is conditional intensity for the time interval (t + u, t + u + ∆t ')

 

equal to the probability to 

get one count during this interval, provided one count was already recorded in the interval (t, t + ∆t)50. 

Reorganising formula (41), we obtain: 

Var N (0,T ){ } = I(t)dt
0

T

∫ + 2 I(t)h(u) − I(t)
2{ }

0

T−t

∫
0

T

∫ du dt

= I(t)T + 2I(t) (T − u)h(u)du −
0

T

∫ I(t)
2
T 2 = N + 2I(t) (T − u)h(u)du −

0

T

∫ N
2
     (44) 

This equation can be re-written by expressing the conditional intensity h(u) via the autocovariance 
function γ(u)50:

 
 

h(u) = I(t)+γ (u) / I(t) ; Var N(0,T ){ } = N + 2 (T − u)γ(u)du
0

T

∫       (45)  

Two other equivalent expressions for the total count variance can be given in terms of the autocorrela-
tion function2 and pair-correlation function116, respectively. The autocovariance function γ(u) is linked 
to the autocorrelation function ρ(u) as follows2: 

γ (u) = Var(I(t))ρ(u)      (46) 

Accordingly, introducing the autocorrelation function in equation (44) yields2: 

Var N(0,T ){ } = N + 2Var(I(t)) (T − u)ρ(u)du
0

T

∫      (47) 

The pair-correlation function η(u) is linked to the conditional intensity h(u) as follows116: 

h(u) = I(t)(1+η(u))      (48) 
Introducing the pair-correlation function in equation (44) yields116:  

Var N(0,T ){ } = N + 2I(t)
2

(T − u)η(u)du
0

T

∫      (49) 

Formulae above for the description of the excess variance are all derived from formula (41) using 
three different but closely related tools (conditional intensity, autocovariance, autocorrelation and pair-
correlation function) to describe correlation in the signal. If there is no such correlation, the autocorre-
lation function is zero and the excess variance vanishes (ordinary Poisson noise). In the presence of 
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such a correlation, it could be interesting to track a link existing between the autocorrelation function 
and the spectral density of the power spectrum. It is described by the Wiener-Khinchin-Einstein theo-
rem. Considering the corresponding mathematical apparatus in detail extends beyond the scope of this 
text. Still, here we will make some remarks. According to the Wiener-Khinchin-Einstein theorem20,  

S( f ) = ρ(u)cos(2π fu)du
−∞

+∞

∫      (50) 

where S(f) is the power spectral density of the signal, f is frequency, ρ(u) is the autocorrelation func-
tion, and u is correlation time, as above. In one of the very first articles showing relationships between 
the low-frequency noise in ICP signals and the process of sample introduction, Antanavičius et al. 
argued: ‘If the radiating particles are generated by droplet evaporation, they are correlated for some 
time’68. Indeed, if the rate of the Poisson process fluctuates, for example because more or less droplets 
(especially of a large size, see section ‘Fluctuating M, sample introduction system’) reach the ICP per 
time interval, then a high count rate at the beginning of a period of high ‘ion number density in the 
plasma’70 means that somewhere within this period the rate will also be high, hence a rate correlation 
within this period. Time resolved ICP studies show that such periods are short and change rapidly 
(small u); beyond such a period, we can assume that ρ(u) limits to zero. Thus, the integration interval 
in eqn (50) can be reduced from (-∞;+∞) to a narrow range around zero. In this range, at low frequen-
cies, the product of angular frequency (2πf) and correlation time (u) is small, which maximises the 
cosine term in the integrated expression and, accordingly, increases the spectral density (see ref. 20, 
chapter I, for a similar example from the field of power engineering).   
 
Concluding remarks and outlook 

 
In ICPMS, ‘transmission efficiency‘ and ‘transport efficiency’ are frequently used terms. It is im-
portant to recognise that a transmission efficiency is a probability by itself, which allows using the 
mathematical apparatus of the binomial selection for the interpretation of the signal uncertainty.  
 
The ICPMS signal in its general form represents a doubly stochastic Poisson process, with an excess 
variance inherent to such processes. An excess variance often appears if a non-stationary random pa-
rameter is involved in the generation of a probability distribution. Analytical chemistry offers other 
examples illustrating this, such as the non-stationary blank (sample) and the non-stationary relative 
sensitivity factor. If the true mass of an analyte fluctuates in a series of blank solutions (e.g., vials con-
taining them were variably contaminated), and the mass measurement technique is imprecise, then the 
total uncertainty of the measured analyte mass in a randomly selected blank is a combination of the 
both uncertainties above; it is higher than the mass measurement uncertainty alone117. The same ap-
plies to random changes of the sample mass consumed per measurement in a series of replicate anal-
yses, especially if adding a controlled amount of internal standard does not seem feasible94,118. A more 
distant example concerns the determination of the relative sensitivity factor119 (mass discrimination, 
‘mass bias’) in LA-ICPMS17,27,54,55,120 and secondary ion mass spectrometry121-124. This factor is often 
obtained by the (replicate) analysis of one single standard, the uncertainty of its mean value decreasing 
indefinitely with increasing the number of replicates. Then, it can happen that the relative sensitivity 
factor as determined from the standard yields inaccurate sample concentration ratios125,126. This situa-
tion can be considered from several standpoints. A statistician might argue that standards should rep-
resent a random selection of samples to be analysed and that the uncertainty of the above factor could 
be determined by the analysis of several standards and subsequent linear regression127-130 of their con-
centration vs. intensity ratios. This uncertainty will generally be larger compared to a single-standard 
calibration, as the natural matrix-dependent variability of the relative sensitivity factor is accounted 
for. An ‘inaccurate’ sample concentration ratio becomes accurate, but less precise, once the total un-
certainty of the relative sensitivity factor is propagated. In short, it is essential to recognise random-
ness in a statistics-generating parameter that, in the simplest form, is considered constant (refining the 
measurement technique in quest for its constancy being a parallel approach).  
 
Understanding the ICPMS signal as a doubly stochastic Poisson process is causal and not symptomat-
ic. For example, it is possible to apply a goodness-of-fit test to a distribution of sweep intensities and 
then to apply the Gauss confidence limits to the mean intensity obtained from this distribution, provid-
ed the distribution is approximately Gaussian according to the goodness-of-fit test55. An uncertainty 
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value is the only result of this approach; we still do not understand why the signal fluctuates as it does. 
The doubly stochastic model reveals the source and propagation mechanism of the noise. 
 
A qualitative understanding of the individual components of this model has been around for a while. It 
is appropriate here to return to the work by Gray et al.83, who noted: (i) ‘It has long been accepted that 
the precision of isotope ratio measurements by inductively coupled plasma mass spectrometry (ICP-
MS) is poorer than consideration of counting statistics would suggest is possible’; (ii) ‘One component 
of the random noise…is what may be termed the ion distribution noise. This is caused by the inhomo-
geneous spatial distribution of analyte ions in the central channel of the plasma which carries the sam-
ple aerosol…’. ‘The plasma actually fluctuates around the sampling orifice’, add Niu and Houk38. 
Important studies to this end by Olesik and co-workers were already given credit above in this text. It 
follows that a doubly stochastic Poisson distribution is encountered, with the precision being in 
agreement with the counting statistics constrained by this distribution, as discussed in this work. 
 
It should be admitted that an analysis given in this work is conditional in several respects. For exam-
ple, we assumed for simplicity that the detection is carried out in the counting regime. In the literature 
of mass spectrometry and its uncertainties, this assumption is handled as follows. For a Faraday cup, a 
potential difference between the ground and the cup is usually measured using a high ohmic resistor 
and then converted to current according to Ohm’s law. This electronic current compensates the current 
of positive ions incident on the Faraday cup. This current can be converted into count rate by dividing 
by qe=1.60210x10-19 C(=A x s)27,46,131. For a secondary electron multiplier operated in the analog 
mode, the current amplified by the analog stage of the multiplier is significantly higher than for a Far-
aday cup; it is converted into count rate using the detector cross calibration coefficient(s). From a sta-
tistical standpoint, this approach combines at least three types of uncertainties: (i) fluctuations in the 
number of ions arriving to the multiplier, (ii) fluctuations of the output current of the analog stage of 
the multiplier, (iii) measurement uncertainty of the current to voltage converter, the uncertainties 
(ii,iii) being superimposed on (i). We feel that the corresponding analysis lies beyond the scope of this 
text. Some relevant explanations and formulae can be found in ref. 46; further research is warranted. 
 
Besides, we assumed that analyte ions and analyte atoms are statistically interchangeable terms, i.e. 
that ionisation process in the ICP does not randomise the population of analyte ions excessively. This 
point is not particularly important for elements that are ~100% ionised in the ICP; there are many of 
them132,133. For elements with a low degree of ionisation, this point invokes a binomial selection mod-
el: an ion in front of the sampler is considered as a result of binomial selection from the population of 
atoms supplied by the sample introduction system at a given probability of ionisation. If this probabil-
ity is fixed (or deterministic, i.e., it does not change randomly with time), then the number of ions 
obtained from a fixed number of analyte atoms is binomially distributed. According to the binomial 
selection theorem, this does not introduce an excess variance in the distribution of counted ions5. At 
this time, we are unaware of data confirming a random behaviour of the probability of ionisation. Be-
sides, neon injection experiments do no show systematically larger variances compared to xenon, in 
spite of the very different degree of ionisation of these elements (Table 3, Electronic Appendix 6).   
 
We also postulated the same transmission efficiency p for all ions moving across the section of the 
sampler orifice. This is not exactly true: ions from the outer part of the ion beam have fewer chances 
to enter the skimmer orifice134. The same applies to droplets belonging the peripheral part of the aero-
sol cone inside a double pass spray chamber and removed from the aerosol flow through impacts with 
the inner barrel of the chamber85. It is possible to account for these effects by changing the p,M-

convention, by defining N ≡ p(dM )dM∫ or by deriving the excess variance through fluctuations of 

the rate (see previous section). Future research will assume increased complexity, but will benefit in 
terms of correctness, if deterministic changes in transmission (transport) efficiency are accounted for.  
 
For uncertainty derivations, we assumed a zero dead time in the counting detection regime. The influ-
ence of the dead time related count losses on the Poisson distribution and its uncertainty has been dis-
cussed in the literature for a while; count numbers recorded in the presence of a dead time have 
somewhat less variance than predicted by the ordinary Poisson process135-137. Perhaps, this auxiliary 
aspect is worth a more thorough consideration in the ICPMS literature; nevertheless, it seems that a 
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more general concern regarding the dead time correction of ICPMS signals exists. An interesting by-
product of the double stochasticity is the compromised adequacy of formulae (6) for dead time correc-
tion. The derivation of these formulae1,6,18  implies the same count rate during the period of actual 
counting and the period when the detection system is ‘dead’, thus restricting their application to the 
ordinary Poisson process. In a doubly stochastic Poisson process, periods of higher and lower rate 
change rapidly, and the first ion detected during a period of high rate prevents the registration of other 
ions arriving during this period (during a part of it covered by the dead time). The result is an intensity 
underestimation if formulae (6) are applied and the true dead time is used. The corresponding mathe-
matical formalism can be found in refs. 116,138,139; it is not always easy to implement in practice. If 
formulae (6) are still employed40,140-144, it is a good approach to avoid high intensity signals collection 
in the counting mode, since the double stochasticity is more marked at high intensities and the signal – 
less ‘diluted’ (higher chances for an ion or ions to fall within the dead time interval). This practice is 
encountered in some high accuracy isotope ratio ICPMS methods55,145, where signals are collected in 
the ‘forced’ analog regime even if the upper intensity limit of the counting regime set by the instru-
ment manufacturer is occasionally not reached (the analog signal does not have a dead time). A related 
approach is to set the upper intensity limit for the counting regime at a rather small value much lower 
than the counting saturation limit; ICPMS manufacturers usually implement this approach in their 
instruments. Yet another solution is to avoid applying the dead time correction to the mean intensity 
for the whole signal duration, or to the mean intensities of sweeps collected using a long dwell time; a 
very short dwell time, during which the rate does not change much, could be more adequate in this 
context. Finally, maintaining a sort of matching between the sample measurement setup (including 
intensities and their uncertainty) and that used to estimate the dead time during the instrument tuning 
can sometimes be feasible; on the contrary, determining the dead time based on relatively precise sig-
nals obtained using a ‘smoothly’ operating nebuliser and applying this dead time to significantly more 
disturbed data, such as some laser ablation ICPMS signals, might be imprudent. Approximately 
matching intensities of the analyte and the internal standard in an attempt to maintain a 1:1 ratio be-
tween them can also be recommended. A future study detailing the extent of the problem and provid-
ing a more thorough analysis of possible solutions seems to be warranted.  
 
Finally, we decided to omit the problematics of very weak Poisson distributed ICPMS signals contain-
ing few counts per analysis. In the context of ideas reviewed above in this text, these problematics are 
trivial. The corresponding Poisson distributions show virtually no excess variance, since excess vari-
ance scales in quadrature with decreasing M, while the number of counts scales linearly. Nevertheless, 
such a triviality can be misleading. The mathematical apparatus required for the description and, par-
ticularly, for the comparison of two near-zero Poisson signals is not simple. The problem is related to 
the pronounced discreteness and skewness of the Poisson distribution for very small count numbers. 
Albeit the corresponding standard deviation values are still easy to estimate (s(N)=√N), assigning 
Gaussian confidence limits to these values is impossible. One analytically important aspect of this 
problem concerns the calculation of the critical value for detection decision (‘detection limit’ in the 
currently prevailing ICPMS terminology), especially in the framework of paired measurements (each 
sample acquisition is preceded by a background acquisition, e.g., in LA-ICPMS). Is the analyte de-
tected at a given confidence level, if the background contains one count and the signal - four counts? 
And if that background would contain zero counts? Modern ICPMS instruments with their curved ion 
channels supress the photon noise38,40; setting a correct discriminator threshold minimises the internal 
noise of the secondary electron multiplier40,45; the gas blank is clean for most mass-to-charge ratios. 
Thus, obtaining a near-zero background reading in the context of our exercise is a common practice 
(uranium and the lanthanides being typical examples). Interestingly, the question posed above has for 
the first time been answered in 1940, in a - now canonical - article that, at first glance, belongs to agri-
cultural research7. Much more has been done since then, including newer and more powerful tests for 
the equality of two Poisson means8,9 and formulae for the detection limit with fast convergence to 
normality10-12. We refer the reader to the corresponding sources; this is an other case when a practical-
ly important question does not receive a straightforward empirical solution and invokes basic research. 
 
Two obvious and complementary directions of further development in the area of the Poisson model-
ling of ICPMS signals are (i) study of the double stochasticity with the aim to minimise it by instru-
mental measures (sample introduction system and ICP-interface region, the randomising role of the 
latter being rather obscure at this time) to remove adverse effects associated with it, such as the preci-
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sion loss due to excess variance and impact on the dead time determination and correction; (ii) math-
ematical description of the key parameters (rate and its correlation) associated with the double sto-
chasticity to enable modelling the excess variance, if it is not removed by instrumental measures; the 
corresponding tools, such as the Kalman filter, will hopefully be considered in future ICPMS research. 
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Figure captions 

 
Fig. 1. A schematic probability distribution of a doubly stochastic Poisson process as a blend of many 

individual Poisson processes, each of them having its own mean Ni = piM i  and variance N i  and 

contributing a count number value, randomly positioned around N i , to the mixed probability distribu-
tion of the doubly stochastic process. Two statistics arise: (i) statistics of the random count number 
values, as measured; (ii) underlying statistics of the mean count number values, which are not directly 
accessible. In time-resolved ICPMS applications, this implies that a (hidden) mean count number vs. 
sweep pattern underlies the observed count number vs. sweep pattern. In strong signals, the two pat-
terns almost coincide: in such signals, the ordinary Poisson scattering is insignificant compared to the 
scattering of the Poisson means (in other words, compared to the excess variance; see text for further 
explanations). In weak signals, the mean count number pattern is almost constant; the ordinary Pois-
son scattering dominates. There are at least two tools to reconstruct the hidden pattern - scaling the 
observed pattern of a strong signal obtained simultaneously with a weaker signal on a multi-collector 
spectrometer (to obtain the mean count number pattern of the weaker signal) and using the Kalman 
filter; discussing these tools in detail lies beyond the scope of this text. 
 
Fig. 2. Count vs. sweep number statistics for lithium. (a-b) 7Li background noise related to the contam-
ination of the sampler and skimmer cones of an Element XR sector-field ICPMS. (c) 7Li signal ob-
tained by the raster laser ablation of a NIST SRM 612 glass using the same ICPMS equipped with 
clean sampler and skimmer cones [see Electronic Appendix 4 for experimental conditions and section 
‘Sources of double stochasticity, experimental constraints; Fluctuating p?’ for discussion]. 
 
Fig. 3. A schematic arrangement of the test of two independent parallel sample introduction systems; 
the droplet selection takes plays in the spray chambers only, no precipitates in the connecting tubing 
were observed [for details, see Table 2 and section ‘Fluctuating M, sample introduction system’]. 
 
Fig. 4. A schematic illustration of the mixing process in front of the sampler cone [for details, see sec-
tion ‘Fluctuating M, transfer of analyte inside the ICP and from the ICP to the mass spectrometer’]. 
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The ICPMS signal as a Poisson process: a review of basic concepts 
 

Alex Ulianova,* Othmar Müntenera and Urs Schalteggerb  
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bSection of Earth and Environmental Sciences, University of Geneva, Rue des Maraîchers 13, 1205 Geneva 
 
Abstract 

 

Understanding the structure of noise associated with a measurement process is interesting theoretically 
and has practical applications related to the quantification of detection capability, signal uncertainty 
and dead time. Here, we present and analyse arguments explaining the appearance of the Poisson pro-
cess in the distribution of count numbers in inductively coupled plasma mass spectrometry (ICPMS) 
signals. We consider the Poisson distribution as a special case of the binomial distribution constrained 
by inefficient ion transmission from the ICP ion source to the detector. The universal form of the rele-
vant Poisson process is doubly stochastic: the random nature of count numbers acquired per time unit 
is defined not only by the probabilistic selection of ions during their transport through the interface 
and ion channel, but also by fluctuations of the ion contents sampled by the spectrometer from the 
plasma and, more generally, by fluctuations of the rate of the Poisson process itself. Compared to an 
ordinary Poisson process, the doubly stochastic Poisson process has an excess variance that increases 
at higher analyte contents. The excess variance in the uncertainty of ICPMS signals is also known as 
flicker noise; it is an integral part of the doubly stochastic Poisson process and not a fully individual 
noise component. We review processes pertinent to its origin and formalisms used to describe it. 
 
Introduction 

 

The Poisson distribution is one of three main probability distributions in science (the other two being 
the Gaussian and the binomial distributions). It has been recognised for a while that Poisson, or count-
ing, statistics play an important role in the interpretation of the ICPMS signal uncertainty. How do 
these statistics arise in ICPMS signals? How do they help to understand their structure and uncertain-
ty? Trying to answer these questions, we usually recollect a well-known equation connecting count 
numbers and their variance. Is there anything else to recollect? Perhaps, with the outcome being not 
devoid of theoretical elegance and practical importance.   
 

Let us consider an ICP mass spectrometer collecting counts during some predefined time interval T 
per isotope measurement. Let us assume for simplicity that the spectrometer detection system has a 
zero dead time, that it is operated in the counting detection regime and that its internal noise (e.g., due 
to thermionic and field emission from the dynodes of a secondary electron multiplier1) is negligible. 
Let us first imagine that an analyte is supplied to the interface of the mass spectrometer from the ICP 
ion source at a strictly constant rate [= number of ions supplied per time interval] and the spectrometer 
ion transmission is constant as well. Still, the observed ion count numbers will vary: our first meas-
urement can yield N1 counts, second measurement – N2 counts, etc. (see section ‘A binomial derivation 
of the Poisson process in ICPMS’). If the number of measurements k is large, the mean value 

N = (N1 +... + Nk ) / k
     

(1)  

is defined with a high precision. One can argue that the probability of obtaining exactly Ni counts as 
the outcome of a particular measurement is then defined by the law of Poisson characterised by a con-

stant, time independent rate (intensity) I with a mean value of N / T , and is as follows1-6: 
 

p(Ni ) =
N

Nie− N

Ni!    

 (2)
 
 

Besides, the variance 

Var(N ) = N      (3) 
characterises the size of an interval, into which a particular value of Ni falls with some probability 

(that approaches the confidence interval of a Gauss distribution set at a mean value of N and standard 

deviation of N at higher count numbers). The condition of a constant rate in formulae (1-3) can be 
relaxed: they are valid for any non-random count rate, where I is a deterministic function of time2-5. 
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 2 

The obeyance of the counting results above to the Poisson law is important both theoretically and 
practically. In the field of detection capabilities quantification, at near zero count numbers, it allows 
applying the mathematical apparatus of tests for the equality of two Poisson means7-9 to the back-
ground noise to get the critical value for detection decision in the ‘paired measurements’ framework10. 
Similarly, it allows using the cumulative probability of the Poisson distribution to compute the critical 
value if the background is ‘well known’10. At higher count numbers, the square root dependence of the 
Poisson uncertainty from the mean count number enables computing the critical value and the detec-
tion limit based on the Poisson-Gauss approximation10-12. This powerful methodology, used for a 
while in radioactivity measurements, is slowly entering into the practice of the ICPMS analysis13,14. 
 
In the field of signal uncertainty calculations, the square root relationship between count numbers and 
their uncertainties allows easily calculating the uncertainty of the mean rate for any deterministic, non-
transient (constant count rate) as well as transient (count rate is a deterministic function of time) Pois-
son signal. A derivation commonly used in such calculations is as follows15-17: 

s(Iind. measurement ) = s N / T( ) =
s(N )

T
=

N
T

=
N
T 2

=
Imean

T
     (4) 

where T is the total, precisely determined acquisition time for an analyte, of which the rate is dis-
cussed, and I is the count rate. It is common to use in this equation single measurement based esti-

mates of N , since the distribution of so-estimated uncertainties is known to be very precise: 

s( N ) =
∂( N )

∂N
s(N ) =

1

2 N
N =1/ 2       (5) 

Finally, the adherence of counting results to the Poisson law with a constant rate allows estimating the 
detection system dead time (τ) and correcting raw counts according to the familiar formulae1,6,18: 

Ncorrected =
TNmeasured

T −τ Nmeasured

; Icorrected =
Imeasured

1−τ Imeasured

      (6) 

The relevance of the Poisson process to the description of ICPMS signals has been recognised long 
ago. The early experience was related to and influenced by the description of noise in ICP atomic 
emission spectrometry (ICP-AES). Using the Fourier transform of the sequentially acquired intensity 
vs. time data into the frequency domain19,20, several noise components were identified, of which the 
universally occurring were a white noise and a 1/f noise21-25. The white noise, of which the amplitude 
is frequency independent, is interpreted as the Poisson (shot) noise26,27. The 1/f, or flicker, noise, van-
ishing at high frequencies, is interpreted as an additional noise component independent of the Poisson 
noise; despite the same signal is discussed, it was postulated that the variance of the total number of 
counts N can be given, like a variance of the sum of two independent random variables, as follows26,27: 
 

Var(N ) = Var(Poisson term)+Var(1 / f term) = mean count number +Var(1 / f term)      (7) 

 
This equation also exists in a sensitivity based notation28,29 almost forgotten in modern ICP literature. 
ICP-AES and later ICP-MS studies empirically demonstrated that, upon increasing the analyte concen-
tration (intensity), Var(1/f) term increases faster than the Poisson term in the formula above, showing a 
quadratic dependence on the total number of counts N collected per given time interval21,25-31.  
 
Below we will show that eqn (7) and relationships between its terms find an elegant explanation in the 
theory of compound Poisson processes. But before it is necessary to consider why the Poisson count-
ing process appears at all in the ICPMS technique. Representative opinions on this question are as 
follows:  (i) ‘as devices registering sums of counted ions, mass spectrometers yield Poisson distributed 
count numbers per se (by itself)’13; (ii) ‘since MS deals with the detection of ions, it is subject to fun-
damental noise arising from the particulate nature of matter’27; (iii) ‘all electron, ion and photon fluxes 
are subject to random variations in their rates described by Poisson statistics, for which the standard 
deviation of N counts received will be √N’32. Sadly, the ICPMS ion flow deviates from the last part of 
statement (iii), demonstrating an excess variance according to eqn (7). Besides, the opinions above are 
somewhat declarative. They can be developed in two directions, either by stating that the Poisson dis-
tribution appears in the ICPMS by heaven’s decree, or by deriving it based on the binomial distribu-
tion and construction of ICP mass spectrometer - a perspective reviewed in this work. 
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It is worth noting that, despite the declarative understanding of the origin and mathematical form of 
the Poisson process currently prevailing in ICPMS, a wealth of experimental data regarding the 
ICPMS signal fluctuations is available in the literature. Perhaps, we deal with a case when ‘practical 
techniques … evolve extensively to provide empirical solutions to real analytical problems before the 
basic research is completed’33. The prime aim of this contribution is to present the theory of the Pois-
son process in the context of the available data; when required, we present new experimental data. 
 
A binomial derivation of the Poisson process in ICPMS 

 

Let us give a traditional example from the field of telephone statistics, where the Poisson process is 
often encountered. Let us consider a call centre in a large city. We discuss the number of calls regis-
tered by the centre per time interval. We argue that such numbers are Poisson distributed. Why? Each 
person in the city is characterised by one of two potential states: either (s)he makes a call to the centre 
during the time interval of interest, or not. The total number of persons is M, the probability that a 
given person will make a call to the centre is p. What will be the probability of receiving exactly N 
calls during the dwell time? To answer this question, let us interpret M as the number of Bernoulli 
trials (making or not making a call). The probability of receiving exactly N calls is then defined by the 
binomial probability distribution function; generally, it depends on M and p: 

probability (N M, p) =
M !

(M − N )!N !
pN (1− p)M −N

   
 (8) 

The variance of the number of calls is as follows: Var(N ) = pM (1− p) . Let us further suppose that M 
is very large (large population), while p is very small (how often do we call to a particular call cen-
tre?). At these conditions, the formula above can be reorganised. The corresponding derivation is clas-
sical. To preserve this text consistency, we present it here following a notation from Barrett and My-

ers5 and Rainwater and Wu6. Substituting p = N / M  yields:
 
 

probability (N M, p) =
M (M −1)...(M − N +1)

M N
1−

N
M











− N











1−
N
M











M
N

N

N!
     (9) 

At M → +∞  and 
N
M

= p → 0, the term in square brackets limits to 1. Besides, 

limM→+∞ 1−
N
M











M

= e−N
. Hence,

 

 

limM→+∞ p→0 probability (N M, p)  =
N

N
e− N

N!
      (10) 

i.e., the binomial distribution is approximated by a Poisson distribution with a mean of N = pM  = the 

mean number of calls registered per time interval. The variance is also equal to N(= pM ) , since the 

(1-p) term in the formula Var(N ) = pM (1− p)  is close to unity at small p and can be neglected. 
 
Reworking this example in the context of ICPMS analysis is as follows. The call centre is the detector, 
while the population of call candidates is represented by ions in the torch. Let us first intentionally 
simplify the picture and assume that a large, constant number of ions M face the sampler orifice per 
given time interval. Facing the sampler orifice can be interpreted for an ion as facing a Bernoulli trial 
to be or not to be registered by the detection system. The probability p for each particular ion to get to 
the detector is very low: the ICP is an ion source operated at atmospheric pressure, as eddy currents 
maintaining the plasma by resistive heating cannot occur in vacuo. To transport ions from such a 
source inside the spectrometer ion channel, kept under vacuum, the principle of differential pump-
ing34,35 is used in all modern ICPMS. During the differential pumping, a large fraction of ions is lost 
between the sampler and the skimmer (in a conventional interface design, according to commonly 
used estimates, only ~1% of all ions passing through the sampler orifice then enter the skimmer ori-
fice36-39). To these losses, incomplete extraction of the ions from the interface and their incomplete 
transmission inside the ion channel should be added, especially for light ions27,39 and for ion beams 
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analysed using quadrupole instruments40 (especially of older designs41) and (sector field) instruments 
operated at a high resolution40,42. With older quadrupole ICPMS, only one ion is registered by the de-
tection system for every 104-106 ions through the skimmer43,44; the quest for a more efficient extraction 
and transmission is still underway39. Finally, irrespective of the dead time related losses, the secondary 
electron multiplier is usually not 100% efficient in registering the arriving ions, as illustrated by the 
routine practice to optimise it - at the expense of its life time - by increasing inter-dynode voltages45,46.  
 
Thus, the whole probability p for an ion to get from the torch to the detector and be registered is low: 
the extreme versatility of the ICP ion source with respect to the sample introduction technique47,48, 
connected with its operation at atmospheric pressure, is counterbalanced by an inefficient utilisation of 
ions obtained from the ICP. At high M and low p, the probabilities to register a particular number N of 

ion arrivals per time interval are approximated by a Poisson process with a mean of N = pM . Similar 
considerations can be given regarding the noise generated inside the detector due to field and thermi-
onic emission (e.g., a number of atoms is potentially subject to thermionic emission from the dynode 
surface, but the probability for a given atom to yield a free ion is small, at least at room temperature).  
 
Henceforth, we will call p transmission efficiency and will strictly define it as the probability for an 
ion entering the orifice of the sampler cone to be registered by the detection system, adding a count to 
the total number of counts collected during an analysis of a given isotope. 
 
In the sense of the above examples, the inefficiency of the ion transmission process in ICPMS and, 
consequently, the rarity of registered ions compared to the total number of ions generated in the ICP 
and facing the sampler orifice is the meaning of the statement ‘rarity begets poissonicity’, mentioned 
in the literature in a variety of forms (e.g., the ‘law of rare events’). A rich collection of further exam-
ples illustrating this statement can be found in refs. 2,3,5 and 49. Among these examples, binomial 
selection of photons emitted in a narrow sector from a spherical or cylindrical light source5 could be 
mentioned, especially in the context of optical spectroscopic techniques, including ICP-AES. 
 

An elementary introduction to doubly stochastic Poisson processes 

 
Fluctuating M and p 
 
In the simplified example above, M - the number of ions exposed to the sampler orifice for the whole 
duration of analysis - is constant: if we replicate the analysis, M remains the same, although the num-
ber N of counted ions is generally different from the first analysis. Besides, the transmission efficiency 

p remains constant from analysis to analysis. Consequently, N  represents a constant value. A binomi-
al selection from M at small p results in a Poisson distribution, of which the variance is 

N = pM (1− p) ≈ pM . The corresponding process can be called ordinary Poisson process. 
 
Let us now consider a more general case when M and p randomly change from analysis to analysis. It 
could be imagined that a subset of N values is acquired at one M and p, an other subset – at an other M 
and p, etc., after which all subsets are mixed in proportions corresponding to the probability of occur-
rence of a given product pM (Fig.1). The corresponding process is called doubly stochastic Poisson 
process2,5,50, compound or mixed Poisson process4,49, or Cox process, in honour of its discoverer51.  
 
The mixing above results in the appearance of an excess variance in the distribution of count numbers 
that can be described quantitatively. Propagating errors in squares, we obtain:   

Var(N ) = Var(pM ) = p
2
Var(M )+ M

2
Var(p)+ 2 pMCov(p, M )       (11)  

However, Var(N ) describes the scatter of the mean count numbers N i = piM i , while our purpose is 

to characterise the scatter in N, i.e. in the individual count numbers obtained from the analyses partici-
pating in our exercise (Fig. 1). To this purpose, we introduce the following substitution: 

N = ε + N      (12) 
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where ε represents a Poisson error observed in a particular analysis relative to the mean count number 

value N associated with this analysis.  

Assuming that N is not very small, we neglect covariance between ε and N and obtain:  

Var(N ) = Var(ε + N ) = Var(ε)+Var(N )      (13) 

Let us consider the ε-term of this equation:

 

 

Var(ε) =
1

n
(εi −εi )

2

i=1

n

∑ =
1

n
εi

2

i=1

n

∑ =
1

n
(Ni − Ni

i=1

n

∑ )2 =
k1

n

(N1 i − N1)2

i=1

k1

∑
k1

+...+
km

n

(Nm i − N m )2

i=1

km

∑
km

=
k1

n
N1(1− p1)+... +

km

n
N m (1− pm ) = N −

k1

n
N1 p1 +... +

km

n
N m pm







≈ N

          

(14) 

Here, ki is the number of Poisson outcomes scattered around a particular value of N i ; consequently, 

ki

n
 is the probability to encounter an analysis associated with a particular N i value. pi  is the mean 

transmission efficiency at each N i value. N is the mean count number obtained by averaging all indi-

vidual counts collected at the different N i values; hence the sign of double summation to designate it.  
 
Combining eqn (11-14), we obtain: 

Var(N ) = Var(ε)+ p
2
Var(M )+ M

2
Var(p)+ 2pMCov(p, M )

≈ N + p
2
Var(M )+ M

2
Var(p)+ 2pMCov(p, M )    

 (15) 

 

The term p
2
Var(M )+ M

2
Var(p)+ 2pMCov(p, M ) in the equation above can be called excess var-

iance5 to emphasize that the variance of a doubly stochastic Poisson process is higher compared to the 
variance of an ordinary Poisson distribution (cf. eqn 7). More generally, it is correct to think that the 
excess variance of a doubly stochastic Poisson process just represents variance of the Poisson means 
constituting this process (see eqn 12,13 and Fig. 1). For an ordinary Poisson process, the mean is fixed 
and the excess variance is zero. 
 
Fluctuating M, constant p: single isotope 
 
At a constant p, eqn (13,14) can be simplified: 

Var(ε) =
1

n
(εi −εi )

2

i=1

n

∑ =
k1

n
N1(1− p)+... +

km

n
N m(1− p) = N (1− p) ≈ N     (16) 

Var(N ) = Var(ε)+ p2Var(M ) = N(1− p)+ p2Var(M ) ≈ N + p2Var(M )     (17) 

A derivation for eqn (16) employing integrals as the limiting form of sums can be found in Barrett and 
Myers5. Yet another derivation is given in section ‘Fluctuating M, constant p: isotope ratio’ below.  
 
The case of fluctuating M and constant p has important properties depending on the distribution of M. 
If, as a special case, it is Poissonian, then changes compared to the situation at a constant M are negli-

gible: according to formula (17), the excess term p2Var(M ) = p2 M = pN  and Var(N ) = N : a bi-
nomial selection from an ordinary Poisson distribution results in an ordinary Poisson distribution, a 
rule known as binomial selection theorem5. On increasing Var(M) further the excess variance term 
becomes more important. Let us consider an arbitrary example where a Poisson mean of 106 counts is 
obtained and the count number variance amounts to 2x106 counts: this is twice as large as the variance 
predicted by the ordinary Poison statistics. Let us set p at 0.01%. Based on formula (17), we obtain:  
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Var(N ) = 2 ×106 ≈ 106 + (10−4 )2Var(M ) ⇒ Var(M ) ≈ 1014; s(M ) ≈ 107;

M = N / p =106 /10−4 =1010; RSD%(M ) ≈ 107 /1010 ×100 = 0.1%
 (18) 

It is instructive to compare this result with values obtained under the assumption that M is ordinary 

Poisson distributed, assuming that N and p remain the same as in the example above: 

Var(M ) ≈ M = N / p =106 /10−4 =1010; s(M ) ≈ 105;

RSD%(M ) ≈ (105 /1010 )×100 = 0.001%; N = Var(N ) =106 × 0.9999 + (10−4 )21010 =106
      (19) 

Calculations (18,19) show that, for this particular setup, a twofold increase in the variance of count 
numbers collected, or otherwise a 1.4 times increase in their standard deviation, is caused by a 100-
fold increase of the relative standard deviation of the number of ions in the primary ion population 
[RSD%(M)] - from 0.001 to 0.1%. Still, even at RSD%(M)=0.1% the distribution of M remains rather 
precise: there is no need to have a very large scatter in M to observe consequences for Var(N). 
 
If both M and p are constant, formulae (15-17) converge to the variance formula for an ordinary bino-

mial distribution: Var(N ) = N(1− p) , and further to the Poisson expression Var(N ) = N  by omitting 

the (1-p) term at small p.  
 
Fluctuating M, constant p: isotope ratio 
 
In applications, quantification of ICP signals usually requires handling count number (intensity) ratios 
and not only the individual count numbers17,27,52-58. The corresponding Poissonian formalism is briefly 
discussed below. First, let us generalise formula (17) using the property of bilinearity of covariance:  

Cov(N x, N y ) =
(Ni

x − N
x

)(Ni
y − N

y

)

ni=1

n

∑ =
(εi

x + pxM i
x − px M

x
)(εi

y + pyM i
y − py M

y
)

ni=1

n

∑

= px py (M i
x − M

x
)(M i

y − M
y
)

ni=1

n

∑ +
εi

xεi
y

ni=1

n

∑ + py εi
x (M i

y − M
y
)

ni=1

n

∑ + px εi
y(M i

x − M
x
)

ni=1

n

∑
     (20) 

Here, Nx and Ny are count numbers for isotopes x and y recorded by ICPMS, Mx and My are numbers of 
ions aspirated by the sampler orifice, px and py are transmission efficiencies, and εεy are 
Poisson errors defined according to eqn (12,13). Since the mathematical expectation of a product of 
two independent random variables is equal to the product of their mathematical expectations, two last 
terms in eqn (20) equal zero. The second term also equals zero, if x and y are two different isotopes 

with independent Poisson errors in their count numbers; otherwise it is equal to N (1− p) (eqn 16). 

We obtain: 

Var(N ) = Cov(N, N ) = p2Var(M )+ N(1− p) x = y
      

 (21a) 

Cov(N x, N y ) = px py (M i
x − M

x
)(M i

y − M
y
)

ni=1

n

∑ = px pyCov(M x, M y ) x ≠ y      (21b)  

Formula (21a), derived under the condition that x and y represent the same isotope, is identical to (17). 
Formula (21b), derived under the condition that x and y are two different isotopes, establishes correla-
tion properties of the observed signal and of the ion population in the ICP ion source. At constant 
transmission efficiencies, a correlation in the source implies a correlation in the signal, and vice versa. 
The presence of such a correlation is desirable, as it reduces isotope ratio uncertainty52-56:  

Var
N x

N y









 =

1

N
y











2

Var(N x )+
(N

x

)2

(N
y

)4
Var(N y )− 2

1

N
y











N
x

(N
y

)2














Cov(N x, N y )

=
1

N
y











2

Var(N x )+
(N

x

)2

(N
y

)4
Var(N y )− 2

1

N
y











N
x

(N
y

)2















px pyCov(M x, M y )

     (22) 

It is interesting to consider formula (22) as a function of the Pearson’s correlation coefficient 
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ρ(M x, M y ) =
Cov(M x, M y )

Var(M x )Var(M y ) 
1/2 ∈ −1;+1[ ]       (23) 

Introducing the correlation coefficient in eqn (22) results in an elementary but bulky derivation given 
in Electronic Appendix 1. This derivation can be reduced at the condition that standard deviation of M 
is proportional to M (s(M)/M=Const, see section ’Fluctuating M, sample introduction process’ and 
refs. 25-31 regarding the validity of this condition), yielding the following formula: 

RSD%
N x

N y









 =

1

N
x +

1

N
y + 2 1− ρ(M x, M y ) 

s(M x )

M
x

s(M y )

M
y













1/2

×100      (24) 

In two cases - (i) primary ion populations fluctuate and perfectly correlate, simultaneously increasing 
or decreasing by the same fraction from analysis to analysis [ρ(Mx,My)=1] or (ii) primary ion popula-
tions are constant [s(Mx),s(M y) =0], which corresponds to the ordinary Poisson process with variance 
equal to mean count number - this equation can be truncated and given in a more familiar form: 

RSD%
N x

N y









 =

1

N x
+

1

N y








1/2

×100       (25) 

Eqn (25) allows for a simple derivation based on the ordinary Poisson statistics only27 and is often 
mentioned in the literature27,57,58. The coincidence between (i) and (ii) has a rigorous explanation: for 
perfectly correlating primary populations Mx and My, the excess variances of the individual isotope 
count numbers and the covariance term in eqn (19) cancel each other (see Electronic Appendix 1). The 
precision of isotope ratio analyses obtained at these conditions is limited, like for the ordinary Poisson 
distribution, by count numbers Nx and Ny. In all other cases, which include fluctuating primary popula-
tions that correlate only partly [ρ(Mx,My)<1], the relative standard deviation defined by the general 
equation (24) is higher compared to (25); in other words, the covariance term in eqn (19) decreases 
and the ratio uncertainty increases. Eqn (25) yields a minimum possible uncertainty in these cases. 
Strongly correlated signals are known to be the domain of multi-collector (MC-) ICPMS52. For count 
numbers in the order of 108, eqn (24,25) yield a minimum RSD(Nx/Ny) of 0.005-0.02%, which falls 
within the range of isotope ratio uncertainties typically quoted for MC-ICPMS instruments27,57,58.  
 
Corroborating eqn (24) experimentally is hampered by the need to know the statistics of M that are not 
directly observable. For strong signals, simple approximations can still be made. Owing to the s(M)~M 
dependence, the excess variance can be the dominating variance component of such signals28,29:  

Var(N ) = Var(ε) +Var(N ) = N + p2Var(M ) ≈ p2Var(M ) = Var(N ) p2Var(M ) >> N       (26) 

Combining eqn (24) and (26), we obtain (see Electronic Appendix 1): 

RSD%
N x

N y









 =

1

N
x +

1

N
y + 2 1− ρ(N x, N y ) 

s(N x )

N
x

s(N y )

N
y













1/2

×100       (27) 

A practical comparison of count number relative standard deviations obtained from eqn (27) and (22) 
shows a good match. For example, measuring the 143Nd/145Nd count number ratio in the solution nebu-
lisation regime at low resolution using an Element XR sector-field ICPMS, we obtained RSDs of 0.18 
and 0.19%, respectively (see Table 1 for further details and examples, and Electronic Appendix 2 for 
raw data and calculus). These values also agree with uncertainty values obtained from the mean-of-
ratios definition of the isotope ratio for a time-resolved signal17,54-56 (Table 1, Electronic Appendix 2):  

RSD%
N x

N y









 =

s
N x

N y











ind. sweep

nsweeps

N x

N y











mean

×100 , where 
N x

N y











mean

=

N x

N y











i ind. sweepi=1

nsweeps

∑

nsweeps

      (28) 

Comparing ratio-of-means and mean-of-ratios uncertainties (eqn 22,27 vs. 28) is generally justified, at 
least at high count numbers (see refs. 54-56 and 59, as well as Electronic Appendix 3).  
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Noteworthy, a good match between the estimated s(M x ) / s(M y ) ratio and the reference ratio of the-

se isotopes supports the assumption s(M)~M underlying eqn (24,27) (Table 1). At this point, an ele-
mentary mathematical description of fluctuations in ion transmission efficiency and primary ion popu-
lation in ICPMS signals is provided and a discussion of the sources of such fluctuations is due.  
 
Sources of double stochasticity in ICPMS: experimental constraints  
 
Fluctuations of ion transmission efficiency (p) and primary ion population in the torch (M) are two 
general sources of double stochasticity. In the existing ICP literature, their role has never been formal-
ised and described theoretically using the mathematical apparatus of binomial selection or more ad-
vanced methods related to the mathematical description of double stochasticity (see section ‘Double 
stochasticity and fluctuations of the rate’). Still, experimentally their role has been recognised, (often) 
thoroughly described and much discussed, in the context of sample introduction by solution nebulisa-
tion especially; below we will refer to the corresponding literature when appropriate.   
 
Fluctuating p? 
 
In the p,M-convention used in this text, fluctuations in p depend on the performance of the spectrome-
ter ion channel and on the performance of the sampler to skimmer ion transfer; the latter possibility 
will be reviewed in a subsequent section, along with other processes related to the analyte transfer 
through the ICP and interface. Here, we consider the ion channel only. Electric (magnetic) fields in-
side the channel should not be the subject of random changes during a measurement (should have a 
good repeatability between measurements); otherwise, the analyst is confronted with the statistics of p. 
 
The possibility of such fluctuations and their role in compromising the precision of ICPMS data, espe-
cially when using early quadrupole ICPMS instruments operated in the peak-hopping mode, has been 
mentioned long ago [e.g., ref. 60]. This issue depends on the instrument and its mode of operation. 
Compromised isotope ratio uncertainties obtained at higher resolutions on sector-field instruments are 
sometimes also ascribed to this issue: narrow peaks observed at such conditions and scanned in the 
peak hopping regime require the highest mass calibration stability to avoid fluctuations in p58. Of 
course, ion transmission losses at a high resolution and, consequently, a reduction in the total number 
of counts collected per analysis are an additional explanation to these uncertainties (cf. eqn 24,25). 
High-resolution peak hopping analysis is unlikely a widespread practice in modern ICPMS. Low reso-
lution peaks are wider and characterised by parabolic (quadrupole MS) or flat top trapezoidal (well 
maintained and tuned sector field MS) geometry that reduces the possibility of transmission efficiency 
fluctuations in the peak hopping regime. This feature helps stabilising the ion transmission efficiency 
and is recognised in the literature as one of key advantages of low resolution sector field ICPMS for 
high precision isotope ratio determinations40,57,58,61. Still, before deriving more definite conclusions 
regarding the role of fluctuations in p, the latter should be separated from fluctuations in M.  
 
The role of fluctuations in p can be separately evaluated using a stable and sufficiently strong ion 
emitter placed at the beginning of the ion channel, which basically requires no sample introduction 
system to be interfaced to the ICPMS and minimises the role of random processes in the ICP torch. 
One such emitter that operates without modification to the spectrometer construction represents sam-
pler and skimmer cones contaminated with lithium during the LA-ICPMS analysis of lithium tetra-
borate glass beads62. The associated pollution of the instrument belongs to canonical examples of con-
tamination in ICPMS63. The cones seem to be the main source of this pollution: replacing the sampler 
and skimmer cones of our Element XR ICPMS reduces the 7Li background intensity from c. 3-5x105 
to ~4x103 cps in the laser ablation regime; cleaning the ablation cell and the torch and replacing the 
tubing further reduces these values down to ~2x103 cps; the extraction lens was not replaced neither 
cleaned. Noteworthy, the role of the sampler in the lithium contamination budget is relatively insignif-
icant compared to the skimmer; according to our experience, a contaminated skimmer accounts for 
more than 90% of the total background of lithium (few ions derived from the inner surface of the sam-
pler orifice at the outermost boundary of the ion beam then pass through the skimmer).  
 
We mounted contaminated sampler and skimmer cones on an Element XR otherwise cleaned as de-
scribed above, and collected 7Li background intensities using two different protocols (Fig. 2). Then, 
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 9 

we replaced the both cones with uncontaminated ones and, without changing the tuning of the spec-
trometer, obtained signals of similar intensity by raster laser ablation of the NIST SRM 612 standard, 
which represent a soda-lime-silica glass doped with a range of trace elements, including lithium.  
 
Sweep counts collected in the experiments with the contaminated cones closely follow the ordinary 
Poisson statistics. Sweep counts collected in the laser ablation experiments show uncertainties that are  
~ 3 times higher than the uncertainties predicted by the ordinary Poisson distribution (Fig. 2). Alt-
hough such results can be instrument dependent and, perhaps, less straightforward if very short mass 
discriminator settle times are applied, currently they do not allow suspecting that, for low-resolution 
work using modern ICP mass spectrometers, p perceivably fluctuates. Neither can this be suspected 
based on the main body of literature data acquired using modern ICPMS instruments.  
 
Fluctuating M, sample introduction process? 
 
The role of the sample introduction process in fluctuations of ICP signals was noticed in a number of 
studies. As early as 1980, Myers and Tracy demonstrated that the relative standard deviation of the 
carbon emission signal at 247.9 nm increases by a factor of ten if the sample is introduced in the ICP 
as an aerosol (sugar in water), compared to a gaseous mixture of carbon dioxide and argon52,64. They 
detected a strong correlation between the fluctuations of laser light scattered from the sample aerosol 
and simultaneously recorded emission signal, and noted that ‘fluctuations in analyte emission are di-
rectly related to fluctuations in aerosol density’, while the plasma itself ‘is a very stable emission 
source’52,65. In the late 1980’s, Antanavičius and co-workers studied ICP-AES signals for gaseous 
samples and aerosols obtained by solution nebulisation and injection of metal oxide powders in the 
ICP66-68. It was shown that the power spectral density of low frequency (flicker) noise obtained for 
aerosols increases by an order of magnitude compared to gaseous samples. Similar data (for helium 
ICP) were obtained by Montaser and co-workers69. Besides, ICP-AES signal fluctuations due to the 
passage of the individual droplets through the ICP were documented; besides, the role of the droplet 
desolvation process in the signal fluctuations was noticed70,71. Research from the 1990’s, including 
papers by Olesik71-73, Houk74,75 and co-workers, proved that such fluctuations also occur in ICPMS 
signals and focussed on a detailed characterisation of the behaviour of droplet aerosols in the ICP, 
followed by studies of particles obtained by laser ablation in the 2000’s76-81. Based on the investigation 
of ICPMS signals resolved on a tens of microsecond time scale that allowed detecting strong intensity 
peaks and dips connected with the passage of large individual droplets through the ICP, Hobbs and 
Olesik concluded: ‘the behaviour of ICPMS signals is consistent with changes in ion number density 
in the plasma’, and ‘the sample introduction process is typically the main source of flicker noise in 
ICP spectrometry’71.  An understanding was reached52,64-73,82 that processes related to the introduction 
of aerosols in the ICP are essential in the appearance of ‘what may be termed the ion distribution 
noise… caused by the inhomogeneous spatial distribution of analyte ions in the central channel of the 
plasma which carries the sample aerosol…’83. Also, there is a consensus that introducing a gaseous 
sample in the ICP, compared to the nebulisation of solutions, strongly reduces the excess variance of 
ICP-AES signals52,64,66-69, confirming that the ICP is indeed a ‘stable emission source’52 (admittedly, 
nebulisers used in those studies were likely noisier than modern micronebulisers, making nebulisation 
uncertainties worse than they could be). Beyond solution nebulisation and laser ablation ICPMS, im-
portant data regarding the heterogeneity of the analyte spatial distribution can be found in the literature 
of atomic absorption spectrometry84 and electrothermal vaporisation - ICPMS85. 
 
One could conclude that, for a sample introduction system supplying the analyte at a randomly chang-
ing rate because it ‘produces noisy aerosols’52,64-83,85,86, the statistics of M is essentially the statistics of 
this rate. How to model these statistics? ICP studies69-75 show that the arrival of droplets in the ICP is a 
random process and emphasize the role of larger drop and particle sizes in signal fluctuations. It is also 
worth noting that some of the most precise single collector ICPMS data were acquired using tandem 
spray chambers especially efficient in removing large droplets86-88. Droplet (particle) transport pro-
cesses are quantitatively complex, as are desolvation / vaporisation of larger droplets and particles in 
the ICP (given their potential to leave residues and influence the surrounding plasma properties72-75). 
Simplified statistical conclusions describing the role of drop size for the precision of ICPMS signals 
can still be given. Let us consider a solution nebulisation setup including a pneumatic nebuliser cou-
pled to a double pass or cyclonic spray chamber33,82,86. The nebuliser produces tens, possibly hundreds 
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 10

of millions of droplets per second that enter the spray chamber with a velocity of several tens of me-
ters per second86. The droplet size distribution is a key characteristic of the nebuliser82,86,89; however, 
to simplify the analysis, we will assume that the nebuliser is mono-dispersive (i.e., it produces droplets 
of the same size), that the number of droplets produced by the nebuliser per analysis is constant and 
that droplet alteration (evaporation, fragmentation, agglomeration) can be neglected. A significant part 
of the droplets is lost en route to the torch: in conventional setups run at a flow rate of 0.5-1.5 mL/min, 
gravitational settling, losses related to gas turbulences and inertial impact losses on the walls of the 
spray chamber reach 96-98% and more82,86. Let us define M* as the total number of analyte atoms (dis-
solved ions) reaching the ICP in the form of droplets per analysis (per time interval), N* as the total 
number of droplets reaching the ICP per analysis, p* as droplet transport efficiency, or probability for a 
single droplet to pass through the spray chamber and reach the ICP, c* as the number of analyte atoms 

(dissolved ions) in a droplet, and M
*
, N

*
and c

*
 as the mean values of these parameters, respective-

ly. We obtain:  

M * = c
*
N * ; Var(M *) = (c

*
)2Var(N *)+ (N

*
)2Var(c

*
)       (29) 

Using eqn (29) requires the individual variance terms to be determined. As N* results from a binomial 
selection during droplet transportation to the ICP, we have:  

Var(N *) = N
*
(1− p* )      (30) 

Explaining Var(c
*
) might require referencing to classical literature of statistical physics to show that, 

in the strict sense, c* and c
*
are random parameters. Landau and Lifshitz90 introduce the Poisson distri-

bution as a distribution of gas molecule numbers in a small sub-volume of a main gas volume. As the 
number of molecules in the main volume is large and the probability for each molecule to occur in a 
small sub-volume of the system is small, the arising distribution is Poissonian (for two-dimensional 
examples of this kind, see refs. 3,91). Similarly, for the distribution of analyte particles in small drop-
lets formed from a main volume of solution we obtain: 

Var(c
*
) = Var(c*) / N

*
= c

*
/ N

*
     (31) 

Combining eqn (29-31) yields: 

Var(M *) = (c
*
)2 N

*
(1− p*)+ c

*
N

*
= M

*
c

*
(1− p*)+ M

*
     (32) 

Thus, inefficient pneumatic nebulisers indeed produce noisy tertiary aerosols, of which the noise only 
increases compared to eqn (32), provided various ‘non-idealities’ – renebulisation86, (possibly) turbu-
lences at the exit of the nebuliser86, argon backpressure and uptake rate instabilities92 - are considered.  
 
According to eqn (32), the dependence between the analyte concentration and the variance of the pri-
mary ion population is almost exactly quadratic in a wide range of analyte contents (except for very 
low contents), well in accord with empirical observations25-31. At the same time, for a given M*, in-
creasing the number of droplets at the expense of the number of analyte atoms per droplet results in a 
linear decrease of Var(M*) - which seems to be one of several reasons explaining the desire of the ICP 
community to reduce the size of droplets produced by solution nebulisation82,86. For a gaseous sample 

as a limiting case of aerosol ( c* =1, p* =1), eqn (32) degenerates to Var(M *) = M
*
and the excess 

variance vanishes, provided the sample introduction process is its only source.  
 
Still, the extent of influence of the analyte density fluctuations due to the droplet selection (eqn 32) on 
the signal uncertainty should not be overestimated. For example, for droplets with a diameter of 5 µm 
containing 1.22 n/g of 143Nd [=10 ng/g of Nd], for a droplet transport efficiency p* close to zero and 
a mass spectrometer ion transmission efficiency p of 0.01%, the calculated excess variance amounts to 
3.4% of the total number N of counted ions (i.e., of the ‘ordinary’ Poisson variance). For 10 µm drop-
lets, it increases to 26.9%, which is still a moderate value (see Electronic Appendix 5). At the same 
time, solution nebulisation ICPMS signals roughly corresponding to the above setup show a marked 
excess variance (e.g., Table 1). Are there some other factors beyond the random analyte supply by the 
sample introduction system involved in the generation of the excess noise of ICPMS signals? 
 
Here, we propose a test helping to estimate the relative contribution of the randomly changing sample 
introduction rate to the signal uncertainty. This test could be called test of independent parallel sample 
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introduction systems; it is similar to the dual nebuliser test of Olesik and co-workers70, but adapted for 
a mass spectrometer that does not allow a (quasi-) simultaneous data acquisition. Two nebuliser-spray 
chamber setups, possibly but not necessarily identical, are interfaced to the ICP torch injector through 
an Y-type connector (Fig. 3). Three signals are recorded. The first signal is obtained by aspirating a 
sample solution through the first nebuliser and spray chamber; in the meanwhile, the second nebuliser 
aspirates a high-purity nitric acid solution used for the dilution of the sample. To acquire the second 
signal, the roles of the nebulisers are reversed: the first nebuliser aspirates the high-purity nitric acid 
solution, while the second nebuliser – the sample.  The third signal is obtained by the simultaneous 
aspiration of the sample using both nebulisers with their respective spray chambers. The purpose of 
the test is to compare the excess variances obtained from the above signals [Var(M1), Var(M2) and 
Var(M1+M2), respectively]. The general expression for the variance of the sum of two random but 
(possibly) correlating variables is as follows: 

Var(M1 + M2 ) = Var(M1 )+Var(M2 )+ 2Cov(M1 , M2 )        (33) 

If these variables fluctuate independently of each other, then the covariance term of this equation van-
ishes and the relationship simplifies:  

Var(M1 + M2 ) = Var(M1 )+Var(M2 )        (34) 

If these variables are perfectly correlated, simultaneously increasing or decreasing by the same frac-

tion in response to a common noise-generating process, then ρ(M1 , M2 ) =1and, consequently, 

Cov(M1 , M2 ) = Var(M1 )Var(M2 ) 
1/2

= s(M1 )s(M2 )        (35) 

Therefore, in the case of a perfect correlation, eqn (30) can be rewritten as follows: 

s(M1 + M2 ) = s(M1 )+ s(M2 )      (36) 

Eqn (34) and (36) describe two limiting cases. If we assume the rest of the measurement process to be 
a stable system introducing no further fluctuations in the primary ion statistics, then M1 and M2 fluctu-
ations reflect the (in)stability of their respective sample introduction systems; since these systems are 
independent, there should be no correlation between their outputs [Cov(M1,M2)=0, eqn (34) hold true]. 
If we assume that the both sample introduction systems are stable and the source(s) of fluctuations in 
the primary ion statistics (and, more generally, sources of the excess variance of ICPMS signals) are 
hidden somewhere deeper in the ICPMS chain, then M1 and M2 have to respond to these fluctuations 
simultaneously and strongly co-vary [hence, eqn (36) holds true].  
 
An implementation of this test is detailed in Table 2. Two pneumatic self-aspirating PFA µFlow mi-
cronebulisers (Elemental Scientific) with uptake rates of 159 and 113 µL/min interfaced to cyclonic 
spray chambers were employed. These nebulisers produce fine aerosols with a good transport efficien-
cy; courtesy of the liquid prefilming in the nozzle, they operate at a low backpressure and allow using 
moderate argon flow rates86,93. For all isotopes studied (135Ba, 137Ba, 142Ce; see Table 2), eqn (36) de-
scribed the uncertainty budget of the test much better than eqn (34). Besides, the s(M)~M law was 
again confirmed, which highlights the close relationships between this law and the presence of internal 
correlation in the signal (for a discussion, see Electronic Appendix 6). The test is not very precise, 
however (as the s(M1), s(M2) and s(M1+M2) values obtained from individual analyses are statistical 
estimates of uncertainty, these values have their own uncertainties; hence a scatter in the correlation 
coefficients computed from the covariance values derived from eqn (33), see Electronic Appendix 7).  
 
Albeit specific to a given instrumentation, results of this test show that the randomised analyte supply 
from the sample introduction system is only one and, in the present case, not the main source of fluc-
tuations in the primary ion statistics. We conclude that the evidence for noise associated with the aero-
sol introduction in the ICP is (i) generally unquestionable and well documented, although (ii) such 
noise cannot be the only reason to explain the appearance of excess uncertainty in ICPMS signals. 
 
Fluctuating M, transfer of analyte inside the ICP and from the ICP to the mass spectrometer? 
 
The result of the above test agrees with old ICP-AES data of Olesik and co-workers that demonstrated 
a good correlation between Ba and Ca emission signals at 8 mm above the load coil, despite each of 
these elements was supplied to the ICP through its own nebuliser / spray chamber70. This correlation 
vanished at 19 mm above the coil. The phenomenon was explained by the fluctuation of the plasma 
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temperature caused by the desolvation of the droplets flying through the ICP; elements contained in 
the different droplets respond to such fluctuations similarly70,71. The relevant quantitative model re-
mains to be constructed; still, it seems likely that the randomised solution supply to the ICP (as con-
sidered in the previous section) is, to some extent, a pre-requisite for the appearance of random noise 
of this type. Another question immediately arising is whether the random solution supply to the ICP 
and the desolvation-related fluctuations are the only sources of the excess variance of ICPMS signals. 
 
It is appealing to consider this question in the context of data for gaseous samples, which - theoretical-
ly, as well as based on the ICP-AES data mentioned at the beginning of the previous section - ensure a 
more stable sample introduction process in the ICP and the absence of desolvation related fluctuations. 
Contrary to the ICP-AES archives, ICPMS experience does not contain fully compelling evidence in 
this direction. Gray and co-workers compared the precision of the 107Ag/109Ag ratio obtained by solu-
tion nebulisation with the precision of the 132Xe/129Xe ratio obtained by the addition of xenon to the 
sample gas83. Using a conventional sampler-skimmer interface, they obtained higher 107Ag/109Ag ratio 
uncertainties than expected from the ordinary Poisson distribution. On the contrary, the 132Xe/129Xe 
ratio uncertainty was as predicted by the ordinary Poisson distribution (cf. eqn (25) and (28), see ref. 
83 for details). The corresponding xenon signals, integrated over ~70 channels with a dwell time of 
100 µs per channel, reached 3.14x106 cps82. Provided the integrated intensity is obtained by summa-
tion of the individual channel intensities, this amounts to 314 counts per peak. Given the quadratic 
dependence of the excess variance on signal intensity, the excess variance could vanish at these condi-
tions (see refs. 17,77 for examples). Newer ICPMS experiments, albeit not specifically designed to 
handle uncertainties, do not reveal a large excess variance in 129Xe fluctuations at intensities in the 
order of 1.5-1.6x105 cps (1500-1600 counts / sweep collected in the peak hopping mode); a precise 
estimation of the variance from the presented data is, however, difficult.  
 
Uncertainty data of varying level of detail can also be found in the rich, but metrologically non-
specific literature of chemical vapour generation ICPMS. Some of such data show large excess uncer-
tainties95-97. A conclusive analysis of their origin appears to be lacking. As the vapour generation de-
vices can be quite complicated98,99, the stability of the sample introduction process is sometimes ques-
tioned (e.g., pulsation of selenium hydride flow to the ICP95, carbon monoxide flow rate fluctuations 
during nickel carbonyl generation100,). In the ultimate case, solution nebulisation uncertainties are 
considered as the ‘gold standard’ for comparison with vapour generation ICPMS data!97  
 
Our ICPMS data on the introduction of xenon- and neon-argon mixtures in the ICP do show excess 
variance, especially at higher concentrations (Table 3, Electronic Appendix 8). Admittedly, these data 
are rather precise (compared to average solution nebulisation or laser ablation ICPMS data); but, com-
pared to ordinary Poisson distributed data, they are over-dispersed. Combined with the lithium con-
taminated interface and the parallel sample introduction system tests described in the previous sec-
tions, this allows thinking that processes related to the analyte transfer through the ICP and analyte 
extraction from the ICP destabilise the primary ion population, thus broadening the statistics of M. 
 
Firstly, there is some evidence that the statistics of M is related to turbulence inside the ICP: using a 
laminar flow torch seems to reduce the 1/f noise component (although it is more efficient in the reduc-
tion of discrete frequency components)22,23,101,102. Laminar torches are one of the oldest inventions in 
ICP spectrometry103. However, commercial torches used in modern ICPMS are all designed for tan-
gential auxiliary and cool gas injection104; thus, it is not excluded that  ‘the rotating gas destabilises the 
injector channel’23. Besides, irrespective of the torch design, the ICP flame is thermally heterogene-
ous105: Faraday’s and Lenz’s laws constrain less change in the magnetic flux in the axial zone of the 
torch, which is consequently less heated by the eddy currents, a phenomenon called skin effect and 
found in any inductive heater. The injection of a sample aerosol carried by a relatively high velocity 
sample gas flow can further decrease its temperature. The intermediate, induction zone of the ICP 
flame is hotter. A turbulent mixing becomes possible inside the torch because of the density difference 
in the different plasma zones. Precisely evaluating the extent of influence of these processes is diffi-
cult at this time; overestimating their role appears inconsistent with the ICP-AES gas injection exper-
iments mentioned in the previous section. 
 

Page 40 of 58Journal of Analytical Atomic Spectrometry

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

Jo
ur

na
lo

fA
na

ly
tic

al
A

to
m

ic
S

pe
ct

ro
m

et
ry

A
cc

ep
te

d
M

an
us

cr
ip

t



 13

Secondly, instabilities at the boundary of the plasma in contact with the surrounding atmosphere and 
the ICPMS interface occur; the role of these instabilities was noted for the both laminar23 and tangen-
tial106 flow torches. In spite of the similarity of processes inside the ICP, the signal extraction mecha-
nisms used in the ICP-AES and ICPMS techniques are different, and being a stable emission source 
does not a priori translate into a stable ion supply to the ion channel of the spectrometer. A100% ion 
extraction efficiency from the ICP into the sampler orifice is an optimistic estimate. Albeit dependent 
on the interface design and instrument tuning, it can be significantly less than 100%107-110, at least for 
conventional interface pumps rated at 25-35 m3/h. Photographs of the ICP at the boundary with the 
interface appear to show partial analyte escape74,106. Perhaps, more convincing are photographs of a 
sampler cone, of which the entire surface was heavily clogged during the analysis of relatively con-
centrated solutions.111 At the same time, species from the surrounding atmosphere are present in the 
ICPMS signal, such as copper evaporated from the load coil (e.g., Elan 6000-series instruments), sil-
ver evaporated from the frontal plate surrounding the interface (e.g., Element 2-series instruments) and 
silicon derived from the walls of the torch and detectable irrespective of the spectral resolution, unless 
an alumina made torch is used63,104. This suggests that the surrounding analyte-free gas, is entrained 
into the sampler orifice. Besides, some polyatomic interferences, such as the 28N2

+ interference on the 
major 28Si isotope, can partially be explained by the entrainment of the surrounding atmosphere, in-
cluding air, into the interface110,112. Thus, random (but also periodic106,113) losses in the ion population 
supplied by the sample introduction system become possible at the interface because of the mixing 
between the analyte-bearing and analyte-free gas, depending on how ‘rough’ the mixing process is  
(Fig. 4). A simplified way to describe the interface-related losses probabilistically is to divide the ICP 
channel into a number of incremental volumes containing the analyte, supposing that only a fraction of 
these volumes enters the sampler orifice, while the rest is lost. The corresponding binomial formalism 
is similar to the binomial description of the droplet selection in a nebuliser-spray chamber setup: 

M ' = c
'
N ' ; Var(M ' ) = (c

'
)2 N

'
(1− p' )+ c

'
N

'

     (37)  

where M’ is the number of ions aspirated by the sampler orifice per time interval (analysis), c
'
is the 

mean number of ions per incremental volume, N’ is the number of such volumes aspirated by the sam-
pler orifice per analysis, p’ is the probability that an incremental volume will be aspirated by the sam-
pler. The more homogeneous is the analyte flow to the sampler (smaller increments and, consequently, 

small c
'
) and the higher is the extraction efficiency (p’→1), the ‘smoother’ is the signal. A diffusional 

mixing is thus harmless. A mixing controlled by gas flow dynamics, when the neighbour atoms in a 
given volume of analyte-bearing gas approaching the interface follow the same path and have the 
same fate - to enter or not to enter the sampler orifice, is not (see eqn 37).   
 
Yet another, more general way to describe the analyte losses and the resulting uncertainty is to invoke 
the correlation properties of the resulting distribution. This way is also more canonical (see section 
‘Double stochasticity and fluctuations of the rate’). To be consistent with mathematical texts, we pre-
sent it here in the notation by Cox and Isham50. We divide the total value of M in small parts dM, each 
of which corresponding to the number of ions in an incremental volume of plasma aspirated by the 
sampler during time interval ∆t. If we consider a large number of small incremental volumes sequen-
tially arriving to the sampler orifice, it is reasonable to think that they are randomly diluted or concen-
trated in the studied analyte compared to the mean value. This can be due to the mixing in front of the 
sampler cone and also due to the sample introduction system instability. If the number of ions dM(t, 
t+∆t) in a particular volume observed during the period (t, t+∆t) is a random value, the sum M of such 
numbers follows the randomness in dM(t, t+∆t) and is also random: 

Var(M ) = Var M (0,T ){ }

= Var dM (t, t + ∆t){ }
t>0

t<T

∑ + 2 Cov dM (t, t + ∆t), dM (t + u, t + u + ∆t '){ }
u>0

u<T−t

∑
t>0

t<T

∑
      (38) 

If there is no mixing in front of the interface, then dM remains constant, provided the sample introduc-
tion process is stable. If dM is constant, the both variance and covariance terms in the right part of eqn 
(38) are equal to zero and the excess variance vanishes.  
 
It should be noted that the ICPMS literature contains an additional explanation of the extraction relat-
ed uncertainty. Gray and co-workers83 admitted the role of sample introduction systems, but supposed 
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that the origin of excess variance of the ICPMS signal can also be related to processes between the 
sampler and the skimmer36-39,114. They did not specify why the ion transmission efficiency inside the 
zone of silence in front of the skimmer tip is a randomly fluctuating parameter; otherwise, the analysis 
is reduced to the ordinary Poisson selection and the excess variance vanishes. Still, it is now docu-
mented by several independent studies that a disturbance, likely a standing shock wave, is indeed ob-
served at the tip of the skimmer cone44,115; experimental or theoretical data explaining its action as a 
signal randomiser appear to be lacking. Perhaps, this problem merits further investigation (using a 
strong and stable ion emitter associated with the sampler cone?). Somewhat controversially, the data 
on gaseous samples provided by Gray and co-workers themselves were seemingly devoid of the excess 
variance, highlighting the role of the sample introduction system, not the interface, in its appearance. 
Besides, the small sampler orifice diameter (0.2 mm) used in the second series of their experiments 
allows supposing that the size of the incremental gas volume sampled from the ICP was defined by the 
sampler orifice, not by the inhomogeneity of the incoming ion flow; hence the dampening of the ex-
cess variance even in the presence of an ‘aerosol’ noise related to the nebulisation of liquid samples (a 
fairly unusual property!). The negative side of this approach is a huge instrument sensitivity loss83.  
 
Models reviewed above in this section - instability inside the ICP, destabilisation at the ICP - interface 
boundary, and fluctuations inside the interface - cover the whole operational sequence of the ICP ion 
source / first vacuum stage of the interface; they are all invoked to account for the appearance of the 
excess variance of ICPMS signals in the literature. From a personal standpoint, the authors of this text 
see fewer inconsistencies in the ICP - interface boundary model, but admit that further studies of the 
statistical role of the ICP and interface related processes are required.  
 
To summarise, the double stochasticity of ICPMS signals has several potential sources (Table 4), of 
which noisy operation of the sample introduction system and, probably, the process of ion extraction 
from the ICP into the interface appear to be the most important at the present knowledge level. It is 
impressive for the ICP ion source to have two Achilles’ heels - sample introduction at the entrance and 
ion extraction at the exit – and deservedly remain the most versatile and one of the most widely used 
ion sources in modern inorganic mass spectrometry.  
 
Other p,M-conventions: changing the coordinates 

 

The equation N = pM for the Poisson mean allows defining p and M arbitrarily. The definition used 

above in this text seem consistent with our understanding of the ICPMS noise and its sources as it 
follows from the literature and is reviewed in section ‘Fluctuating M, sample introduction process’. 
Still, other p,M-conventions are possible. For example, it is possible to define M as the number of 
atoms available for the sample introduction system per time interval (analysis), and p - as the probabil-
ity for each of these atoms to be registered by the detection system as an ion count. For a homogene-
ous sample and for a sample introduction system with a constant uptake, M is constant (or, possibly, 
ordinary Poisson distributed); excess fluctuations during the measurement process are ascribed to p. 
According to eqn (15), the count number variance is then as follows: 

Var(N ) ≈ N + M 2Var(p)     (39) 

We do not see particular advantages of this convention. Below we review a more general representa-
tion of the doubly stochastic Poisson process, all particular p,M-conventions being its special cases. 
 
Double stochasticity and fluctuations of the rate: an introduction to the existing formalisms 
 
Considering the doubly stochastic Poisson process as a limiting form of the binomial selection com-
plicated by fluctuations of primary ion population (M) and, possibly, transmission efficiency (p) is an 
elementary and understandable way to describe it. Still, mathematical literature tends to generalise the 
problem and rarely considers fluctuations in p and M separately2,5,50. Instead, it considers fluctuations 

of the rate I(t) = pM / ∆t , i.e. considers the rate of the Poisson process as a random parameter, since 
product pM randomly changes. The corresponding formalism is not always intuitively understandable, 
but needs to be introduced here for two reasons: (i) the parameter observed in ICPMS measurements is 
the rate and not the individual statistics of p and M, (ii) a powerful mathematical apparatus describing 
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connections between fluctuations and correlation of the rate is available. A disadvantage of introduc-
ing this formalism is that the individual uncertainty sources are, to some extent, obliterated. 
 
A Poisson count rate can be defined for each time interval ∆t. It is generally different for the different 
time intervals, though in the limit we will assume it constant within an interval:  

I(t) = pdM (t, t + ∆t) / ∆t = dN(t, t + ∆t) / ∆t      (40) 

Besides, a mean rate I(t)can be defined by averaging the individual rates above; for a non-transient 

signal, it corresponds to the mean rate for an individual interval, as it is calculated from a replicate 
series of such intervals. Using the same approach as in eqn (38), defining integral as the limit of a sum 
and applying the general formula for the variance of a sum of random variables, we obtain [ref. 50, 
sections 2.5 and 3.3]: 

Var(N ) = Var N(0,T ){ } = Var dN(t, t + ∆t){ }
0

T

∫ + 2 Cov dN(t, t + ∆t), dN(t + u, t + u + ∆t '){ }
0<t<T
0<u≤T −t

∫∫
 

(41)  
Henceforth, we assume that the studied signal is stationary (non-transient), simplifying the derivations. 

As ∆t → 0, dN(t, t + ∆t)can be considered as a variable taking only the values zero or one, with the 

probability to obtain one being equal to I(t)∆t 5,50. It then follows50 from the variance definition that 

Var dN(t, t + ∆t){ } = I(t)∆t        (42) 

Besides, 

Cov dN(t, t + ∆t), dN (t + u, t + u + ∆t '){ } = I(t)h(u)− I(t)
2{ }∆t∆t '

    

(43) 

where h(u) is conditional intensity for the time interval (t + u, t + u + ∆t ')

 

equal to the probability to 

get one count during this interval, provided one count was already recorded in the interval (t, t + ∆t)50. 
Reorganising formula (41), we obtain: 

Var N(0,T ){ } = I(t)dt
0

T

∫ + 2 I(t)h(u)− I(t)
2{ }

0

T−t

∫
0

T

∫ du dt

= I(t)T + 2I(t) (T − u)h(u)du −
0

T

∫ I(t)
2
T 2 = N + 2I(t) (T − u)h(u)du −

0

T

∫ N
2
     (44) 

This equation can be re-written by expressing the conditional intensity h(u) via the autocovariance 
function γ(u)50:

 
 

h(u) = I(t)+γ(u) / I(t) ; Var N (0,T ){ } = N + 2 (T − u)γ(u)du
0

T

∫       (45)  

Two other equivalent expressions for the total count variance can be given in terms of the autocorrela-
tion function2 and pair-correlation function116, respectively. The autocovariance function γ(u) is linked 
to the autocorrelation function ρ(u) as follows2: 

γ (u) = Var(I(t))ρ(u)      (46) 
Accordingly, introducing the autocorrelation function in equation (44) yields2: 

Var N(0,T ){ } = N + 2Var(I(t)) (T − u)ρ(u)du
0

T

∫      (47) 

The pair-correlation function η(u) is linked to the conditional intensity h(u) as follows116: 

h(u) = I(t)(1+η(u))      (48) 

Introducing the pair-correlation function in equation (44) yields116:  

Var N(0,T ){ } = N + 2I(t)
2

(T − u)η(u)du
0

T

∫      (49) 

Formulae above for the description of the excess variance are all derived from formula (41) using 
three different but closely related tools (conditional intensity, autocovariance, autocorrelation and pair-
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correlation function) to describe correlation in the signal. If there is no such correlation, the autocorre-
lation function is zero and the excess variance vanishes (ordinary Poisson noise). In the presence of 
such a correlation, it could be interesting to track a link existing between the autocorrelation function 
and the spectral density of the power spectrum. It is described by the Wiener-Khinchin-Einstein theo-
rem. Considering the corresponding mathematical apparatus in detail extends beyond the scope of this 
text. Still, here we will make some remarks. According to the Wiener-Khinchin-Einstein theorem20,  

S( f ) = ρ(u)cos(2π fu)du
−∞

+∞

∫      (50) 

where S(f) is the power spectral density of the signal, f is frequency, ρ(u) is the autocorrelation func-
tion, and u is correlation time, as above. In one of the very first articles showing relationships between 
the low-frequency noise in ICP signals and the process of sample introduction, Antanavičius et al. 
argued: ‘If the radiating particles are generated by droplet evaporation, they are correlated for some 
time’68. Indeed, if the rate of the Poisson process fluctuates, for example because more or less droplets 
(especially of a large size, see section ‘Fluctuating M, sample introduction system’) reach the ICP per 
time interval, then a high count rate at the beginning of a period of high ‘ion number density in the 
plasma’70 means that somewhere within this period the rate will also be high, hence a rate correlation 
within this period. Time resolved ICP studies show that such periods are short and change rapidly 
(small u); beyond such a period, we can assume that ρ(u) limits to zero. Thus, the integration interval 
in eqn (50) can be reduced from (-∞;+∞) to a narrow range around zero. In this range, at low frequen-
cies, the product of angular frequency (2πf) and correlation time (u) is small, which maximises the 
cosine term in the integrated expression and, accordingly, increases the spectral density (see ref. 20, 
chapter I, for a similar example from the field of power engineering).   
 
Concluding remarks and outlook 

 
In ICPMS, ‘transmission efficiency‘ and ‘transport efficiency’ are frequently used terms. It is im-
portant to recognise that a transmission efficiency is a probability by itself, which allows using the 
mathematical apparatus of the binomial selection for the interpretation of the signal uncertainty.  
 

The ICPMS signal in its general form represents a doubly stochastic Poisson process, with an excess 
variance inherent to such processes. An excess variance often appears if a non-stationary random pa-
rameter is involved in the generation of a probability distribution. Analytical chemistry offers other 
examples illustrating this, such as the non-stationary blank (sample) and the non-stationary relative 
sensitivity factor. If the true mass of an analyte fluctuates in a series of blank solutions (e.g., vials con-
taining them were variably contaminated), and the mass measurement technique is imprecise, then the 
total uncertainty of the measured analyte mass in a randomly selected blank is a combination of the 
both uncertainties above; it is higher than the mass measurement uncertainty alone117. The same ap-
plies to random changes of the sample mass consumed per measurement in a series of replicate anal-
yses, especially if adding a controlled amount of internal standard does not seem feasible94,118. A more 
distant example concerns the determination of the relative sensitivity factor119 (mass discrimination, 
‘mass bias’) in LA-ICPMS17,27,54,55,120 and secondary ion mass spectrometry121-124. This factor is often 
obtained by the (replicate) analysis of one single standard, the uncertainty of its mean value decreasing 
indefinitely with increasing the number of replicates. Then, it can happen that the relative sensitivity 
factor as determined from the standard yields inaccurate sample concentration ratios125,126. This situa-
tion can be considered from several standpoints. A statistician might argue that standards should rep-
resent a random selection of samples to be analysed and that the uncertainty of the above factor could 
be determined by the analysis of several standards and subsequent linear regression127-130 of their con-
centration vs. intensity ratios. This uncertainty will generally be larger compared to a single-standard 
calibration, as the natural matrix-dependent variability of the relative sensitivity factor is accounted 
for. An ‘inaccurate’ sample concentration ratio becomes accurate, but less precise, once the total un-
certainty of the relative sensitivity factor is propagated. In short, it is essential to recognise random-
ness in a statistics-generating parameter that, in the simplest form, is considered constant (refining the 
measurement technique in quest for its constancy being a parallel approach).  
 
Understanding the ICPMS signal as a doubly stochastic Poisson process is causal and not symptomat-
ic. For example, it is possible to apply a goodness-of-fit test to a distribution of sweep intensities and 
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then to apply the Gauss confidence limits to the mean intensity obtained from this distribution, provid-
ed the distribution is approximately Gaussian according to the goodness-of-fit test55. An uncertainty 
value is the only result of this approach; we still do not understand why the signal fluctuates as it does. 
The doubly stochastic model reveals the source and propagation mechanism of the noise. 
 
A qualitative understanding of the individual components of this model has been around for a while. It 
is appropriate here to return to the work by Gray et al.83, who noted: (i) ‘It has long been accepted that 
the precision of isotope ratio measurements by inductively coupled plasma mass spectrometry (ICP-
MS) is poorer than consideration of counting statistics would suggest is possible’; (ii) ‘One component 
of the random noise…is what may be termed the ion distribution noise. This is caused by the inhomo-
geneous spatial distribution of analyte ions in the central channel of the plasma which carries the sam-
ple aerosol…’. ‘The plasma actually fluctuates around the sampling orifice’, add Niu and Houk38. 
Important studies to this end by Olesik and co-workers were already given credit above in this text. It 
follows that a doubly stochastic Poisson distribution is encountered, with the precision being in 
agreement with the counting statistics constrained by this distribution, as discussed in this work. 
 
It should be admitted that an analysis given in this work is conditional in several respects. For exam-
ple, we assumed for simplicity that the detection is carried out in the counting regime. In the literature 
of mass spectrometry and its uncertainties, this assumption is handled as follows. For a Faraday cup, a 
potential difference between the ground and the cup is usually measured using a high ohmic resistor 
and then converted to current according to Ohm’s law. This electronic current compensates the current 
of positive ions incident on the Faraday cup. This current can be converted into count rate by dividing 
by qe=1.60210x10-19 C(=A x s)27,46,131. For a secondary electron multiplier operated in the analog 
mode, the current amplified by the analog stage of the multiplier is significantly higher than for a Far-
aday cup; it is converted into count rate using the detector cross calibration coefficient(s). From a sta-
tistical standpoint, this approach combines at least three types of uncertainties: (i) fluctuations in the 
number of ions arriving to the multiplier, (ii) fluctuations of the output current of the analog stage of 
the multiplier, (iii) measurement uncertainty of the current to voltage converter, the uncertainties 
(ii,iii) being superimposed on (i). We feel that the corresponding analysis lies beyond the scope of this 
text. Some relevant explanations and formulae can be found in ref. 46; further research is warranted. 
 
Besides, we assumed that analyte ions and analyte atoms are statistically interchangeable terms, i.e. 
that ionisation process in the ICP does not randomise the population of analyte ions excessively. This 
point is not particularly important for elements that are ~100% ionised in the ICP; there are many of 
them132,133. For elements with a low degree of ionisation, this point invokes a binomial selection mod-
el: an ion in front of the sampler is considered as a result of binomial selection from the population of 
atoms supplied by the sample introduction system at a given probability of ionisation. If this probabil-
ity is fixed (or deterministic, i.e., it does not change randomly with time), then the number of ions 
obtained from a fixed number of analyte atoms is binomially distributed. According to the binomial 
selection theorem, this does not introduce an excess variance in the distribution of counted ions5. At 
this time, we are unaware of data confirming a random behaviour of the probability of ionisation. Be-
sides, neon injection experiments do no show systematically larger variances compared to xenon, in 
spite of the very different degree of ionisation of these elements (Table 3, Electronic Appendix 6).   
 
We also postulated the same transmission efficiency p for all ions moving across the section of the 
sampler orifice. This is not exactly true: ions from the outer part of the ion beam have fewer chances 
to enter the skimmer orifice134. The same applies to droplets belonging the peripheral part of the aero-
sol cone inside a double pass spray chamber and removed from the aerosol flow through impacts with 
the inner barrel of the chamber85. It is possible to account for these effects by changing the p,M-

convention, by defining N ≡ p(dM )dM∫ or by deriving the excess variance through fluctuations of 

the rate (see previous section). Future research will assume increased complexity, but will benefit in 
terms of correctness, if deterministic changes in transmission (transport) efficiency are accounted for.  
 
For uncertainty derivations, we assumed a zero dead time in the counting detection regime. The influ-
ence of the dead time related count losses on the Poisson distribution and its uncertainty has been dis-
cussed in the literature for a while; count numbers recorded in the presence of a dead time have 
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somewhat less variance than predicted by the ordinary Poisson process135-137. Perhaps, this auxiliary 
aspect is worth a more thorough consideration in the ICPMS literature; nevertheless, it seems that a 
more general concern regarding the dead time correction of ICPMS signals exists. An interesting by-
product of the double stochasticity is the compromised adequacy of formulae (6) for dead time correc-
tion. The derivation of these formulae1,6,18  implies the same count rate during the period of actual 
counting and the period when the detection system is ‘dead’, thus restricting their application to the 
ordinary Poisson process. In a doubly stochastic Poisson process, periods of higher and lower rate 
change rapidly, and the first ion detected during a period of high rate prevents the registration of other 
ions arriving during this period (during a part of it covered by the dead time). The result is an intensity 
underestimation if formulae (6) are applied and the true dead time is used. The corresponding mathe-
matical formalism can be found in refs. 116,138,139; it is not always easy to implement in practice. If 
formulae (6) are still employed40,140-144, it is a good approach to avoid high intensity signals collection 
in the counting mode, since the double stochasticity is more marked at high intensities and the signal – 
less ‘diluted’ (higher chances for an ion or ions to fall within the dead time interval). This practice is 
encountered in some high accuracy isotope ratio ICPMS methods55,145, where signals are collected in 
the ‘forced’ analog regime even if the upper intensity limit of the counting regime set by the instru-
ment manufacturer is occasionally not reached (the analog signal does not have a dead time). A related 
approach is to set the upper intensity limit for the counting regime at a rather small value much lower 
than the counting saturation limit; ICPMS manufacturers usually implement this approach in their 
instruments. Yet another solution is to avoid applying the dead time correction to the mean intensity 
for the whole signal duration, or to the mean intensities of sweeps collected using a long dwell time; a 
very short dwell time, during which the rate does not change much, could be more adequate in this 
context. Finally, maintaining a sort of matching between the sample measurement setup (including 
intensities and their uncertainty) and that used to estimate the dead time during the instrument tuning 
can sometimes be feasible; on the contrary, determining the dead time based on relatively precise sig-
nals obtained using a ‘smoothly’ operating nebuliser and applying this dead time to significantly more 
disturbed data, such as some laser ablation ICPMS signals, might be imprudent. Approximately 
matching intensities of the analyte and the internal standard in an attempt to maintain a 1:1 ratio be-
tween them can also be recommended. A future study detailing the extent of the problem and provid-
ing a more thorough analysis of possible solutions seems to be warranted.  
 
Finally, we decided to omit the problematics of very weak Poisson distributed ICPMS signals contain-
ing few counts per analysis. In the context of ideas reviewed above in this text, these problematics are 
trivial. The corresponding Poisson distributions show virtually no excess variance, since excess vari-
ance scales in quadrature with decreasing M, while the number of counts scales linearly. Nevertheless, 
such a triviality can be misleading. The mathematical apparatus required for the description and, par-
ticularly, for the comparison of two near-zero Poisson signals is not simple. The problem is related to 
the pronounced discreteness and skewness of the Poisson distribution for very small count numbers. 
Albeit the corresponding standard deviation values are still easy to estimate (s(N)=√N), assigning 
Gaussian confidence limits to these values is impossible. One analytically important aspect of this 
problem concerns the calculation of the critical value for detection decision (‘detection limit’ in the 
currently prevailing ICPMS terminology), especially in the framework of paired measurements (each 
sample acquisition is preceded by a background acquisition, e.g., in LA-ICPMS). Is the analyte de-
tected at a given confidence level, if the background contains one count and the signal - four counts? 
And if that background would contain zero counts? Modern ICPMS instruments with their curved ion 
channels supress the photon noise38,40; setting a correct discriminator threshold minimises the internal 
noise of the secondary electron multiplier40,45; the gas blank is clean for most mass-to-charge ratios. 
Thus, obtaining a near-zero background reading in the context of our exercise is a common practice 
(uranium and the lanthanides being typical examples). Interestingly, the question posed above has for 
the first time been answered in 1940, in a - now canonical - article that, at first glance, belongs to agri-
cultural research7. Much more has been done since then, including newer and more powerful tests for 
the equality of two Poisson means8,9 and formulae for the detection limit with fast convergence to 
normality10-12. We refer the reader to the corresponding sources; this is an other case when a practical-
ly important question does not receive a straightforward empirical solution and invokes basic research. 
 
Two obvious and complementary directions of further development in the area of the Poisson model-
ling of ICPMS signals are (i) study of the double stochasticity with the aim to minimise it by instru-
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mental measures (sample introduction system and ICP-interface region, the randomising role of the 
latter being rather obscure at this time) to remove adverse effects associated with it, such as the preci-
sion loss due to excess variance and impact on the dead time determination and correction; (ii) math-
ematical description of the key parameters (rate and its correlation) associated with the double sto-
chasticity to enable modelling the excess variance, if it is not removed by instrumental measures; the 
corresponding tools, such as the Kalman filter, will hopefully be considered in future ICPMS research. 
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Fig. 1. A schematic probability distribution of a doubly stochastic Poisson process as a blend of many 

individual Poisson processes, each of them having its own mean Ni = piM i  and variance N i  and 

contributing a count number value, randomly positioned around N i , to the mixed probability distribu-
tion of the doubly stochastic process. Two statistics arise: (i) statistics of the random count number 
values, as measured; (ii) underlying statistics of the mean count number values, which are not directly 
accessible. In time-resolved ICPMS applications, this implies that a (hidden) mean count number vs. 
sweep pattern underlies the observed count number vs. sweep pattern. In strong signals, the two pat-
terns almost coincide: in such signals, the ordinary Poisson scattering is insignificant compared to the 
scattering of the Poisson means (in other words, compared to the excess variance; see text for further 
explanations). In weak signals, the mean count number pattern is almost constant; the ordinary Pois-
son scattering dominates. There are at least two tools to reconstruct the hidden pattern - scaling the 
observed pattern of a strong signal obtained simultaneously with a weaker signal on a multi-collector 
spectrometer (to obtain the mean count number pattern of the weaker signal) and using the Kalman 
filter; discussing these tools in detail lies beyond the scope of this text. 
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Fig. 2. Count vs. sweep number statistics for lithium. (a-b) 7Li background noise related to the contam-
ination of the sampler and skimmer cones of an Element XR sector-field ICPMS. (c) 7Li signal ob-
tained by the raster laser ablation of a NIST SRM 612 glass using the same ICPMS equipped with 
clean sampler and skimmer cones [see Electronic Appendix 4 for experimental conditions and section 
‘Sources of double stochasticity, experimental constraints; Fluctuating p?’ for discussion]. 
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Fig. 3. A schematic arrangement of the test of two independent parallel sample introduction systems; 
the droplet selection takes plays in the spray chambers only, no precipitates in the connecting tubing 
were observed [for details, see Table 2 and section ‘Fluctuating M, sample introduction system’]. 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig. 4. A schematic illustration of the mixing process in front of the sampler cone [for details, see sec-
tion ‘Fluctuating M, transfer of analyte inside the ICP and from the ICP to the mass spectrometer’]. 
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Table 3. Statistics obtained by the analysis of argon-xenon and argon-neon mixtures using an Element 

XR sector-field ICPMS. In experiments with xenon, 40 to 160 ml/min of Ar-Xe mixture containing 100 

ppb(v) of xenon was added to the sample argon gas. In experiments with neon, pure neon gas was add-

ed. For details on experimental conditions and for raw data and calculus, see Electronic Appendix 8. 
 
129
Xe 

addition to the mean count number ordinary Poisson standard full standard deviation, 

sample argon flow, ml/min  per sweep deviation (s(N)=√N)  as measured 

40 14730 121.4 245.5 

60 22777 150.9 363.3 

80 30733 175.3 502.1 

100 39069 197.7 613.2 

120 47090 217.0 753.4 

140 55127 234.8 870.8 

160 62716 250.4 1017.2 
130
Xe 

40 2294 47.9 63.1 

60 3545 59.5 87.3 

80 4772 69.1 107.7 

100 6067 77.9 128.7 

120 7315 85.5 143.7 

140 8573 92.6 172.7 

160 9775 98.9 186.8 
132
Xe 

40 15302 123.7 265.3 

60 23625 153.7 367.9 

80 31833 178.4 524.9 

100 40455 201.1 625.9 

120 48730 220.7 788.3 

140 56961 238.7 917.2 

160 64824 254.6 1057.6 
22
Ne 

40 19417 139.3 297.4 

60 30299 174.1 429.4 

80 41318 203.3 553.1 

100 52756 229.7 623.8 

120 64381 253.7 747.6 

140 76212 276.1 910.7 

160 87857 296.4 964.7 
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Table 4. Sources of excess variance of the ICPMS signal. 
 

source 

 

anticipated importance 

 

experimental support 

 

theoretical model 

selected 

references 

 

fluctuations of the rate of 

analyte supply to the ICP 

related to the operation of the 

sample introduction system  

 

fluctuation of the analyte (ion) 

content because of the changes 

of the ICP temperature during 

the desolvation of droplets 

 

fluctuations of the analyte 

content in the ICP channel 

because of the destabilising 

action of the surrounding gas  

 

fluctuations of the analyte 

content during the extraction of 

ions at the boundary between 

the ICP and interface 

 

fluctuations of ion transmission 

efficiency during the extraction 

of ions inside the interface, 

between sampler and skimmer 

 

fluctuations of ion transmission 

efficiency during the extraction 

of ions from the interface and 

their transport to the detector 

 

important, 

but sample introduction 

system specific 

 

 

possibly important, 

especially for solution  

nebulisation techniques 

 

 

 

of low importance, 

or insufficiently studied  

 

 

 

possibly important 

 

 

 

 

insufficiently studied 

 

 

 

seem to be of low 

importance, provided a 

modern instrument is 

used at low resolution 

 

fluctuations of the aerosol density supplied to the ICP 

by the sample introduction system, as documented by 

laser light scattering; fluctuations of the signal intensity 

associated with the arrival of larger droplets in the ICP 

 

correlated response of the ICP signals during the dual 

nebuliser test at a small distance from the load coil;  

positive fluctuations of the analyte and H-bearing 

molecular ions in the presence of a vaporising droplet   

 

 

less noise in the ICPMS signal observed using laminar 

flow torches 

 

 

optical observations showing the instable behaviour of 

the ICP flame at the boundary with the interface 

 

 

 

a disturbance, probably - a standing shock wave 

documented at the tip of the skimmer cone 

 

 

 

peak position changing over a series of repetitive 

measurements 

 

 

Var(M *) = (c
*

)2
N

*

(1− p*)+ c
*

N
*
 

Var(N ) = N + p2
Var(M )  

 

 

Var(N ) = N +M 2
Var(p)  

as a general model 

 

Var(M ') = (c
'

)2
N

'

(1− p ')+ c
'

N
'

 

Var(N ) = N + p2
Var(M )  

 

 

idem 

 

 

 

Var(N ) = N +M 2
Var(p)  

as a general model
 

 

 

 

idem 

 

 

[52,64-83] 

 

 

 

 

[70,71] 

 

 

 

 

[22,23, 

101,102] 

 

 

 

[23,106] 

 

 

 

 

[44,83, 

115] 

 

 

 

merely a 

general 

belief 
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