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Scheme 1. Illustration of the GSPT process of the selected H-bonded HBDI complex. 
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In this paper, first-principle calculations were performed regarding the electric field effect on the ground 
state proton transfer (GSPT) in the H-bonded p-hydroxybenzylideneimidazolidinone (HBDI) network that 
represents the active site of the green fluorescent protein (GFP). Potential energy surfaces (PESs) in the 
absence or presence of electric fields were obtained by DFT calculations with CAM-B3LYP functional. 
Surprisingly, it was found that the magnitude of equilibrium constant (K) under the electric fields can be 10 

closely fitted to a linear relationship. The concerted and asynchronous proton transfer mechanism in field 
free condition can be altered by the electric field. Moreover, electric field parallel to the x axis (Fx) has 
the strongest effect on the absorption energy of both the neutral and anionic HBDI complexes. Our results 
demonstrate the electric field can be used for the rational design of GFP mutants with desirable 
properties. 15 

Introduction 

The green fluorescent protein (GFP) from jellyfish is no doubt a 
shining star due to its unique photophysical properties that has 
been widely used for in vivo imaging of intact living cells and 
organisms. 1-3 To highlight the importance of this finding, the 20 

2008 Nobel Prize in Chemistry was awarded to Shiomura, 
Chalfie and Tsien for their discovery and development of GFP.4 
Nonetheless, the wt-GFP does have some disadvantages, such as 
weak fluorescence signals and broad absorption spectrum. Thus, 
extensive efforts have been undertaken to engineer different 25 

mutants of GFP with useful photophysical characteristics.5 One 
way is to properly functionalize the chromophore. The 
chromophore of wt-GFP, p-hydroxybenzylideneimidazolidinone 

(HBDI as illustrated in Scheme 1), has two absorption bands at 
398 nm (neutral form)6 and 475 nm (anionic form).7 The HBDI 30 

can be functionalized to hydroxybenzilidene-1-methyl-2-penta-
1,3dien-1-yl-imidazolidinone (HBMPDI) as the chromophore for 
DsRFP 8 or 2-acetyl-4-p-hydroxybenzylidene-1-methyl- 5-
imidazolone (AHBMI) as the chromophore for FP595.9 The other 
way is to properly manipulate the surrounding environment of 35 

GFP. The HBDI is rigidly encapsulated in the GFP cavity and 
surrounded by an enormous number of both charged and polar 
residues.10, 11 Besides pH12, 13 and temperature14, 15, these residues 
provide resources for rational strategy to modify and expand the 
fluorescence behavior of GFP. Residues near the chromophore 40 

would have direct steric effects on the absorption and/or emission 
spectra.11, 16 Another important environment factor, electric field, 
induced by residues comes into our vision. 
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It is noteworthy that the electric field, which has 
reported to significantly influence on nearly every aspect of 
protein functions,17-19 can be created by the charged and polar 
residues inside the GFP cavity, with strength up to 80 MV/cm.20-

22 Conceivably, such strong electric field is one of the key 5 

elements that should not be ignored when probing physical or 
chemical properties related with GFP. However, still not many 
research works have adequately engaged in this issue and aroused 
concerns it deserves. The electric field can be employed to 
decrease or even turn off the fluorescence of intact GFP mutants 10 

as a result of the field-induced enhancement in the rate of non-
radiative process from the fluorescent state. 23, 24 When the 
isolated neutral HBDI is placed on poly (methyl methacrylate) 
(PMMA) film, electric fields can increase the fluorescence 
lifetime arising from the de-enhancement of the non-radiative 15 

process caused by the steric hindrance of the polymer film.25 In 
the meantime, it was found that electric field can affect the 
absorption spectra of HBDI. However, electric field with strength 
of only 1 MV/cm was applied without any information about 
field orientation, which could not adequately simulate the 20 

electrostatic environment inside the GFP cavity. Moreover, 
theoretical investigation has been performed to study the electric 
field effects on the absorption of anionic form of DsRed 
chromophore.26 Electric field applied along certain orientations 
can account for fairly large shift in the absorption energy as 25 

reflected by the HOMO-LUMO gap with field strength up to 
50MV/cm. Nevertheless, electric field effects on substances can 
be classified into two categories: in low fields, roughly below 1 
MV/cm, atoms and molecules become polarized and such effects 
is called physical; in larger fields, chemical effects come into 30 

play because orbitals can be distorted.27 In this regard, time-
dependent DFT (TDDFT) should be more appropriate to describe 
the photochemical properties under such strong electric field. 
Hence, electric field effects on the absorption energies were taken 
into account for both the neutral and anionic forms by TDDFT 35 

calculations. 
Besides, unstable molecules may be stabilized by 

strong electric field, which could induce new pathways in 
chemical reactions. Electric fields have been reported to 
significantly impact the shapes of PESs for proton transfer 40 

reactions.28, 29 For example, electric fields show potently 
influence the barrier and rate constant of the double proton 
transfer in the formic acid dimer (a model for the base pair in 
DNA)30. An electric field with strength of 51.40 MV/ cm can 
lower the reaction barrier by ~30%. Hence, it is reasonable to 45 

expect the electric field should influence the GSPT process in 
GFP. However, to our knowledge, this issue is still up in the air. 
For the conversion between neutral to anionic chromophore in 
GFP, a mechanism was proposed which is well-known as a three 
state isomerization model with an intermediate state.31 It was 50 

confirmed that the change from neutral to intermediate is simply 
a change of protonation state, while the change from I to A is a 
sterically demanding conformational change involving the 
residues.10, 32, 33 Hereof, we mainly focus on the GSPT between 
neutral and intermediate state. Electric fields were employed 55 

along each axial direction and the corresponding PES was 

investigated along the proton transfer coordinates. The proton 
motions were probed to see how the GSPT mechanism evolves 
under electric fields. Our results reveal that electric field parallel 
to every axis has noticeable effects on the GSPT process, while 60 

field parallel to x axis can counts for large shift in absorption 
energy. Since the direction and strength of electric field are 
controllable by altering the position of charged or polar amino 
acid residues,34, 35 the present work will pave theoretical basis for 
the rational design of new variants of GFP with desirable 65 

properties 

Computational Method 

Considering the complexity of real GFP, quantum mechanical 
methods turn to be a feasible alternative to experiment in 
understanding the electric field effects on proton transfer in GFP. 70 

The HBDI is surrounded by hundreds of residues in GFP cavity, 
whereas only the residues nearby are correlated with the proton 
abstraction. Herein, the active site including residue Water 22, 
Ser 205 and Glu 222 that are responsible for GSPT was selected. 
The HBDI in systematical arrangement with water, methanol 75 

(stands for Ser205) and acetate (stands for Glu 222) were 
assembled to recreate the H-bonding network (as shown in 
Scheme 1), which has been widely used as the model to study 
proton transfer in GFP.36-39 To achieve our goal, DFT 
calculations, which have been well accepted to optimize the 80 

ground state structures of GFP,40 were carried out by a suite of 
Gaussian 09 programs.41 Since a partial charge transfer (CT) can 
take place during photoexcitation of FPs,42 to better engage in 
this problem, we employed a DFT method with long-range 
corrected B3LYP by using the Coulomb-attenuating method 85 

(CAM-B3LYP),43 which has been proved to perform well in 
describing H-bonded chains44 and CT state.45-47 For the electric 
field condition, a finite dipole field with different strengths was 
applied. All the geometries were fully optimized by CAM-
B3LYP/6-31+G*, and the corresponding PESs were investigated. 90 

The intrinsic reaction coordinate (IRC) calculations48 were 
performed to confirm whether the transition state connects to the 
reactant and product. Frequency calculations were employed to 
analyze the vibrational mode, as well as to get the zero point 
energy (ZPE) correction. Unless mentioned otherwise, the energy 95 

differences and energy barriers reported here are ZPE corrected 
Gibbs free energies. 
 Once the activation barrier was obtained, the reaction rate 
constant can be approximately estimated by conventional 
transition state theory (CTST),49 which is the most widely used 100 

for calculating chemical reaction rate constants (k). The CTST 
rate constant expression is written as:  

��T� =
���

�	


���

ℎ
exp	�−

��‡	

��
� 

where QTS, QRC, kB, T, h, ∆G
‡
 and R are the partition function of 

transition state, partition function of reactant complex, Boltzmann 
constant, absolute temperature, Planck’s constant, Gibbs 105 

activation energy (GTS-GRCt) and gas constant.  

Results and Discussions 
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 The GSPT process concerted here involves a triple proton 
transfer as illustrated in Scheme 1. In the electric field free 
condition, the PES was obtained along the proton transfer 
coordinates by CAM-B3LYP. From the PES, two local minima 
were denoted by neutral complex (NC) and intermediate complex 5 

(IC) according to the protonation state of HBDI, and the 
transition state was denoted by TS. Through frequency 
calculations, it was confirmed that NC and IC are real local 
minima without any imaginary frequency, and TS is a saddle 
point with the only imaginary frequency of 418 icm-1. The 10 

connection of TS to NC and IC was verified by IRC calculation 

as well. For the forward process from NC to IC, the Gibbs free 
energy barrier (∆G

‡) was calculated to be 5.52 kcal/mol, and the 
relative stability between NC and IC (∆E) is 3.80 kcal/mol where 
NC is more stable in energy than IC. Our results are in line with 15 

the experimental results quite well (5.53 kcal and 1.62 kcal/mol 
respectively).50 Considering the smaller energy barrier and 
relative stability, both the forward and backward reactions can 
take place, while NC is the dominating conformer. In the 
meantime, the GSPT process, as stated in introduction, deeply 20 

depends on the surrounding environment such as pH12, 13 and 
temperature14, 15 as well the electric field studied here.  

Table 1. Energy difference (∆E/kcal mol-1), energy barrier (∆G‡/kcal mol-1), forward reaction rate (k1/s
-1) and backward reaction rate 

(k2/s
-1) under electric fields.  

F -56.56 -41.14 -25.71 -10.28 0 10.28 25.71 41.14 56.56 

x 

∆E 15.99 13.58 7.49 5.85 3.80 0.62 -2.24 NA NA 
∆G‡ 20.69 16.90 10.96 8.09 5.52 2.55 -0.62 NA NA 
k1 2.8×10-2 2.4×103 6.9×107 2.9×109 4.5×1011 1.1×1013 1.7×1015 NA NA 
k2 7.9×109 8.1×1012 1.1×1013 6.7×1013 8.7×1013 2.0×1013 1.3×1013 NA NA 

y 

∆E -15.56 -10.23 -5.97 -0.39 3.80 6.44 10.52 NA NA 
∆G‡ 1.47 1.63 2.35 3.24 5.52 7.17 9.74 NA NA 
k1 1.5×1014 7.9×1014 1.0×1013 7.1×1012 4.5×1011 4.3×1010 3.6×108 NA NA 
k2 1.2×102 9.2×106 5.5×108 6.5×1012 8.7×1013 8.2×1013 4.8×1014 NA NA 

z 

∆E -3.92 -1.86 -0.07 1.52 3.80 5.57 7.41 9.71 11.61 
∆G‡ 1.55 2.38 2.73 3.88 5.52 6.98 8.30 11.22 13.57 
k1 1.6×1014 8.2×1012 1.1×1013 1.1×1012 4.5×1011 4.4×109 4.5×109 1.3×107 5.9×104 
k2 2.3×1010 1.7×1011 9.9×1012 1.9×1013 8.7×1013 7.0×1013 2.6×1015 6.0×1014 4.1×1013 

Temperature: 298.15K, Pressure: 1 atm 

 

Figure 1. Potential energy surfaces along the GSPT process under the influence of electric fields. 
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 -56.56  -27.51  27.51  

Fx 

   

Without electric field 

 Fy 

   

Fz 

   

56.56 

 
Figure 4. Optimized structures of transition states under the influence of electric fields. To clearly show the protons motions, only 
the transferred three protons are drawn. 

 As is well known, electric field has significant effect on nearly 
every aspect of FPs. Nevertheless, this issue is not easily 
approached by experiments. Thus, quantum mechanical (QM) 
stimulations turn to be a viable alternative to experiments in 
understanding the property changes under electric field at the 5 

molecular level. Electric fields parallel to three orthogonal axial 
orientations (Fx, Fy and Fz) were explored as depicted in 
Scheme 1. The positive direction of Fx was defined as starting 
from imidazolium towards phenol, while the positive direction of 
Fz is perpendicular to the plane of HBDI and upwards. All the 10 

structures were fully re-optimized including the electric fields, 
and the corresponding PESs were plotted in Figure 1, the detailed 
information was listed in Table 1 and optimized structures of NC 
and IC are available in Figure S1. For the positive Fx and Fy, it is 
worthy to note that only field strengths to 25.71 MV/cm are 15 

available, since the H-bonding network is broken under stronger 
field (41.14 MV/cm and 56.56 MV/cm). Taking the complexity 
of real GFP environment into consideration, it requires further 

confirmation by experimental as well as theoretical efforts. 
Proposing this H-bond breaking under strong electric field to be 20 

true in real GFP environments, it may provide some new proton 
transfer pathways or steric conformation changes. Considering 
the environment around the substrate, the mutation of nonpolar 
residue such as Phe 165 can change internal electric field, hence 

 

Figure 3. Calculated dipole moments of NC and IC (White: 
hydrogen; Gray: carbon; Red: oxygen; Blue: nitrogen). 

Figure 2. Equilibrium constants vs. electric fields. 
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modulate the proton transfer mechanism.  As can be seen from Figure 1, Fx, Fy and Fz all 
obviously change the PES shapes, but with different tendency. 

 

Figure 5. OH bond lengths changes vs. electric fields 

 
Figure 6. Relative displacements of protons under the influence of electric fields 
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When Fx gradually increases from -56.56 MV/cm to 25.71 
MV/cm, IC becomes more energetically stable with much 
reduced ∆G

‡
. Whereas, from negative to positive, Fy and Fz turn 

out to favor NC in energy and progressively increases ∆G‡. This 
phenomenon can be further verified by the equilibrium constant 5 

(K) changes upon electric fields. Once the ∆G
‡  and ∆E were 

acquired, the forward and backward reaction rates (k1 and k2) can 
be computed by CTST equation. As demonstrated in Figure 2, 
surprisingly the electric field effect on the magnitude of K (log K) 
can be closely fitted to a linear relationship for each orientation. 10 

Furthermore, it can be classified into two categories, Fx and 
Fy&Fz, based on the slopes of fitted lines. This difference should 
originate from the dipole moment direction of the complex (in 
Figure 3). For IC, the x component of dipole moment is negative, 
while the y and z ones are positive (all the energy values are 15 

based on NC). It is noteworthy that barrierless reaction can take 
place under certain conditions (at Fx+27.71 and Fy+25.71). From 
this point, Fx and Fy have stronger effect on the PES than Fz, 
which can be also evidenced by the absolute values of slopes in 
Figure 2. Moreover, the electric field can control the reaction rate 20 

from picosecond to second in time scale as listed in Table 1. 
Additionally, we investigated the effect of continuum solvent 
field on PES by polarizable continuum model (PCM) calculations. 
However, the results exhibit that solvent effect has little effect on 
PES.  25 

 For the TS in electric field free, protons give a sequential 
motion as displayed in Figure 4. H1 still resides on the phenol 
ring, with bond length of O1-H1 (RO1-H1) slightly increasing to 
1.064 Å. H3 has migrated from O3 and almost bonded to O4 with 
bond length of H3-O4 (RH3-O4) of 1.070 Å. In the meantime, H2 30 

is in the process of moving across from O2 to O3, with bond 
lengths of O2-H2 and H2-O3 (RO2-H2 and RH2-O3) of 1.292 Å and 
1.134 Å. To further explore the proton transfer mechanism, the 
relative displacement of each proton (DOH) at given point along 
the reaction coordinates was investigated, which was defined by 35 

Wang et al51 and expressed as: 

��� =
�������

�

�
∑ ���������
�
�!�

 

where the bi+1 and bi are the OH distances along the reaction 
coordinate. From Figure 5, the GSPT shows an asynchronous 
character without electric field. Including the single barrier, the 40 

GSPT reaction should be a concerted and asynchronous process 
which has been stated in our early study.52 It needs to be 
emphasized that GSPT is concerted process regardless of electric 
field, owing to the single barrier along PES (for Fx+25.71 and 
Fy+25.71, the GSPT is barrierless process. If without ZPE, all the 45 

PESs have single barrier). It was further revealed no 
intermediates exist through IRC calculations and TSs are real 
transition states with only one imaginary vibrational mode from 
the frequency calculations. Electric fields strongly affect the TS 

Table 2. Detailed absorption properties including electric fields by TDDFT method 
 NC IC 

F 
λ 

(nm) 
Oscillator Strength Orbital Transition 

λ 
(nm) 

Oscillator strength Orbital Transition 

x 

56.56 340.6 0.5558   H→L+1 (72.1%) 354.3 0.0037 H→L (79.5%) 
41.14 333.2 0.7198   H→L (96.1%) 355.1 0.8665 H→L (100%) 
25.71 335.4 0.6399 H→L (96.6%) 368.3 0.9050 H→L (100%) 
10.28 338.8 0.7229 H→L (100%) 382.2 0.9288 H→L (100%) 

0 344.6 0.7241 H→L (100%) 391.0 0.9403 H→L (100%) 
-10.28 350.9 0.7631 H→L (100%) 398.6 0.9358 H→L(95.3%)   
-25.71 360.8 0.8010 H→L (88.1%) 406.6 0.8525 H→L+1(68.1%) 
-41.14 372.1 0.8194 H→L+1(91.3%) 519.71 0.0088 H→L (97.5%) 
-56.56 469.0 0.0092 H→L (97%) 797.06 0.0034 H→L (97.3%) 

y 

56.56 337.7 0.649  H→L+2 (70.0%) 468.6 0.0036 H→L (100%) 
41.14 337.9 0.6687 H→L (94.6%) 394.5 0.8079 H→L+3 (59.5%) 
25.71 340.3 0.6779 H→L (100%) 390.72 0.8947 H→L (78.2%) 
10.28 343.9 0.6913 H→L (100%) 391.13 0.9159 H→L (97.9%) 

0 344.6 0.7241 H→L (100%) 391.0 0.9403 H→L (100%) 
-10.28 346.5 0.7659 H→L (100%) 391.29 0.9590 H→L (100%) 
-25.71 349.6 0.7598 H→L (100%) 392.69 0.9866 H→L (100%) 
-41.14 357.6 0.7630 H→L (80.4%) 394.63 0.9826 H→L (100%) 
-56.56 371.6 0.0441 H→L+1(51.2%) 439.64 0.0033 H→L (100%) 

z 

56.56 342.9 0.7208 H→L (100%) 399.44 0.003 H→L (97.6%) 
41.14 342.4 0.7240 H→L (100%) 391.98 0.9127 H→L+1(54.2%) 
25.71 342.3 0.7282 H→L (100%) 391.68 0.920 H→L (100%) 
10.28 343.7 0.7269 H→L (100%) 391.85 0.9241 H→L (100%) 

0 344.6 0.7241 H→L (100%) 391.0 0.9403 H→L (100%) 
-10.28 344.6 0.7641 H→L (100%) 390.92 0.9462 H→L (100%) 
-25.71 345.4 0.7632 H→L (100%) 391.37 0.9501 H→L (100%) 
-41.14 347.8 0.7620 H→L (100%) 392.23 0.9483 H→L+1(100%) 
-56.56 350.2 0.7312 H→L (100%) 394.39 0.8862 H→L+1(89.7%) 
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structures (in Figure 4), which can also be evidenced by the OH 
bond lengths changes displayed in Figure 5. At Fx+25.71, H1 
still stays at the phenol side with slightly decreased RO1-H1 of 
1.020 Å, H3 moves to O4 with shorted RH3-O4 of 1.068 Å, H2 still 
in the process from O2 to O3. That is, it retains the proton 5 

transfer ordering with H3 to be first and H1 to be the last to move, 
and the asynchronism is enhanced as evidenced by the DOH in 
Figure 6. When negative Fx was applied, RO1-H1 increases and 
RO3-H3 decreases. At Fx-56.56, RO1-H1 much increases to 1.580 Å, 
implying H1 has migrated to O2. At the same time, RH3-O3 10 

significantly reduces to 1.101 Å, that is, H3 turns out to reside in 
acetate side. It reflects the proton transfer ordering change that 
H1 appears to be the first and H3 is the last to move, which is 
opposite to the case without electric field. Similar phenomenon 
was observed for Fy and Fz as well, while the trends of Fz is 15 

different from that of Fx and Fy. 
Then TDDFT calculations were performed to systematically 

investigate the electric field effects on the photochemical 
properties of the H-bonded HBDI complex. Without electric field, 
the first excitation energies of NC (λNC) and IC (λIC) were 20 

calculated to be 345 nm and 391 nm, both corresponding to the 
HOMO to LUMO transition (H→L). When the electric fields 
were explored, as listed in Table 2, the first excitations in most 
cases still correspond to the H→L transition. But some cases turn 
to be H→L+1 transition or even H→L+2 transition, which should 25 

be introduced by the orbital distortions by strong electric field. 
Furthermore, one can clearly see that LUMO shape significantly 
changes under very strong field as seen in Supplementary 

Material (Figure S2). As we expected, absorption energies 
obtained by TDDFT are more acceptable than HOMO-LUMO 30 

gap. 
 The absorption wavelength (λNC for NC and λIC for IC) 
changes upon electric fields were depicted in Figure 7. It is clear 
that Fx has the largest effect and Fz has the smallest effect on 
both λNC and λIC. The λNC/λIC is much blue-shifted from 35 

469/797nm at Fx-56.56 MV/cm to 341/354 nm at Fx+56.56 
MV/cm. Under the effect of Fy, the λNC/λIC changes by about 
35/75 nm, which is much smaller than that under Fx. Both the 
λNC and λIC change within 10 nm under Fz. The much larger 
sensitivity of λNC and λIC to Fx should originate from the charge 40 

transfer state between imidazolium and phenol, i.e. x direction, 
during excitation.40, 42 It should be noticed, in ref. 26, the 
sensitivity of λIC to Fy is almost comparable to that to Fx, which 
is different from our results. This is sourced from the simple 
HOMO-LUMO gap treatment in ref. 26. Furthermore, λIC is more 45 

sensitive to electric field than λNC, which is in good agreement 
with experimental observation that anionic form is more sensitive 
to environments.53 

Conclusions 

In summary, we presented DFT calculations to understand 50 

electric field effects on GSPT process in the H-bonded HBDI 
complex, which can represent the active site of GFP. The PESs in 
the absence or presence of electric field were purchased. Electric 
fields show significant influence on the shapes of PESs. They can 
be classified into two groups, Fx and Fy & Fz, based on the 55 

effect on magnitude of K. From negative to positive, Fx favors 
NC in energy while Fy & Fz prefers IC to be the dominating 
conformer, which should originate from the dipole moment 
orientation of IC. Furthermore, the electric field effects on log K 
can be closely fitted to a linear relationship. It was revealed that 60 

GSPT should be concerted process, no matter electric fields were 
applied or not, due to only one barrier and no intermediates 
existing. However, the proton motions including the ordering and 
synchronism can be strongly affected by the electric fields as 
evidenced by the relative displacements of protons. In addition, 65 

electric field appears to be a possible method to manipulate the 
absorption energies and Fx has the largest effect than the other 
two because of the charger transfer along x axis during photo-
excitation. Moreover, IC is found to be more sensitive to electric 
filed than NC. Our results are helpful to understand the HBDI 70 

behaviors under the electric fields and can be used for rational 
design of the FPs with desirable conformer and absorption energy 
by site directed mutagenesis. Undoubtedly, we will extend our 
effort on this issue and hope to dig deeper insight. 
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Figure 7. Absorption energies of NC and IC upon the 
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