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We have investigated the electronic and optical properties of silicene nanomeshes (SNMs) using first-principle calculations.
Emerging information indicates that the resulting properties are sensitive to the width (W) of silicon chains between neighboring
holes. Our results show that the bandgaps of SNMs with odd W remain closed. On the contrary, bandgaps are opened in SNMs
with even W at the Γ points. Most importantly, SNMs possess broad frequency photoresponse ranging from far infrared (0 eV)
to ultraviolet (10 eV) and the optical properties of SNMs can be tuned by varying the value of W. Our results reveal that SNMs,
the silicon-based materials, have significant potential for electronic, photonic, and photovoltaic applications.

1 Introduction

Graphene, one of the most promising carbon-based materi-
als with abound of potential applications, has been exten-
sively studied since it was first obtained by Novoselov et
al.1,2, but cannot be used in transistor architectures because
it is a semimetal with the closed bandgap. 3–6 As a sequence,
currently there is a surge in attempts to open a bandgap to
make semimetallic graphene suitable for electronic applica-
tions, including being cut into nanoribbons, 7–9 being applied
transverse electric field 10–13 and absorbing atoms in a reg-
ular pattern, 14–19 while these methods meet particular nan-
otechnology challenges. Recently, graphene antidot lattices
(i.e. graphene nanomeshes) have been first proposed by Ped-
ersen et al. 20 as a strategy to open the bandgap of graphene
around the Fermi level. Since then, graphene nanomeshes
have been extensively explored. 3–5,5,6,20–30 Previous results
show the opened gap is associated with the size, shape, and
symmetry of nanomeshes. 5,20–25,31,32 Exhilaratingly, essential
experimental progresses of graphene nanomeshes have been
achieved. Graphene nanomeshes have been successfully fab-
ricated via the electron beam lithography, block copolymer
lithography, and self-assembling of mono-disperse colloidal
microspheres. 4,33–37

Notably, Si as a fundamental material has been the key role
in modern electronics industries. However, in photovoltaic in-
dustries Si with a indirect bandgap of 1.1 eV 38 can not be
made use of the energy below the gap. 39 In addition, the car-
riers mobilities of Si are not balanced. The electron mobil-
ity (1400 cm2v−1s−1) is much larger than the hole mobility
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(450 cm2v−1s−1). 40,41 The unbalanced charge-transport prop-
erty results in holes accumulation 42 in Si solar cell devices.
Consequently, it reduces the photon to current conversion ef-
ficiency43. Recently, silicene, the silicon-based counterpart
of graphene with the linear dispersion of the band structure
at Fermi level, has been investigated quite intensively. Its ex-
tremely high carrier mobility makes it an ideal material, espe-
cially in electronic devices. 44–50 It is useful for photovoltaic
materials that the mobilities of the hole and electron of sil-
icene are in an order of magnitude (105cm2v−1s−1). 51 The
more balanced transport of holes and electrons results in better
device performance. 43 However, the pristine silicene is simi-
lar to the graphene that lacks a band gap which is a necessary
condition for its usage in transistor architectures. 3–6,28,52

Therefore, in this work we introduce periodic holes in
silicene to form the silicene nanomeshes (SNMs) by first-
principle calculations. And then, we explore the electronic
and optical properties of SNMs via density functional theory.

2 Model and methods

The SNMs with periodic hexagonal silicon chains removed
are shown in Fig. 1. The rhombus represents the super cell
of SNMs. The W indicates the width of the silicon chain-
s between the neighbouring holes. Each type of SNMs is
defined with the one removed hexagonal silicon chains (1)
and the width (W) of the silicon chains between neighbor-
ing holes as {1,W}. 21 The dangling bonds are passivated by
hydrogen. In the structure the yellow and gray atoms stand
for silicon and hydrogen, respectively. The structural opti-
mizations, band structures and optical spectra were calculated
by first-principle calculations via the CASTEP code 53–57 with
the periodic boundary conditions. The generalized gradien-
t approximation (GGA) within the Perdew-Burke-Emzerhof
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(PBE) exchange-correlation functional 58 is employed to de-
scribe the exchange and correlation potentials. The vander-
bilt ultrasoft pseudopotential 59 is used in the reciprocal s-
pace. The energy cutoff for the plane-wave expansion is set
to 260 eV and 400 eV for band structure and optical spec-
tra calculations, respectively. The Monkhorst-Pack k-point
mesh60 of 21× 21× 1 is set to provide sufficient accuracy in
the Brillouin-zone integration. SNMs planes are separated by
the vacuum of 16 Å in our calculations to avoid the effect of
layers.

In CASTEP calculations, the local field is not considered,
so excitonic effects are not taken into account. 53–57 The imag-
inary part of the dielectric constant, which can be expressed
as

ε2(q → Oû,hω) =
2e2π
Ωε0

∑
k,ν,c

∣
∣〈Ψc

k|u · r|Ψv
k〉
∣
∣2δ (Ec

k −Ev
k −E)

where Ω and ε0 are the volume of the super cell and the dielec-
tric constant of the free space, respectively. c and υ represent
the conduction band and valence band, respectively. u and r
indicate the polarization direction of the electric field and po-
sition vector, respectively. The sum over k samples the whole
region of Brillouin zone (BZ) in the k space. ε2(ω) is cal-
culated by summing all transitions between occupied and un-
occupied electronic states over the Brillouin zone. 61,62 Since
the real and imaginary parts are linked by a Kramers-Kronig
transform, the real part of the dielectric function ε1(ω) can be
obtained from ε2(ω). Actually, as long as these two quanti-
ties ε1(ω) and ε2(ω) are obtained, the absorption coefficien-
t η can be evaluated via the formula (η = 2κω

c ), where c is
the speed of light and κ is the imaginary part of refractive

index(κ = (

√
ε2
1+ε2

2−ε1
2 )

1
2 ). In this work, we calculate the op-

tical properties under unpolarized (U) and polarized (P) light
conditions. E‖ polarization is defined if the electric field is par-
allel to the SNMs and E⊥ polarization is defined if the electric
field is perpendicular to the SNMs. 63–65 We have only cal-
culated in-plane absorption since SNMs are two-dimensional
materials which are discontinuous in the perpendicular direc-
tion65.

3 Results and discussion

Figure 2 illustrates the band structures of SNMs calculated
by the CASTEP code 53–57. After introducing holes in sil-
icene, the symmetry of the unit cell of the SNMs with odd
W is reduced from P-3M1 (silicene) to P-3. However, the s-
pace group of SNMs with even W changes from P-3M1 (sil-
icene) to P-31M. But they still belong to hexagonal groups.
So the area surrounded by the Γ−M−K−Γ path is the irre-
ducible Brillouin zone of the two dimensional SNMs. As ex-
pected, the ones with even W have opened bandgaps (0.64 eV

Fig. 1 Structures of silicene nanomeshes (SNMs) with varying
width W of the silicon chains between the neighbouring holes
labeled as {1,1}(a), {1,2}(b), {1,3}(c), and {1,4}(d). The 1 in
{1,W} represents a hexagonal silicon chains removed in SNMs. In
the structure the yellow and gray atoms stand for silicon and
hydrogen, respectively. The number of the dash lines in Fig. 1(d)
illustrates the value of W.

and 0.32eV for {1.2} and {1,4} SNMs, respectively) around
the Fermi level at the Γ points as shown in Figs. 2(b) and
2(d). As we know, hydrogen passivation has significant in-
fluence on the defects of silicene 66, but Pedersen et al. have
proved the antidot lattice, the regular holes in the graphene
sheet, has the important consequence that the size of the gap
can be tuned via the antidote lattice parameters and the peri-
odic perturbation turns the semimetal into a semiconductor. 20

Compared to the odd value of W, it is found that SNMs with
even W are partially broken the translational symmetry and
the Dirac points are hybridized by the perforation and passi-
vated hydrogen, 4,28,66–68 which lead to gaps. 5,20–25,31,32,69,70

Hence, the energy gap opened in SNMs results from the com-
bination of quantum confinement and the periodic perturba-
tion potential. 22,25–28,69,70 Consequently, SNMs have signifi-
cant potential to be used as a transistor in logic applications
and the small bandgap may be exploited to make new pho-
tonic devices for far infrared light detection. On the contrary,
the ones with odd W remain semimetallic with Dirac cones
in Brillouin zone as shown in Figs. 2(a) and 2(c). Ouyang et
al. have discussed the closed bandgap at the K point is related
to topological connection (bonding) between carbon atoms for
graphene nanomeshes. 21 In addition, the modulation behavior
of band gap as a function of W in SNMs is similar to that in
graphene nanomeshes 21. Furthermore, we note that silicene
has linearly dispersing electronic band structure at the Fermi
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Fig. 2 Band structure and density of states (DOS) of SNMs with
{1,1}(a), {1,2}(b), {1,3}(c), and {1,4}(d).

level, which contribute to its high carrier mobility. 51 Though
the introduced nanomeshes in silicene would reduce the mo-
bilities of silicene, the valence band and conduction band stil-
l preserve symmetry and linear dispersion around the Fermi
level as shown in Fig. 2. In this case, the high mobilities will
still preserve well in SNMs. Moreover, materials with higher
mobilities can extremely improve better device performance.

Figure 3 shows the imaginary part of the dielectric function
ε2(ω) of SNMs. A striking difference between the optical
spectra of SNMs and Si is that not only for the polarized light
but also for the non-polarized light the ε2 of SNMs take nonze-
ro values from the frequency of 0 eV, compared with that of
Si take a nonzero value from the frequency of 1.1 eV which
is the threshold for direct optical transitions between the va-
lence band maximum and the conduction band minimum. 71

In Figs. 3(a) and 3(b) the maximum values of ε 2(ω) for the
four types of SNMs lie within the visible to infrared part of
the spectrum(< 1eV), and their peak positions not noticeable
change for the unpolarized and the E‖ polarized light. But
for the E‖ polarization the height of the maximum values of
ε2(ω) doubled compared with the non-polarization. However,
the strong anisotropy in imaginary part of dielectric function
is observed under E‖ and E⊥ polarization conditions. In case
of E⊥ polarization for the four types of SNMs, the maximum
values of ε2(ω) shift to very high frequency region (∼ 8eV ),
while SNMs with W = 2, 3 and 4 falls to zero in the high
frequency region.

The real part of dielectric function ε1(ω) is shown in Fig.
4. It is found that Figs. 4(a) and 4(b) also show the same
change tendency of the ε1(ω) ranging from 0 eV to 6 eV, but

Fig. 3 Imaginary part of the dielectric function ε2(ω) of SNMs for
unpolarized (U) and E‖ and E⊥ polarization (P) light. The black,
red, green, and blue lines correspond to {1,1}, {1,2}, {1,3}, and
{1,4}, respectively.
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Fig. 4 Real part of the dielectric function ε1(ω) of SNMs for
unpolarized (a) and E‖ (b) and E⊥ (c) polarization light. The black,
red, green, and blue lines correspond to {1,1}, {1,2}, {1,3}, and
{1,4}, respectively.

the values of ε1(ω) in Fig. 4(b) are higher than the ones in
Fig. 4(a) under the polarized condition as well. One impor-
tant quantity of ε1(ω) is the zero frequency limit ε1(0), which
represents the dielectric response to the static electric field.
Figs. 4(a) and 4(b) show the inverse relationship between
the band gap and ε1(0). A smaller energy gap yields a larger
ε1(0) value. 71,72 This can be understood based on the expres-

sion ε1(0) = 1+(
h̄ωp
Eg

)2.71,72 In Fig. 4(b), ε1(0) describes the
varying values ranging from 4.56 to 14.81 for the four types of
SNMs under the polarized condition. The higher value of the
static dielectric constants leads to larger available free charge
carriers. 61 For example, in Fig. 4(b) under the E‖ polarization
condition the two types of SNMs ({1,1} and {1,3}) with Dirac
points have the two higher values of 11.51 and 14.81, respec-
tively. However, SNMs with W = 2 is a semiconductor with
the larger bandgap about 0.64 eV, corresponding ε 1(0) for E‖
polarized light is the lower value of 4.56.

Figure 5 describes the absorption spectrum, which indicate

Fig. 5 Absorption coefficient of SNMs for unpolarized (a) and E‖
(b) and E⊥ (c) polarization light. The black, red, green, and blue
lines correspond to {1,1}, {1,2}, {1,3}, and {1,4}, respectively.
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the fraction of energy lost by the light wave when it passes
through the material. 57 It is clearly found that the absorption
coefficients of the four types of SNMs take nonzero values
from 0 eV under the E‖ polarization and unpolarized light
conditions. They absorb light of different frequencies as W
varies. It is obvious that the absorption spectrum below 1 eV
more intuitively correspond to the band structure of the four
types of the SNMs around the Fermi level. SNMs with odd W
reserve the Dirac cones, but their Dirac cones with larger W
become more flat showed in Figs. 2(a) and 2(c). The bandgap
of SNMs decreases as the value of even W increases. So red
shift appears in the absorption spectrum of SNMs with W =
3 compared with the one with W = 1 and the one with W=4
compared with the one with W = 2. In Fig. 5 (a) under the
unpolarized light condition the four types of SMNs have three
prominent peaks around 2 eV, 4.5 eV, and 8 eV, respective-
ly. The first peak of the four types all starts from 0 eV to the
visible light zone, and the peak values locate from 1 eV to 2
eV as corresponding W varies from 1 to 4. In Fig. 5 (b) for
the E‖ polarization light the four types of SNMs lack the third
peak in Fig. 5 (a). However, under the E⊥ polarization condi-
tion the four types of SNMs preserve only the third prominent
peak around 8 eV. In Figs. 5(a), 5(b) and 5(c) it is easy to
be found that the absorption spectrum are enhanced under the
polarization compared with the non-polarization. But SNMs
prefer to absorb the E‖ polarized light below 6 eV, while for
the E⊥ polarized light SNMs only absorb the light around 8
eV.

Moreover, Figs. 3, 4, and 5 all reveal that optical properties
of SNMs are sensitive to the value of W. Our results show that
SNMs possess broad frequency photoresponse ranging from
0 eV to 10 eV. We note that a limitation in Si is that it has a
band gap of 1.1 eV which means photons with energy below
the bandgap are lost. 39,73 Nevertheless, the SNMs can make
full use of the solar energy below 1.1 eV. If the SNMs-based
solar cell can be developed, the utilization of sunlight will be
extremely improved. And SNMs can be exploited to make
new photonic devices for far infrared light detection with the
absorption from 0 eV. 65 In addition, strong anisotropy in the
optical properties is also observed contrasted with that Si is
optically isotropic. The polarized dependent optical spectra
would make the SNMs more versatile than Si in potential ap-
plications.

4 Conclusions

In summary, we have investigated the electronic and optical
properties of SNMs. Our results show that the electronic and
optical properties of SNMs are extremely sensitive to the W
of silicon chains between the neighboring holes. The bandgap
of SMNs with odd W remains closed. On the contrary, sub-
stantial bandgaps are opened in SMNs with even W around

the Fermi level. Hence, SNMs have significant potential for
applications in electronics, and the SNMs with even W, which
is a semiconductor, can be used for effective field-effect tran-
sistors operating at the room temperature. SNMs also can be
exploited to make new photonic devices for far infrared light
detection with the absorption from 0 eV. In addition, our re-
sults show the optical properties of SNMs are anisotropy un-
der E‖ and E⊥ polarized conditions. Furthermore, the optical
properties of SNMs can be tuned by varying W. SNMs, pos-
sessing broad frequency photoresponse ranging from 0 eV to
ultra-violet region 10 eV, can be made good use for solar ener-
gy. Since photovoltaics can make a considerable contribution
to solving the energy problem that our society faces, 39 SNMs
may pave a possible way towards solar cell materials.
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