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Dynamic and Static Behavior of the E–E' Bonds (E, E' = 
S and Se) in Cystine and Derivatives, Elucidated by AIM 
Dual Functional Analysis† 

Yutaka Tsubomoto, Satoko Hayashi and Waro Nakanishi* 

Atoms-in-molecules dual functional analysis (AIM-DFA) is applied to the E–E' bonds (E, E' = S and Se) 

in R-cystine (1) and the derivatives of 1, together with MeEE'Me. Hb(rc) are plotted versus Hb(rc) – 

Vb(rc)/2 at bond critical points (BCPs), where Hb(rc) – Vb(rc)/2 = (ћ2/8m)∇2ρb(rc). The plots are analyzed 

by the polar coordinate (R, θ) representation. Data of perturbed structures around the fully optimized 

structures are also plotted in this treatment. Perturbed structures are generated using NIV (normal 

coordinates of internal vibrations). Each plot for an interaction with data of a fully optimized and four 

perturbed structures gives a curve, which supplies important information. It is expressed by (θp, κp): θp 

corresponds to the tangent line for the plot measured from the y-direction and κp is the curvature. While 

(R, θ) correspond to the static nature of interactions, (θp, κp) represent the dynamic nature. The behavior 

of the E–E' bonds is well described by (R, θ) and (θp, κp). 

 

Introduction 

The E–E' bonds (E, E' = S and Se) are of current and 

continuous interest due to the indispensable role in biological, 

chemical and physical sciences.1–7 The S–S bond plays a crucial 

role to maintain the three dimensional structures of peptides. 

On the other hand, the E–E' bonds show typical behavior in the 

redox process,8 which must be responsible for the highly 

important biological activities such as detoxification of 

hydroperoxides in the glutathione peroxidase (GPx) process.9–21 
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Scheme 1  Proposed Catalytic Mechanism for the Antioxidant Activity of GPx. 

 Scheme 1 summarizes the proposed catalytic mechanism for 

the antioxidant activity of GPx, which is one of typical 

examples of the intervention of E–E' in biological activities. 

The mechanism involves the initial oxidation of selenol (R1-

SeH) to produce the corresponding selenenic acid (R1-SeOH), 

which reacts with glutathione (GSH) to produce selenenyl 

sulfide (R1-SeSG). Then a second molecule of GSH attacks at 

the sulfur center of R1-SeSG to regenerate the active form of 

the enzyme (R1-SeH) (GPx cycle in Scheme 1). In the overall 

process, 2 equivalent of GSH is oxidized to the corresponding 

disulfide (GSSG), while the hydroperoxide is reduced to 

water.22,23 When the peroxide concentration is higher than that 

of the thiol, the selenium center in the selenenic acid (R1-

SeOH) may undergo further oxidation to produce the seleninic 

acid (R1-SeO2H) (another cycle in Scheme 1). 

 The behavior of the E–E' bonds seems well described at 

first glance, however, it is still of highly importance to clarify 

the causality in the phenomena of the bonds, with physical 

necessity. Here, we clarified the dynamic and static behavior of 

the S–S bond in R-cystine (1), of which structures were 

determined by the X-ray crystallographic analysis, although the 

derivatives.24 Similar behavior of the S–Se and Se–Se bonds in 

the derivatives of 1 (2 and 3, respectively) was also 

investigated, together with the E–E' bonds in MeEE'Me (E, E' = 

S and Se) (4–6, respectively) (Chart 1). The effect of the 
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hydrogen bonds (HBs) in 1–3 on the dynamic and static nature 

of the E–E' bonds must also be of interest. 

 
Chart 1  Chalcogen–chalcogen bonds in 1–6, examined. 

 Atoms-in-molecules dual functional analysis (AIM-

DFA),25–28 which we proposed recently, is applied to the E–E' 

bonds in 1–6. AIM-DFA is surveyed next, together with the 

basic concept of the AIM approach introduced by Bader.29–31 

Survey of AIM and AIM Dual Functional Analysis 

AIM (atoms-in-molecules method), proposed by Bader,29–31 

enables us to analyze and evaluate the nature of chemical bonds 

and interactions, together with the classification.32–36 The bond 

critical point (BCP; rc, ∗) is an important concept in AIM. BCP 

of (ω, σ) = (3, –1)29,30 is a point along the bond path at the 

interatomic surface, where electron densities at BCPs (ρb(rc)) 

reaches a minimum. Chemical bond or interaction between A 

and B is denoted by A–B, which corresponds to the bond path 

between A and B in AIM. A notation A-∗-B will be employed 

for A–B to emphasize the presence of BCP (∗) in A–B. 

 Interactions are classified by signs of ∇2ρb(rc) (Laplacian 

ρb(rc)) and Hb(rc) (total electron energy densities). Hb(rc) are the 

sum of kinetic energy densities (Gb(rc)) and potential energy 

densities (Vb(rc)) at BCPs, as shown in eqn (1). Eqn (2) 

represents the relation between ∇2ρb(rc) and Hb(rc), together 

with Gb(rc) and/or Vb(rc), which is closely related to the Virial 

theorem. 

 

 Hb(rc) = Gb(rc) + Vb(rc) (1) 

 (ћ2/8m)∇2ρb(rc) = Hb(rc) – Vb(rc)/2 (2) 

                                = Gb(rc) + Vb(rc)/2
 (2') 

 

 Interactions in the region of ∇2ρb(rc) < 0 are called shared-

shell (SS) interactions and they are closed-shell (CS) 

interactions for ∇2ρb(rc) > 0. Hb(rc) must be negative when 

∇2ρb(rc) < 0, since Hb(rc) are larger than (ћ2/8m)∇2ρb(rc) by 

Vb(rc)/2 with negative Vb(rc) at all BCPs (eqn (2)). 

Consequently, ∇2ρb(rc) < 0 and Hb(rc) < 0 for the SS 

interactions. The CS interactions are especially called pure CS 

interactions for Hb(rc) > 0 and ∇2ρb(rc) > 0, since electrons are 

destabilized and ρ(r) are depleted at (around) BCPs under the 

conditions.29 Electrons in the intermediate region between SS 

and pure CS, which belong to CS, are locally depleted but 

stabilized at BCPs, since ∇2ρb(rc) > 0 but Hb(rc) < 0.29 We call 

the interactions in this region regular CS,25–27 when it is 

necessary to distinguish from pure CS. The role of ∇2ρb(rc) in 

the classification can be replaced by Hb(rc) – Vb(rc)/2, since 

(ћ2/8m)∇2ρb(rc) = Hb(rc) – Vb(rc)/2 (eqn (2)). 

 We proposed AIM-DFA by plotting Hb(rc) versus Hb(rc) – 

Vb(rc)/2.26,27 Both axes in the plot are given in energy unit, 

therefore, distances on the (x, y) [= (Hb(rc) – Vb(rc)/2, Hb(rc))] 

plane can be expressed in the energy unit, which provides an 

analytical development. AIM-DFA incorporates the 

classification of interactions by signs of ∇2ρb(rc) [= 

(8m/ћ2)(Hb(rc) – Vb(rc)/2)] and Hb(rc). Scheme 2 summarizes 

the treatment. Interactions of pure CS appear in the first 

quadrant, those of regular CS in the forth quadrant and data of 

the SS interactions drop in the third quadrant. No interactions 

appear in the second one. 

 
Scheme 2  AIM-DFA Treatment of Interactions: Plot of Hb(rc) versus Hb(rc) – 

Vb(rc)/2 for Weak to Strong Interactions. 

P (Hb(rc) – Vb(rc)/2, Hb(rc))

   (R, θ; θp, κp)

y: Hb(rc)

x: Hb(rc) – Vb(rc)/2

θ

θp

R

(Rκ = κp
−1)
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Fig. 1  Polar (R, θ) coordinate representation of Hb(rc) versus Hb(rc) – Vb(rc)/2, 

with the (θp, κp) parameters. 

 

R = (x2 + y2)1/2 (3) 

θ = 90º – tan–1 (y/x) (4) 

θp = 90º – tan–1 (dy/dx) (5) 

κp = d2y/dx2/[1 + (dy/dx)2]3/2 (6) 

k = Vb(rc)/Gb(rc) (7) 

where (x, y) = (Hb(rc) – Vb(rc)/2, Hb(rc))  

        and y/x = Hb(rc)/(Hb(rc) – Vb(rc)/2). 

 

 In our treatment, data for perturbed structures around fully 

optimized ones are also employed for the plots, together with 

the fully optimized structures.25–28 The method to generate the 

perturbed structures will be discussed later. The plots of Hb(rc) 

versus Hb(rc) – Vb(rc)/2 are analyzed employing the polar 

coordinate (R, θ) representation with the (θp, κp) parameters.26–

28 The treatment is explained in Fig. 1. R in (R, θ) is defined by 

eqn (3) and given in the energy unit. R corresponds to the 

energy for an interaction at BCP. The plots for weak to strong 

interactions show a spiral stream, as a whole. θ in (R, θ) is 

defined by eqn (4) and measured from the y-axis. θ controls the 

spiral stream of the whole plots. Each plot for an interaction 

shows a specific curve, which provides important 
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information.26,27,37 The curve is expressed by (θp, κp). θp is 

defined by eqn (5) and measured from the y-direction, which 

corresponds to the tangent line of the plot. κp is the curvature of 

the plot (eqn (6)).28 While (R, θ) correspond to the static nature 

of interactions, (θp, κp) represent the dynamic nature. Indeed, 

(θp, κp) originate mainly from the data of perturbed structures, 

but they are recognized as the nature at the fully optimized 

structure. k defined by eqn (7) is also an important and useful 

parameter in AIM analysis. AIM-DFA will provide an excellent 

possibility to evaluate, understand and classify weak to strong 

interactions in a unified form. 

Methodological Details of QC and AIM Calculations 

Structures of 1–6 were optimized using the Gaussian 09 

program package,38 after the conformation research with the 

Monte-Carlo method39 in the Spartan 0240 for 1–3. Seven 

hundred and twenty two conformers were generated for each 

with the PM3 method.41 Thirty of most stable conformers by 

the Monte-Carlo method were re-optimized using the 6-

311+G(3d) basis sets42 for S and Se and the 6-311++G(d, p) 

basis sets for O, N, C and H at the M062X level.43 Frequency 

analysis was performed on three of most stable conformers at 

the same method for each of 1a–3c, where a represents the 

most stable conformer with the second and third ones by b and 

c, respectively. The global minima for 4–6 were determined by 

usual optimizations with the frequency analysis. 

 AIM parameters were calculated with the Gaussian 09 

program package and analyzed by the AIM2000 program.44 

Normal coordinates of the internal vibrations (NIV) are 

employed to generate the perturbed structures necessary to 

evaluate the dynamic nature of the interactions.28 The k-th 

perturbed structures in question (Skw) will be given by the 

addition of the k-th NIV (Nk) to the coordinates of the standard 

orientation at the fully optimized structure (So) in the matrix 

representation.28 Eqn (8) explains the treatment. The r(E, E') 

values in the perturbed structures were determined as shown by 

eqn (9) or (9'), where ao is the Bohr radius (0.52918 Å). Data at 

w = 0, ±0.05 and ±0.1 were employed for the analysis.26,27,45 

The k-th internal vibration (νn) must be located most effectively 

on E–E’, which corresponding to the selected Nk. 

 

Skw = So + fkw•Nk (8) 

r(E, E') = ro(E, E') + wao (9) 

r = ro + wao (9') 

Results and Discussion 

Fig. 2 draws the three of most stable conformers for 1a–3c. Fig. 

2 also shows the stretching modes of 1a–3c, necessary to 

evaluate the dynamic nature of the E–E' bonds with NIV. 

Conformers 1a–3c are stabilized by intramolecular HBs, as 

shown in Fig. 2. Table 1 collects the optimized E–E' distances 

and torsional angles (φ(CEE'C)) for 1–6, together with the 

distances and angles for the intramolecular HBs formed 

between the different moieties of the E–E' bonds in 1a–3c. 

 Fig. 3 shows contour maps of ρb(rc) drawn on an EE'C 

plane of 1a–3c. All BCPs expected are clearly detected, 

containing those on the E–E', E–C (E'–C) and C–H bonds. 

AIM-DFA is applied to clarify the static and dynamic behavior 

of E–E' in 1–6. Fig. 4 shows the plots of Hb(rc) versus Hb(rc) – 

Vb(rc)/2 for 1–6. The magnified picture around the data of the 

fully optimized structures for 2a–2c and 5 is also shown in Fig. 

4. AIM parameters corresponding to the static and dynamic 

behavior of E–E' are obtained for 1–6, through analysis of the 

plots in Fig. 4, according to eqns (3)–(6). Table 2 collects the 

AIM functions and parameters of the static behavior evaluated  

 
Fig. 2  Optimized structures for 1a–3c. Directions of the motions, corresponding 

to NIV used to generate the perturbed structures, are shown (purple arrows), 

together with the intramolecular hydrogen bonds (red heavy dotted lines). 

 
Fig. 3  Contour maps of ρb(rc) drawn on the E–E'–C planes of 1a–3c, together 

with BCPs (red solid circles), RCPs (ring critical points: lime green solid squares), 

and bond paths (solid lines). The counters (eao
–3

) are at 2
l
 (l = ±8, ±7, ---, 0) and 

0.0047, which corresponds to the molecular surface (heavy line). 
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Table 1  Optimized E–E' distances and torsional angles for 1–6, together with the distances and angles for the intramolecular hydrogen bonds in 1a–3ca 

Speciesb ∆Erel ro(E, E') φ(CEE'C) (A–H---B) ro(A, H) ro(B, H) ∠AHB 
 (kJ mol–1) (Å) (º)  (Å) (Å) (º) 

RS-∗-SR (1a: C1) 0.0 2.0625 67.7 (O–H---O) 0.9780 1.9828 149.8 
RS-∗-SR (1b: C1) 0.3 2.0471 –82.2 (N–H---O) 1.0155 2.4136 134.4 
RS-∗-SR (1c: C1) 0.7 2.0529 88.5 (N–H---N) 1.0210 2.2551 172.3 
RS-∗-SeR (2a: C1) 0.0 2.1984 –83.9 (O–H---O) 0.9850 1.8025 156.4 
RS-∗-SeR (2b: C1) 15.7 2.1890 84.3 (O–H---O) 0.9748 1.8996 142.6 
    (O–H---O) 0.9743 2.1631 126.4 
RS-∗-SeR (2c: C1) 17.5 2.2011 94.0 (O–H---O) 0.9771 1.8581 142.9 
RSe-∗-SeR (3a: C1) 0.0 2.3275 88.5 (O–H---N) 0.9863 1.8955 137.7 
RSe-∗-SeR (3b: C1) 1.4 2.3303 93.4 (O–H---O) 0.9773 1.8335 145.1 
RSe-∗-SeR (3c: C1) 3.3 2.3309 90.2 (N–H---O) 1.0193 2.0185 167.6 
MeS-∗-SMe (4: C2)   2.0491 85.0   
MeSe-∗-SMe (5: C1)   2.1923 85.6   
MeSe-∗-SeMe (6: C2)   2.3236 86.1   

a The 6-311+G(3d) basis sets being employed for S and Se with the 6-311++G(d,p) basis sets for O, N, C and H at the DFT level of M06-2X. b RSH = R-
cysteine. 

Table 2  Static nature of the E–E' bonds in 1–6 at full optimized structuresa 

Speciesb ρb(rc) c∇2ρb(rc)
c Hb(rc) Rd θe kf 

 (au) (au) (au) (au) (º)  

RS-∗-SR (1a: C1) 0.1409 –0.0117 –0.0710 0.0719 189.4 –2.495 
RS-∗-SR (1b: C1) 0.1443 –0.0126 –0.0749 0.0759 189.6 –2.509 
RS-∗-SR (1c: C1) 0.1432 –0.0124 –0.0737 0.0747 189.6 –2.508 
RS-∗-SeR (2a: C1) 0.1171 –0.0041 –0.0529 0.0531 184.4 –2.183 
RS-∗-SeR (2b: C1) 0.1188 –0.0045 –0.0547 0.0548 184.7 –2.195 
RS-∗-SeR (2c: C1) 0.1166 –0.0040 –0.0525 0.0527 184.4 –2.180 
RSe-∗-SeR (3a: C1) 0.1020 –0.0042 –0.0431 0.0433 185.6 –2.242 
RSe-∗-SeR (3b: C1) 0.1021 –0.0046 –0.0432 0.0434 186.0 –2.268 
RSe-∗-SeR (3c: C1) 0.1023 –0.0046 –0.0435 0.0437 186.1 –2.269 
MeS-∗-SMe (4: C2) 0.1446 –0.0131 –0.0751 0.0763 189.9 –2.535 
MeSe-∗-SMe (5: C1) 0.1189 –0.0048 –0.0544 0.0547  185.0 –2.213 
MeSe-∗-SeMe (6: C2) 0.1036 –0.0050 –0.0445 0.0448 186.4 –2.291 

a The 6-311+G(3d) basis sets being employed for S and Se with the 6-311++G(d,p) basis sets for O, N, C and H at the DFT level of M06-2X. b RSH = R-
cysteine. c c∇2ρb(rc) = Hb(rc) – Vb(rc)/2 where c = ћ2/8m. d R = [(Hb(rc) – Vb(rc)/2)2 + Hb(rc)

2]1/2 (eqn (3)). e θ = 90º – tan–1[Hb(rc)/(Hb(rc) – Vb(rc)/2)] (eqn (4)). f k 

= Vb(rc)/Gb(rc) (eqn (7)). 

Table 3  Dynamic Nature of the E–E' Bonds in 1–6 with NIVa 

Speciesb νn
c n for νn kf

d θp
e κp

f 
 (cm–1)  (mdyn Å–1) (º) (au–1) 

RS-∗-SR (1a: C1) 511.3 20 2.060 197.5 0.75 
RS-∗-SR (1b: C1) 522.5 21 1.118 197.4 0.67 
RS-∗-SR (1c: C1) 506.8 20 1.947 197.5 0.69 
RS-∗-SeR (2a: C1) 414.4 18 0.551 188.0 0.34 
RS-∗-SeR (2b: C1) 423.6 19 1.896 188.4 0.33  
RS-∗-SeR (2c: C1) 414.7 19 1.440 188.2 0.40 
RSe-∗-SeR (3a: C1) 301.9 15 1.875 188.9 0.71 
RSe-∗-SeR (3b: C1) 308.0 16 0.174 189.3 0.77 
RSe-∗-SeR (3c: C1) 298.7 13 0.938 189.4 0.68 
MeS-∗-SMe (4: C2) 513.7 6 2.645 197.6 0.66 
MeS-∗-SeMe (5: C1) 419.7 6 2.072 188.6 0.38 
MeSe-∗-SeMe (6: C2) 307.7 6 2.730 189.1 0.77 

a The 6-311+G(3d) basis sets being employed for S and Se with the 6-311++G(d,p) basis sets for O, N, C and H at the DFT level of M062X. b RSH = R-
cysteine. c Frequency corresponding to the stretching mode of the E-∗-E' bond, where ∗ means the bond critical point in question. d Force constants correspond 
to νn. 

e θp = 90º – tan–1(dy/dx) where (x, y) = (Hb(rc)
 – Vb(rc)/2, Hb(rc)) (eqn (5)). f kp = d2y/dx2/[1 + (dy/dx)2]3/2 (eqn (6)). 
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Fig. 4  Plots of Hb(rc) versus Hb(rc) – Vb(rc)/2 for 1–6. (a) Whole picture and (b) 

magnified one around data of fully optimized structures for 2a–2c and 5. 

 

 

Scheme 3  Rough classification of Interactions by θ and θ. 

for 1–6. Table 3 summarizes the AIM parameters of the 

dynamic behavior evaluated for 1–6.  

 The behavior of E–E' in 1–6 is examined by comparing the 

(θ, θ, R) values with those of the standard ones. The standard 

values are roughly determined to classify the interactions in 

question, employing typical weak to strong interactions. 

Scheme 3 illustrates the standard values for the typical 

interactions. The results tell us that θ are larger than 180º for SS 

interactions, which correspond to Hb(rc) – Vb(rc)/2 < 0. The θ 

value will play an important role to discuss the characters of CS 

interactions with θ < 180º (Hb(rc) – Vb(rc)/2 > 0). While the 

character of interactions will be that of CT-TBP (trigonal 

bipyramidal adducts formed through charge-transfer) such as in 

Me2Se(-∗-Cl)2, if θ > 180º, it will be that of CT-MC 

(molecular complexes formed through CT) such as in Me2S-∗-

Br2, when θ < 180º, for example. The R values contribute to 

classify SS, further. Classical chemical bonds of SS are strong 

for R > 0.15 au but they would be weak when R < 0.15 au.26 

 The (θ/º, θ/º, R/au) values for S–S in 1a and 4 are (189.4, 

197.5, 0.072) and (189.9, 197.6, 0.076), respectively. While the 

values for S–Se in 2a and 5 are (184.4, 188.0, 0.053) and 

(185.0, 188.6, 0.055), respectively, those for Se–Se in 3a and 6 

are (185.6, 188.9, 0.043) and (186.4, 189.1, 0.045), 

respectively. The results show that all E–E' in 1–6 are classified 

as the weak covalent bonds, since θ > 180º with R < 0.15 au.26 

The nature of E–E’ in 1a–3a is predicted to be very close to 

that of 4–6, respectively. The strength of E–E' is reconfirmed in 

the order of Se–Se ≤ S–Se < S–S. All data of Se–Se, S–Se and 

S–S in 1–6 appear in the SS region. However, those of Se–Se 

and S–Se are closer to the regular CS region (θ ≈ 189º), 

relative to the case of S–S (θ ≈ 198º). Whereas R for 1a–3a 

are less than those of 4–6, respectively, the data for 1a–3a seem 

to appear at the opposite side of the origin in the plots. The 

discrepancies must be the reflection of the complex 

contributions from Gb(rc) and Vb(rc) to Hb(rc) and Hb(rc) – 

Vb(rc)/2 in E-E', according to eqns (1) and (2). It would be 

difficult to specify the reason for the characteristic behaviour in 

the plots, based on the data in Tables 2 and 3. 

 How are the E–E' bonds affected by the formation of HBs? 

The formation of intramolecular HBs stabilizes 1–3, relative to 

the conformers with no such interactions. The A–H---B angles 

are predicted to be around 130–150º for HBs in 1–3, which 

must be the reflection of the restricted HBs in 1–3. The results 

may suggest that the intramolecular HBs are formed under 

somewhat undesirable conditions (see Table 1). The HBs in 1–3 

must affect on the stability and the strength of E–E' in 1–3. The 

variation of φ(CEE'C) in 1–3, relative to the case of 4–6, must 

be another evidence for the restricted HBs (Table 1). The 

conformation also affect on the strength of E–E'. In the case of 

2, the S–Se bond becomes stronger in the order of 2c ≤ 2a < 2b, 

although very slightly (see Fig. 4b). The strength of S–Se seems 

almost independent of the stability in 2a–c, for example. 

Namely, such molecules are stabilized through the formation of 

HBs, but the E–E' bonds could be sacrificed and somewhat 

weakened by the distortion.  

 The nature of the E–E' bonds in 1–6 is well described with 

the dynamic nature of (θp, κp) and the static nature of (R, θ) by 

applying AIM-DFA. 
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Conclusion 

AIM-DFA is applied to the E–E' bonds (E, E' = S and Se) in R-

cystine (1) and the derivatives (2 and 3 for the S–Se and Se–Se 

derivatives, respectively), together with those of MeEE'Me (4–

6). The dynamic and static behavior is clarified for E–E' in 4–6 

by the application. The nature of E–E' in 1–6 is further 

examined by comparing the (θ, θ, R) values with those of the 

standard ones. The (θ/º, θ/º, R/au) values for S–S in 1a and 4 

are (189.4, 197.5, 0.072) and (189.9, 197.6, 0.076), 

respectively. While the values for S–Se in 2a and 5 are (184.4, 

188.0, 0.053) and (185.0, 188.6, 0.055), respectively, those for 

Se–Se in 3a and 6 are (185.6, 188.9, 0.043) and (186.4, 189.1, 

0.045), respectively. All E–E' in 1–6 are classified as the weak 

covalent bonds. The nature of E–E’ in 1a–3a is very close to 

that in 4–6, respectively. The strength of the bonds is predicted 

to be in the order of S–S > S–Se ≥ Se–Se. All data of E–E’ in 

1–6 appear in the SS region. However, those of Se–Se and S–

Se are closer to the regular CS region (θ ≈ 189º), relative to 

the case of S–S (θ ≈ 198º). The A–H---B angles in HBs of 1–3 

are predicted to be around 130–150º, which must be the 

reflection of the restricted HBs in 1–3. Indeed, 1–3 are 

stabilized by the formation of HBs, but the E–E' bonds could be 

sacrificed and somewhat weakened by the distortion. The 

nature of the E–E' bonds in 1–6 is well described by (θp, κp) of 

the dynamic nature and (R, θ) of the static nature obtained 

through AIM-DFA. 
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Graphical contents entry: 

AIM-DFA (atoms-in-molecules dual functional analysis) is applied to the E–E' bonds (E, E' = S and Se) in R-cystine 

(1) and the derivatives, together with MeEE'Me. The nature of E–E' is elucidated by the dynamic behaviour with 

(θp, κp) and the static behavior with (R, θ), through AIM-DFA. 
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