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Single-Molecule Interfacial Electron Transfer Dynamics of 

Porphyrin on TiO2 Nanoparticles: Dissecting Interfacial Electric 

Field and Electron Accepting State Density Dependent Dynamics  

Vishal Govind Rao, Bharat Dhital, H. Peter Lu*

Single-molecule photonstamping spectroscopy correlated with 

electrochemistry was used to dissect complex interfacial electron 

transfer (ET) dynamics by probing m-ZnTCPP molecule anchored to 

TiO2 NP surface while electrochemically controlling the 

energetically-accesible surface states of TiO2 NPs. Application of 

negative potential raises the electron density in TiO2 NPs, resulting 

in hinderred forward ET and enhanced backward ET due to the 

changes of the interfacial electric field and the occupancy of 

acceptor states. However, density of states plays a dominant role 

in dictating the interfacial ET dynamics.   

Interfacial electron transfer (ET) mechanism and dynamics at the 

nanoscale play a critical role in surface chemistry, catalysis, and 

solar energy conversion, involving significant spatial and temporal 

complexity and inhomegeneity.1-10 Hence understanding the 

underlying rate processes and mechanisms that govern the 

interfacial ET is imperative. Structure-function studies of different 

dye-semiconductor systems show that the efficiency of electron 

injection is guided by the effective electronic and vibronic coupling 

between dye molecule and semiconductor as well as the free 

energy driving force associated with the energetic positions of both 

excited dye molecule and semiconductor conduction band.8-16 

Therefore, tuning relative energetics of the dye excited state 

relative to the TiO2 accepting states can provide an appropriate 

control over interfacial ET dynamics, revealing the mechanistic 

details of the interfacial charge transfer rate process.11-16 For a 

system consisting of dye molecules adsorbed on semiconductor 

nanoparticle (NP) surface, the driving force can be altered by 

changing the semiconductor Fermi level through an application of 

potential across semiconductor surface while keeping the 

energetics of the dye molecule surface binding state constant.11-15 

Studying the interfacial ET dynamics of one molecule at a time in a 

specific nanoscale local environment, can be highly informative 

about the underlying processes.  For such investigations, single- 

molecule spectroscopy is particularly powerful in resolving    

 

Fig. 1 (A) Schematic representation of experimental setup for 

spectroelectrochemistry correlated with photon-stamping spectroscopy. 

(B) Single-molecule confocal fluorescence images of m-ZnTCPP on TiO2 NPs-

coated ITO surface with -0.60 V applied potential (10 µm x 10 µm). (C) 

Typical experimental photon-stamping trajectories for a particular time 

window (in red) of single-molecule fluorescence intensity trajectory.

 

spatiotemporal heterogeneity.2,17-20 Although single-molecule 

spectroscopy has ushered in a new era of experimental 

methodology, it remains challenging to correlate the observed 

intermittency of interfacial ET dynamics to the fundamental 

physical properties, such as the driving force, surface state density, 

and electronic coupling, based on single-molecule fluorescence 

spectroscopic measurements alone.21-24 

Here we report a correlated single-molecule 

spectroelectrochemistry approach (Figure 1)25-27 to study the effect 

of applied electric potential to the interfacial ET dynamics of Zn(II)-

5,10,15,20-tetra (3-carboxyphenyl) porphyrin (m-ZnTCPP) molecule 

anchored to TiO2 NP surface in aqueous electrolyte solution. We 

used single-molecule fluorescence microscopic imaging to obtain 

single-molecule images of m-ZnTCPP (Figure 1B). The bright spot of 

the image is attributed to a molecular fluorescence of a single m-

ZnTCPP molecule demonstrating the surface stabilization28-30 of m- 

ZnTCPP surface-bound to TiO2 NPs.   

Figure 2A, 2B, and 2C show the typical single-molecule fluorescence 

intensity trajectories of m-ZnTCPP at different applied potential 

across the dye-TiO2 interface. At any fixed potential, the blinking 

behaviour of each single molecule is significantly different from 
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others. However, for majority of the molecules the blinking pattern 

is dominated by dark states in case of zero and positive applied 

potential (Figure 2A and 2C), whereas in case of negative applied 

potential we observed a quasi-continuous (intensity trajectory with 

no distinct bright and dark states) distribution of fluorescence 

intensities (Figure 2B). The observed single-molecule fluorescence 

time trajectories have the characteristic blinking between bright 

and dark states in absence of applied potential (Figure 2A), which is 

associated with temporal fluctuation or dynamic disorder of 

interfacial ET dynamics.
2,18,20

 To explain how the applied potential 

significantly alters the blinking behavior of the molecules, we need 

to examine the underlying processes that contribute to blinking. 

The uniqueness of single-molecule photonstamping spectroscopy 

lies in the fact that for each photoexcitation, if the excited state of 

the dye molecule involves an ultrafast forward electron transfer 

(FET) process reaching a charge-separation state of a oxidized dye 

and an excess electron in TiO2, then the dye molecule will not emit 

a photon through an S1 to S0 radiative transition (Figure 3). The 

oxidized dye is mostly nonfluorescent, and the dye molecule can 

only emit another photon when a backward electron transfer (BET) 

occurs reducing the oxidized dye back to a ground state, S0. 

Therefore, a close look of single-molecule fluorescence intensity 

trajectories can provide information about FET and BET dynamics. 

For each photoexcitation, the excited state of the single-molecule 

either undergoes radiative emission to yield an emission photon 

that contributes to a bright state or undergoes a nonradiative 

interfacial ET process that contributes to the dark state. The 

occurrence of the dark and bright states is ultimately determined by 

the dominance of radiative or the nonradiative interfacial ET rate 

process, which further depends on the other ET rate regulating 

parameters, such as the electronic and vibrational coupling 

between the molecule and the substrate.2,8-16,18,20,31,32 Following an 

interfacial ET to TiO2, the injected electrons go through charge 

trapping, detrapping, and electron Brownian and non-Brownian 

diffusion before mostly recombining with parent oxidized dye, the 

BET.2,8,11,13,15 Surface traps play an important role in dynamics of 

injected electrons in TiO2. Therefore, a fundamental understanding 

of the surface states, such as their nanoscale distribution and 

involved charge transfer coupling, is crucial to the improvement of 

the photoelectrical performance of semiconductor 

materials.8,11,13,15,22 Previously, a near-field scanning microscopic 

imaging analysis of surface states on a TiO2 (110) surface was 

demonstrated and reported.22a We have shown that for a molecule 

adsorbed on the semiconductor surface, the surface state charge-

transfer pathways are primarily affected by the density and energy 

distributions of the surface states.22a 

The BET rate depends on the time spent by an excess electron on 

TiO2 NPs, which further depends on the distribution of excess 

electron trap states within the NPs. Consequently, the BET rate 

typically influence the blinking behavior of the single-molecules 

anchored to TiO2 NPs. The BET process, i.e., the excess electron and 

oxidized dye recombination, has been reported to occur in the 

range of picoseconds (ps) to several milliseconds (ms) under various 

cross interfacial electric bias conditions.
11-14,33,34

 Therefore, 

considering the nanosecond radiative relaxation lifetime of the 

excited state of m-ZnTCPP and the picoseconds to milliseconds 

timescale of BET, we attribute that fluorescence fluctuation  

 

Fig. 2 Single-molecule fluorescence intensity trajectories of m-ZnTCPP on 

TiO2 NPs-coated ITO surface in presence of 0.1 M NaCl aqueous electrolyte 

with (A) 0.00 V, (B) -0.60 V, and (C) +0.60 V applied potential. (D) Series of 

single-molecule fluorescence decays with different applied potentials. 

dynamics strongly depends on BET rate. If the BET time is in the 

order of ms-μs, longer than ns radiative relaxation time of the 

excited state of a dye molecules, then the dye molecule will be 

expected to spend more time in a given charge state M/M
+
 (M = m-

ZnTCPP). This leads to slow switching between M and M
+
 within the 

bin time, resulting in distinct bright and dark states. On the other 

hand, if the BET time is of the order of ns-ps, faster than the ns 

radiative relaxation time, then the dye molecule will be expected to 

spend less time in a given charge state M/M
+
 leading to fast 

switching between M and M
+
 within the bin time, which results in a 

quasi-continuous distribution of fluorescence intensities.  

The preceding discussion attests to the fact that the observed 

quasi-continuous distribution of fluorescence intensities at applied 

negative potential (Figure 2B) can be attributed to either (i) absence 

of FET at applied negative potential or (ii) fast BET rate. Literature 

reports suggest that the decrease in FET rate with applied negative 

potential is minimal (5-25 times) compared to the enhancement in 

BET rate (10
3
-10

8
 times).

11-14
 For TiO2 NPs the BET rate was found to 

be in the rage of milliseconds to microseconds at positive or zero 

applied potential, whereas a dramatic increase in recombination 

rate (in the rage of nanoseconds to picoseconds) has been reported 

at negative potential.
11-14

 Hence here the substantial increment in 

BET rate is deemed to be the determining factor for the observed 

change in blinking pattern. This behavior can be further explained 

by considering the modulation of Fermi level of TiO2 NP as well as 

the changed electron occupancy in TiO2 conduction band (CB) and 

energetically accessible surface traps states under the applied 

electric bias (Figure 3). Several previous reports have indicated the 

existence of a high density of sub-bandgap or trap states lying 

below the CB of TiO2 NPs, which results in an exponential tail to the 

CB density of states.
2,8,10,12-15,22

 With the application of negative 

potential, the Fermi level approaches or exceeds the potential of CB 

acceptor states/trap states, which results in occupancy of these 

states (Figure 3).
8,10,12-15

 Higher occupancy of CB acceptor 

states/trap states as well as increased electron density supports a 

higher BET rate.
8,12-15,35,36

 However, applied positive bias does not   
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Fig. 3 Schematic illustration of the effect of applied negative bias on the TiO2 

sub-bandgap or trap states. DOS, density of states; and VB, valence band. 

The applied negative potential raises the TiO2 Fermi level, which leads to 

occupancy of CB electron acceptor states. Green areas denote electron 

acceptor states unavailable for ET from m-ZnTCPP excited state.

affect the density of electron accepting states of TiO2 NPs and has 

no effect on BET rate and blinking behavior (Figure 2).
12-15

 Plausibly, 

the higher BET rate can be assigned to the observed quasi-

continuous distribution of fluorescence intensities of m-ZnTCPP. 

The dependence of BET rate upon applied bias has already been 

reported and modelled as a random walk between an exponential 

energetic distribution of trap sites.
37,38

 This random walk model was 

also suggested by our earlier single-molecule interfacial ET 

dynamics studies with p-ZnTCPP and m-ZnTCPP along with other 

literature reports.
18,20,39,40

 We have shown power-law distribution 

of dark times, related to geminate recombination dynamics, 

dominant by Lévy statistics.
18,20,41

 The combination of our findings 

partially reveals the role of trap sites on interfacial ET dynamics. 

This, by far, is the first report of an indirect evidence of BET rate at 

single molecule level. 

To further dissect the complex interfacial electron transfer 

dynamics, we have studied the effect of driving force on FET and 

hence on the lifetime of m-ZnTCPP. The increase in the lifetime of 

m-ZnTCPP molecule anchored to TiO2 NP surface with applied 

negative potential (Figure 2D) indicates decrease in ET efficiency. 

Figure 4A shows single-molecule fluorescence lifetime distributions 

of m-ZnTCPP molecules at different applied potential. The lifetime 

distribution from 0.7 ns to 1.4 ns with 0.00 V applied potential 

clearly demonstrates the individuality of each molecule in a specific 

environment associated with the inhomogeneous surface state 

distribution of m-ZnTCPP molecules on rough TiO2 NP surface. The 

shift towards longer lifetime indicates retardation of FET rate with 

applied negative potential. This retardation can be assigned to (i) an 

increase in electron density within the TiO2 CB (Figure 4B), which 

reduces the density of unoccupied states available for electron 

injection and (ii) decrease of the FET free energy driving force 

(Figure 3).
12-15

 Nevertheless, compared to eight order of magnitude 

change of BET rate the FET rate changes only by one order of 

magnitude.
11-14 

The Fermi level of TiO2 with applied negative 

potential (in our working range) lies within the Schottky barrier, and 

only states near the band edge are filled (Figure 3).
4c,36

 So most 

electron accepting states of TiO2 CB with applied negative potential 

remain unoccupied and the density of accepting states for ET from 

excited m-ZnTCPP molecule should not be significantly smaller than 

m-ZnTCPP on TiO2 NPs.    

It should be noted that our measurements only consider those 

molecules which are visible in single-molecule confocal  

 
Fig. 4 Fluorescence lifetime distributions of m-ZnTCPP on TiO2 NPs-coated 

ITO surface in presence of 0.1 M NaCl aqueous electrolyte with +0.60 V, 0.00 

V and -0.60 V applied potential. (B) Schematic depiction of interfacial ET in 

absence and presence of applied electric bias. In absence of electric bias the 

efficiency of photoinduced ET is high (indicated by large arrow), whereas the 

application of negative potential raises the electron density in TiO2 NPs, 

leading to decrease in the efficiency of ET (indicated by small arrow).

fluorescence images. The visibility of single molecules suggests that 

the FET time fluctuates in a wide time scale from femtoseconds to 

nanoseconds or even slower. The lifetime variation range with 

applied potential also indicates presence of a time component 

having nanosecond fluctuation of FET. Had the time scale of the FET 

been solely in the femtosecond to picosecond range, the excited 

state radiative emission efficiency would have been as low as 10
-3

 

to 10
-6

 and the single molecules would essentially be undetectable 

by photon detection. This highly inhomogeneous interfacial 

electron transfer processes are well supported by ensemble-

averaged time-resolved data in the literature.
42

  

Even though the change in blinking pattern as well as the lifetime 

distributions of single m-ZnTCPP molecules demonstrates the 

correlation between the applied electric potential across TiO2/ITO 

electrode and the kinetics of interfacial ET dynamics, it is desirable 

to investigate perticular single molecules in identical conditions. To 

illustrate this we monitored fluorescence intensity trajectories and 

fluorescence lifetime of m-ZnTCPP molecules anchored to TiO2 NPs 

surfaces modulated by cyclic voltammetric (CV) potential scanning 

(Figure 5). The fluorescence intensity level increases and decreases 

with ramping down (scanning from +0.6 V to -0.6 V) and ramping up 

(scanning from -0.6 V to +0.6 V) the voltage, respectively. The 

higher fluorescence intensity with applied -0.6 V potential than +0.6 

V demonstrates less fluorescence quenching due to reduced 

interfacial electron transfer at -0.6 V potential. The lifetime for the 

two regions of Figure 5A, marked in red and blue were derived 

using photon stamping spectroscopy. The lifetime obtained for red 

region (1.0 ns) is higher than the blue region (0.8 ns), which again 

reflects decrease in ET efficiency at negative potential. However, 

the small change in lifetime is well supported by literatures reports 

showing minimal effect of applied bias on FET rate.
11-14

  

In conclusion we can control the blinking behavior of single-

molecule anchored to TiO2 NPs with applied electric potential by 

effectively tuning electron density inside the TiO2 NPs. The applied 

negative potential causes (i) decrease in charge injection efficiency 

resulting in higher excited state lifetime of m-ZnTCPP and ii) 

increase in BET rate following charge injection resulting in quasi-

continuous intensity variation. However, the applied positive bias 

has essentially no effect on blinking behavior and lifetime, which  
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Fig. 5 Single-molecule spectroelectrochemistry of m-ZnTCPP on TiO2 NPs-

coated ITO surface in presence of 0.1 M NaCl aqueous electrolyte: (A) single-

molecule fluorescence intensity trajectory obtained during the CV scanning. 

(B) Potential vs. time plot of the CV scan. (C), (D) fluorescence decays 

derived from different time window of the trajectory shown in (A). 

indicates that density of states plays a dominant role in dictating 

the changes in rates of charge transfer in our system. This is further 

supported by the preliminary results of our ongoing study on the 

role of density of accepting state in semiconductors that have 

similar density of states but large difference in driving force. Our 

single molecule spectroelectrochemical study provides novel 

insights in determining the nature of semiconductor energy states 

that participate in interfacial ET.   

      This work is supported by the Office of Basic Energy Sciences 

within the Office of Science of the U.S. Department of Energy (DOE).   
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