
This is an Accepted Manuscript, which has been through the 
Royal Society of Chemistry peer review process and has been 
accepted for publication.

Accepted Manuscripts are published online shortly after 
acceptance, before technical editing, formatting and proof reading. 
Using this free service, authors can make their results available 
to the community, in citable form, before we publish the edited 
article. We will replace this Accepted Manuscript with the edited 
and formatted Advance Article as soon as it is available.

You can find more information about Accepted Manuscripts in the 
Information for Authors.

Please note that technical editing may introduce minor changes 
to the text and/or graphics, which may alter content. The journal’s 
standard Terms & Conditions and the Ethical guidelines still 
apply. In no event shall the Royal Society of Chemistry be held 
responsible for any errors or omissions in this Accepted Manuscript 
or any consequences arising from the use of any information it 
contains. 

Accepted Manuscript

ChemComm

www.rsc.org/chemcomm

http://www.rsc.org/Publishing/Journals/guidelines/AuthorGuidelines/JournalPolicy/accepted_manuscripts.asp
http://www.rsc.org/help/termsconditions.asp
http://www.rsc.org/publishing/journals/guidelines/


Curly arrows meet electron density transfers in chemical reac-

tion mechanisms: from Electron Localization Function (ELF)

analysis to valence-shell electron-pair repulsion (VSEPR) inspired

interpretation†

Juan Andrésa, Sławomir Berskib and Bernard Silvi,∗c

Received 27th November 2015, Accepted Xth XXXXXXXXX 201X

First published on the web Xth XXXXXXXXXX 201X

DOI: 10.1039/b000000x

Probing the electron density transfers during a chemical reaction can provide important insights, making possible to understand

and control chemical reactions. This aim has required extensions of the relationships between the traditional chemical concepts

and the quantum mechanical ones. The present work examines the detailed chemical insights that have been generated through

100 years of work worldwide on G. N. Lewis’s ground breaking paper on The Atom and the Molecule ( Lewis, G. N. The Atom

and the Molecule. J. Am. Chem. Soc. 1916, 38, 762−785), with a focus on how the determination of reaction mechanisms

can be reached applying the bonding evolution theory (BET), emphasizing how curly arrows meet electron density transfers in

chemical reaction mechanisms and how the Lewis structure can be recovered. BET that combines the topological analysis of

the electron localization function (ELF) and Thom´s catastrophe theory (CT) provides a powerful tool providing insight into

molecular mechanisms of chemical rearrangements. In agreement with physical laws and quantum theoretical insights, BET

can be considered as an appropriate tool to tackle chemical reactivity with a wide range of possible applications. Likewise,

the present approach retrieves the classical curly arrows used to describe the rearrangements of chemical bonds for a given

reaction mechanism, providing detailed physical grounds for this type of representation. The ideas underlying the valence-shell-

electron pair-repulsion (VSEPR) model applied to non-equilibrium geometries provide simple chemical explanations of density

transfers. For a given geometry around a central atom, the arrangement of the electronic domain may comply or not with the

VSEPR rules according with the valence shell population of the considered atom. A deformation yields arrangements which are

either VSEPR defective (at least a domain is missing to match the VSEPR arrangement corresponding to the geometry of the

ligands), VSEPR compliant or pseudo VSEPR when the position of bonding and non-bonding domains are interchanged. VSEPR

defective arrangements increase the electrophilic character of the site whereas the VSEPR compliant arrangements anticipate the

formation of a new covalent bond. The frequencies of the normal modes which account for the reaction coordinate provide

additional information on the succession of the density transfers. This simple model is shown to yield results in very good

agreement with those obtained by BET.

1 Curly arrows in chemistry

Among the legacy of C. K. Ingold is the development of the

electronic theory of organic reactions in which the concept

of electron displacement plays an important role in the ex-

planation of reactivity and mechanisms1–4. This theory is

based on the models of electronic structure of Lewis5, Lang-

muir6–8 and Thomson9,10. Ingold considered two kinds of

a Address,Departament de Ciències Experimentals Universitat Jaume I,

12080 Castelló, Spain,
b Address, Faculty of Chemistry, University of Wrocław, Poland,
c Address, Sorbonne Universités, UPMC, Univ Paris 06, UMR 7616, Lab-
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electron displacements: the inductive effect, represented by

an arrowed bond symbol (→), in which the electron pair re-

mains bounded in its original octet and the mesomeric effect,

denoted by the curved (curly) arrow symbol (y), character-

ized by the substitution of one duplet for another in the same

atomic octet1,2. Whereas the inductive effect is considered

by Ingold to account for permanent molecular states, the me-

someric effect can be associated either with a permanent state

or with an activation phenomenon. The curly arrow symbol

has been introduced independently by Lapworth11 who recon-

sidered Thiele’s concept of partial valence and by Kermack

and Robinson12 to explain induced polarity and conjugation

effects. The curly arrow of Kermack and Robinson repre-

sented the displacement of a single electron instead of that
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of an electron pair, such as in Ingold’s papers,4 which be-

came the convention universally adopted. The transfer of a

single electron is now represented by the curved fish-hook ar-

row introduced by Budzikiewicz et al13. The use of curly ar-

row pushing has been extended to the formation/dissociation

of bonds in chemical reactions.

The curly arrow pushing remains fundamental in organic

chemistry. It is an essential tool in education which enables

explanatory representations of bond cleavages and bond for-

mations occurring during a chemical reaction. It is part of

the core chemical language14,15 as testified by many classical

textbooks16–20. From an epistemological viewpoint it belongs

to the causal account of explanation21 which traces the causal

processes and interactions leading to the event, here the elec-

tron transfers which explain the conversion of the reactants

into products.

Lewis introduced empirical rules which are still one of the

foundations of chemistry today. In practice, chemists think

in terms of bonds and electron pairs. The interpretation of

reaction mechanisms of organic reactions in terms of curly ar-

rows22–25 is based on the chemical structures similar to those

introduced by Lewis (and thus still called Lewis structures)

in which Lewis´s electron pairs are associated to individual

chemical bonds and they have a particular meaning. In prac-

tice, a bond line representation is used for canonical struc-

tures whereas full line curly arrows show the transfer of elec-

tron pairs accompanying the breaking of bonds and the for-

mation of new bonds. Rather than the displacement of elec-

tron pairs the curly arrows show the re-localization of bonds.

The tails and heads of the curly arrow indicate chemical bonds

that are weakened and strengthened due to loss or gain of va-

lence electron density during the reaction, respectively. Arrow

pushing is determined by Occam’s razor principle in order to

connect the canonical structures of the reactants and the prod-

ucts without considering the evolution of the geometry of the

nuclei. This representation appears to be a consequence of

the chemical intuition because there is no experimental sup-

port for these curly arrows. An enlightening discussion can be

found in Henry Rzepa’s blog26.

Chemists frequently use concepts lacking a clear physical

basis that might appear to be arbitrary and vaguely defined27.

An example of this is the concept of reaction mechanisms. In

chemical reactivity, a reaction mechanism is understood as a

sequence of elementary steps by which the overall chemical

change occurs. It describes in details what takes place at each

stage of the chemical transformation, i.e. the way in which

chemical events take place such as the along the progress of

a chemical reaction, for instance bond cleavage and formation

processes, electron pair rearrangements, transformation of for-

mally double to simple bonds or vice versa, etc. . . . From the

perspective of quantum mechanics, the difficulty stems on the

fact that a proper description of chemical bond can be rooted

on a physically observable property. No quantum mechanical

“bond operator” exists that would provide a conventional ex-

pectation value. The complexity of the electronic structure in

the transient regime of emerging or breaking chemical bonds

cannot be unambiguously defined in pure quantum theory, and

hampers our understanding of how atoms or molecules bind at

a most fundamental level. Reaction mechanisms are rather

mental representations of an unreachable reality belonging to

the level of understanding of chemistry, a level different from

that of physics. Chemists consider molecules as consisting of

atoms, physicists as systems of interacting electrons and nu-

clei.

2 Electron density transfers in reaction mecha-

nisms

Quantum chemistry has been extremely useful and successful

for the theoretical analysis of chemical reactions and chem-

ical reactivity. It provided explanatory and predictive mod-

els which determine the general descriptive scheme of chem-

ical structures and the fundamental aspects of reactivity. The

frontier orbital theory28 and the orbital symmetry rules of

Woodward and Hoffman29 are paradigmatic examples of the

possibilities of quantum chemistry within the Molecular Or-

bital (MO) theory. In this sense, MOs allows define a chem-

ical bond, assigned to a pair of electrons shared by two or

more nuclei, as put forward by Lewis5. Further, in the Va-

lence Bond (VB) theory account developed by Pauling30–33

the superposition of resonant Lewis structures represents the

chemical bonds by localized electron pairs, providing inter-

pretations on the very nature of bonds, the structure of the

molecules, and even of their reactivity34,35. In fact, Pauling in

his classic paper on the electron pair bond noted that VB the-

ory is the mathematical foundation for Lewis’ ideas about the

electronic structure of molecules5,36. The Conceptual Den-

sity Functional (CDF) theory pioneered by R. G. Parr37,38 is

at the origin of very useful reactivity descriptors39 whereas

a general model for transition states proposed by Shaik40 is

currently successfully applied to many areas of chemical re-

activity34. The attempts made so far to extract the flow and

electron transfer processes along the reaction pathway asso-

ciated to a chemical reaction from quantum chemical calcu-

lations are based either on wave function-based and orbital-

based methods or on the topology of scalar fields associated

to the electron density distributions. The former methods rely

by construction on the choice of the expansion technique used

to calculate the approximate wave function whereas the topo-

logical approach is, in its principles, free of arbitrariness. The

localized orbital centroid evolution technique of Leroy et al41,

the intrinsic bond orbitals transformations42 and the valence

bond approaches used by Karadakov43 and by Harcourt44 be-
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long to the former group. The molecular electrostatic potential

(MESP) topography approach of Balanarayan et al45 is very

attractive although the correspondences between the evolution

of the MESP and the charge density transfers are stated rather

than rigorously established. One step further is based on the

idea that the existence of a chemical bond must be related to

some observable; in other words, chemical bonding must have

an effect on measurable properties of the system. The electron

density, ρ(r) is certainly the best choice because it is a local

function defined within the exact many body theory which can

also be extracted from experimental data. ρ(r) can be calcu-

lated by means of first principles methods, e.g., density func-

tional theory, while the total charge density can also be mea-

sured via x-ray diffraction techniques, and the spin-polarized

charge density can be determined using spin-polarized neutron

diffraction. From a quantum perspective, the importance of

ρ(r), as a fundamental property of an electronic system con-

taining all information of physical relevance, is highlighted by

the Hohenberg-Kohn theorem46, i.e. all ground state proper-

ties depend on the charge density. It seems appropriate to seek

relationships between the structure of ρ(r), changes to that

structure, and corresponding changes to properties.

Therefore, in the deeper study of chemical reactivity, we

want to identify how electron density transfers occur as a

function of reaction progress. In doing so, we can provide

a connection between the ρ(r) distribution and the chemical

reactivity. The density distribution ρ(r) of a molecule con-

tains information not only on the atomic structure and elec-

tronic properties but also on the nature of the chemical bonds

that lead ultimately to chemical reactivity. Recently, Stalke47

has provided an introduction to the basics of ρ(r) investiga-

tions from a theoretical point of view, while Chopra48 has

emphasized the advances in understanding of chemical bond-

ing from experimental and theoretical charge density analy-

sis. The name of quantum chemical topology49,50 has been

introduced to embrace all topological investigations of three-

dimensional scalar fields51–58 to rationalize the chemical bond

and further understanding of the chemical reactivity59–67. A

number of excellent works in the subject have been published

to remark the importance of charge density analysis applied to

chemical and biological systems and solids47,48,56,68–74.

Probing the electron density distribution during a chemical

reaction can provide important insights, but this aim has re-

quired extension of the relationships between the traditional

chemical concepts and the quantum mechanical ones. In this

context, the catastrophe theory has been used to study the evo-

lution along a reaction path of the topologies of the electron

density75,76, the laplacian of the electron density773 and of the

electron localization function (ELF)78, i.e. bonding evolution

theory (BET)78. BET analysis shows a connection between

quantum mechanics and bond making/forming processes, and

is capable to quantify the transfers of electron density and

thus to deduce the accompanying electron flow. In particular,

BET retrieves the classical curly arrows used to describe the

rearrangements of chemical bonds for a given reaction mecha-

nism, providing detailed physical grounds for this type of rep-

resentation79–83.

A successive detection of the electron density changes

along a chemical reaction, in which a continuous redistribu-

tion of ρ(r) proceeds, can provide valuable information on the

interconnection of the structure of the charge density distribu-

tion and the nuclear geometry. This paper, as a tribute to the

centenary of the publication of G. N. Lewis’ ground break-

ing paper on The Atom and the Molecule5, presents a short

review of determination of reaction mechanisms by the BET

procedure with the goal to reconcile how curly arrows meet

electron density transfers in chemical reaction mechanisms.

Thus, questions such as how could the electronic density trans-

fer processes proceed along the reaction path, i.e. how is

the electronic density flow, in which direction, and how and

where the chemical events take place along the reaction path-

way may be answered. This combined method that we use

herein has been described in much detail previously.62,78,81,82

It is shown that they can often be predicted by simple chem-

ical rules considering the nuclear geometries along a reaction

pathway which are inspired of the Valence Shell Electron Pair

Repulsion (VSEPR) model84–86.

3 A sketch of the ELF analysis and of its appli-

cation to chemical reactions.

The essential assumption of the Lewis’s model is that it is pos-

sible to identify groups of electrons spatially distributed in an

atom or a molecule. Different techniques can be used in order

to check the falsifiability of this hypothesis. A first group of

methods aims to determine the regions of space which max-

imize the probability of finding a given number of electrons.

In the loge theory87–89 the space is divided in connected non

overlapping volumes within which the probability Pν of find-

ing ν and only ν electrons of given spins is evaluated. The

difficulty of finding the loge boundaries has hampered the de-

velopment of this method. The efficient recurrence formula

derived by Cancès et al90 for single determinental wave func-

tions has been used to optimize the shape of maximum prob-

ability domains (MPDs) which are allowed to overlap. The

method has been applied to linear molecules91 and other sim-

ple systems92–99 and solids100. For ν = 2, the MPDs can be

associated to cores, bonds and lone pairs when the investi-

gated system is well described by a single Lewis structure.

However, the MPDs are not necessarily unique. The method

may yield different solutions depending of the initial guess,

for example in the FHF– complex two symmetry related over-

lapping domains containing the proton correspond to the two
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F−H bonds. The overlap of these domains is interpreted as

being due to the resonance of the [F−H + F– ] and [F– +HF]

structures.

Another approach intends to determine space-filling non

overlapping regions, say ΩA, within which the fluctuation of

the population of ΩA, i. e. integrated density over ΩA,

N̄(ΩA) =
∫

ΩA

ρ(r)dr

In other words for each region we seek the boundaries for

which the variance of ΩA) is minimal. The variance can

be expressed as the expectation value of the variance opera-

tor101,102, which yields a rather simple expression in terms of

the integrals of the one-electron density ρ(r) and pair density

Π(r,r′) over ΩA:

σ2(N̄(ΩA) =
∫

ΩA

∫

ΩA

Π(r,r′)drdr′− N̄2(ΩA)+ N̄(ΩA) (1)

It follows from eq. 1 that σ2(N̄(ΩA) = 0 is satisfied for whole

systems, perfectly localized opposite spin electron pairs or sin-

gle electrons. The minimization of the variance with respect

to the domain volumes implies that the variational equation

δσ2(N̄(Ω))

δV (Ω)
= 0 (2)

should be satisfied. This equation can be written in terms of a

surface integral

δσ2(N̄(Ω)

δV (Ω)
=

∮

S(Ω)

n ·∇η(r)ds = 0 (3)

in which η(r) is a scalar function for which the bounding sur-

face S(Ω) is a zero flux surface. The determination of η(r)
from the expression of σ2(N̄(Ω)) is hampered by the fact that

it involves a six dimensional integral103. Paul W. Ayers has

introduced the local covariance measure function to minimize

the Frobenius norm of the covariance matrix of the domain

populations104. This function can be approximated by the ker-

nel of the electron localization function (ELF) of Becke ans

Edgecombe.105 This statement is supported by calculations on

atoms103,106 which show that the shell boundaries calculated

by ELF and by the minimization of the variance of the shell

populations almost coincide. In molecules, small variations of

the basins bounding surfaces off their ELF position increases

the variance of the population. The MPDs and the ELF basins

are often close one another, except when the MPD approach

former approach yields different solutions corresponding to

resonant forms92,107 which are averaged in the ELF partition.

The ELF partition is carried out in the framework of the

dynamical system theory108 and yields basins of attractors

which “correspond to the qualitative electron pair domains

of the VSEPR model and have the same geometry as the

VSEPR domains”109 and therefore match the Lewis’s picture

of the bonding. The core basins are labeled as C(A) where

A is the atomic symbol of the element. They surround nu-

clei with atomic charge Z > 2. The valence basins, which

correspond to bonds and lone pairs, are characterized by their

synaptic order which is the number of atomic valence shell

to which they belong110. There are therefore monosynap-

tic basins V(A) for lone pairs, disynaptic V(A,B) for two-

center bonds and higher polysynaptic basins, V(A, B, C,. . . )

for multicenter bonds. In practice the Born-Oppenheimer ap-

proximation is assumed and, therefore, the ELF gradient field

depends on the nuclear coordinates which forms the control

parameters space and its topology is expressed by its criti-

cal points (i. e. the points for which ∇ELF(rc) = 0.) and

their connectivity. The set of points of the control parame-

ter space preserving a given topology is called structural sta-

bility domain. Along a reaction pathway, a classical trajec-

tory of the nuclei defined by the intrinsic reaction coordinate

(IRC)111–115, the system visits the different stability domains

which link the structure of the reactants to that of the prod-

uct. The transitions between successive structural stability do-

mains occurs at turning points of the control parameter space

are described in terms of bifurcation catastrophes in the sense

of René Thom116. The process of the creation-annihilation

of electronic domains depicted by ELF has been formalized in

the Bonding Evolution Theory (BET) of Krokidis et al78. This

method has been widely applied to investigate many chem-

ical reactions such as proton transfers117–119, electron trans-

fers120, hydrogen transfers121,oxygen transfers122, isomeriza-

tions79,123–129, reactions of metals and metal oxides with or-

ganic and inorganic molecules130–138 cycloadditions62,139–147

nucleophilic substitution148 phase transition in solids149,150

4 How BET procedure reveals electron density

transfers

The objective of this study is to characterize the reaction

mechanism of chemical reaction through the identification and

characterization of the chemical events that drive the reaction

by using BET procedure. Chemical events are bond break-

ing /forming processes, the weakening or strengthening of a

chemical bond, the rearrangements or formation/ disappear-

ance of electron pairs, etc. . . BET analysis shows a connec-

tion between quantum mechanics, bond making/forming pro-

cess and is capable to quantify the transfers of electron density

and therefore to deduce the accompanying electron flows and

present approach retrieves the classical curly arrows used to

describe the rearrangements of chemical bonds for a given re-

action mechanisms, providing detailed physical grounds for
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this type of representation. The first step is the determination

of the intrinsic reaction coordinate (IRC) to connect the sta-

tionary points on the potential energy surface (reactants, pos-

sible intermediates, transition states, and products). At each

point of the IRC a full ELF analysis is carried out which yields

the different basins and their populations. The turning points

between successive SSDs are localized as they correspond to

changes in the number of basins or in their nature. The graph

of the basin population along the IRC enables further to iden-

tify the electron density transfers, i.e.the density flows. The

capability of this method is exemplified in the cyclization of

buta-1,3-diene.

The “cis” buta-1,3-diene is in fact a gauche conformer of

C4H6, as shown by Chattaraj et al.151 It is not planar and has

a C2 symmetry. This implies that the reaction mechanism this

electrocyclic rearrangement must preserve the C2 symmetry

which implies a conrotatory pathway. The energy profile for

the cyclization of buta-1,3-diene along the IRC is displayed

in figure 1 The first structural stability domain (SSD-I) cor-
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Fig. 1 Energy profile of the cyclization of 1,3 butadiene along the

IRC pathway. The vertical lines materialize the structural stability

domains boundaries

responds to the canonical structure of 1,3 butadiene with one

basin V(C2,C3) accounting for the single bond and two pair

of basins V1(C1,C2), V2(C1,C2) and V1(C3,C4), V2(C3,C4).

At the first turning point, each pair merges into a single basin.

The main nuclear geometry change is the lengthening of the

C1-C2 and C3-C4 bonds coupled with the shortening of the

C2-C3 bond, a nuclear motion accounted for by the A stretch-

ing mode calculated at c. a. 1700 cm−1. Along the IRC path-

way belonging to SSD-II, the two CH2 groups symmetrically

rotate of about 40◦ around the C1-C2 and C3-C4 bonds which

correspond to the A twisting mode at c. a. 750 1700 cm−1.

Just before the transition state, the system evolves to SSD-III

where two monosynaptic basins V(C1) and V(C4) appear at

the top of the C1 and C4 atoms correlated with the symmetric

wagging of the methylene groups. The next event splits the at-

tractor of the inner C-C bond to yield a double bond. Finally,

V(C1) and V(C4) merge into V(C1,C4) achieving the closure

of the cycle. The evolution of the basin populations presented

in figure 2 enable to understand the electron density transfers.

The overall charge transfer from V(C1,C2) and V(C3,C4) to-

V(C2,C3)

V(C1,C2)

V(C1)

V(C1,C4)
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Fig. 2 Basin populations along the IRC pathway. The populations

of the double bond basins V1(C1,C2), V2(C1,C2) in SSD-I and of

V1(C1,C4), V2(C1,C4) in SSD-IV and SSD-V have been added.

The vertical lines materialize the structural stability domains

boundaries. Atom are numbered according to IUPAC conventions

wards V(C2,C3) is 1.37 e−, i.e. 0.68 e− from each double

bond, wheras the population of the V(C1,C4) basin amounts

1.76 e− in cyclobutene implying to partial transfers of 0.88

e−. Rounding to the nearest integer yields a representation in

terms of curly fish-hook arrows as:
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Rather than the transfer of an electron, a curly fish-hook ar-

row, as the dot apart the terminal carbons of the third structure,

means the transfer of half an opposite spin pair of integrated

density. This example clearly shows the interdependence of

electron transfers and geometrical deformations which com-

ply with chemical intuition, for instance the increase of bond

length corresponds to a density transfer toward an adjacent

bond which is shortened.

5 Electron density transfers and molecular ge-

ometry deformations

The electron density transfers observed along the reaction

pathway are always correlated with the deformations of the

molecular geometry. In a given SSD, they imply valence

basins belonging to the valence shell of a common atom. At

the turning points between successive SSDs along the reac-

tion pathway density transfers processes may take place and

they must be initiated toward new basins or stopped when the

annihilation of a basin occurs. In most BET studies, for a

system of NA atoms, the control space consists of the set of

3NA − 6, or 3NA − 5 if the system is linear, independent nu-

clear coordinates which can be expressed in terms of internal

coordinates. Each turning point is associated to a catastrophe

which is described by its universal unfolding, a model math-

ematical expression describing the behaviour of the system in

the neighbourhood of the turning point. The parameters of

the universal unfolding indicate how many and which control

space parameters are responsible for the catastrophe. The sur-

vey of the data collected in BET studies, indicates that, for

a given local electronic structure, the same type of catastro-

phes can be associated to chemical events, corresponding to

the same type of deformation of the molecular geometry and

therefore of internal coordinates.

Variation of the bond length is involved in the bond forma-

tion or bond cleavage as well as in the change of the bond

multiplicity. Both events are described by the cusp catastro-

phe. Two types of angular deformations, the in plane bending

of a 180◦ bond angle and the out of plane bending, are as-

sociated with the formation of a new monosynaptic basin on

the top of the central atom by a fold catastrophe. The for-

mation of a dative bond is achieved by an elliptic catastro-

phe in which a monosynaptic basin, V(A), becomes disynaptic

V(A,B). It implies the combination of an out of plane angular

deformation of the ligands around atom B and the decrease of

the A-B distance. Such reorganizations of the valence basins

of a central atom are possible if enough electron density is

available within its valence shell. There is a close analogy be-

tween the ELF basins and the electronic domains introduced

by Gillespie152 in the context of the VSEPR model. Elec-

tron pair domains are defined as a charge cloud which occu-

pies a given region of space and excludes other pairs from

this region as a consequence of the Pauli exclusion princi-

ples. This electron pair domain version of VSEPR emphasizes

the shape and size of the domains rather than the magnitude

of their mutual repulsion. In addition to bond and lone pair

domains, Gillespie considers single electron domains which

are expected to be smaller than an electron pair domain86. It

is convenient to generalize the electronic domain concept by

adopting the following definition: an electronic domain is a

non overlapping region of space arising from the Pauli princi-

ple and which therefore lowers the probability of finding same

spin electrons. This definition relies on the strict interpretation

of the antisymmetry principle which only concerns the same

spin electrons. It has the advantage to be valid for both the

opposite spin pair and single electron domains. As noted by

Gillespie and Robinson: “This function (ELF) exhibits max-

ima at the most probable positions of localized electron pairs

and each maximum is surrounded by a basin in which there

is an increased probability of finding an electron pair. These

basins correspond to the qualitative electron pair domains of

the VSEPR model and have the same geometry as the VSEPR

domains.”109 Moreover, it has been shown that “there exists

a faithful mapping of the electrostatic electron-electron repul-

sion between the ELF basins and the Gillespie-Nyholm rules

of the VSEPR model”153

There is a formal analogy between the VSEPR model and

the first theorem of Hohenberg and Kohn46. This theorem es-

tablishes that the external potential, i.e. the nucleus-nucleus

and electron-nuclei coulombic potential, of an N electron sys-

tem in the ground state is a unique functional of the one elec-

tron density and conversely. As the external potential fixes

the hamiltonian, it determines the N-electron wave function

and, therefore, the pair densities. This means that for a given

ground state electron density there is one and only one set of

nuclear coordinates and alternatively for a given set of nuclear

coordinates there is one and only one ground state electron

density. In the VSEPR model the equilibrium molecular ge-

ometry, in other words the external potential, is determined by

the arrangement of the electronic domains of the central atom

valence shells which is a property of the electron density. A

reciprocal formulation of the VSEPR rules would provide the

electronic domain arrangements expected from any given ge-

ometry. For a given geometry, the number of electronic do-

mains and their possible arrangements depend upon the num-

ber of electrons in the valence shell of the central atom, the

number of ligands, their electronegativity and possible conju-

gation effects. Table 1 provides the possible geometries and
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arrangements of electronic domains for local nuclear configu-

rations involving at most three ligands around a given center

and their compliance with the VSEPR arrangement. Except

Table 1 Possible electronic domain arrangements and substituent

geometries around a central atom bonded to 2 and 3 ligands.

electronic domains geometry VSEPR compliance

bonding non-bonding

2 0 linear VSEPR compliant

2 0 V-shape VSEPR defective

2 1 V-shape VSEPR compliant

2 2 V-shape VSEPR compliant

2 3 linear VSEPR compliant

3 0 triangular VSEPR compliant

3 0 trigonal pyramid VSEPR defective

3 1 trigonal pyramid VSEPR compliant

3 2 T-shape VSEPR compliant

3 2 triangular pseudo VSEPR

for few exceptions belonging to inorganic chemistry and doc-

umented in the literature154–156, the equilibrium geometries

always comply the VSEPR rules. For deformations which

qualitatively change the geometry around the central atom,

i. e. linear to V-shape, triangular to trigonal pyramid, trian-

gular pyramid to triangular, the compliance with the VSEPR

arrangement can be achieved by the reorganization of the elec-

tronic domains of the valence shell of the central atom. This

is possible if the bonding domains at the equilibrium geom-

etry are enough electron rich to enable the necessary density

transfers, in practice at least one of the bond from the cen-

tral atom A is a multiple bond (Y−−A−X, Y A−X, Y−−AX2).

The compliance with VSEPR implies the creation of a new

non-bonding domain on top of the central atom, the system

therefore evolves from a SSD to another and a density trans-

fer from the most electron rich bonding domain toward this

new domain is initiated. This situation will be referred to as

VSEPR compliant. The non-compliance with VSEPR usually

corresponds to cases in which the bonds around the central

atom are single bonds, i.e. AX2, AX3. During the bend-

ing of AX2 or the pyramidalization of AX3, the system re-

mains in the same SSD and no noticeable density transfer is

expected. In this case the non equilibrium arrangements will

be said VSEPR defective because compliance requires an ad-

ditional domain in the valence shell of A. A triangular pyra-

mid structure corresponds to an arrangement involving three

bonding and one non-bonding domains which distort in a non-

equilibrium planar triangular structure with two non-bonding

domains on each sides of the local symmetry plane. The elec-

tron population of these latter is about the half of that of the

single non bonding domain of the equilibrium structure and

the standard VSEPR rules no more apply because the repul-

sion between bonding domains is larger than that between the

half-filled non bonding domains. The preferred arrangement

is a trigonal bipyramid with the ligands in equatorial position.

Such an arrangement will be called pseudo-VSEPR because it

correspond to the interchange of the bonding and non-bonding

domain positions. This occurs, for example in the inversion

of ammonia78 and in the back side attack SE2 electrophilic

substitution mechanism where the bonding and non-bonding

domains are respectively in equatorial and apical positions.

6 Application to chemical reactivity and reac-

tion mechanisms

6.1 Reactivity of VSEPR defective arrangements In the

context outlined in the previous section, the VSEPR ideas can

be used to characterize and understand some aspects of the

chemical reactivity. Compliance with VSEPR is expected to

stabilize non equilibrium structures whereas defective VSEPR

arrangements have an inherent instability which explains their

reactivity. The compliance with VSEPR can be achieved by

the formation of a dative bond with another reactant having

a non-bonding domain available. The principal origin of a

VSEPR defective arrangement is an effective number of pairs

less than four in the valence shell of the central atom which is

either due to the group of the central atom or to strong electron

withdrawing effects of its substituents. The Lewis acidity of

the halides of the elements belonging to groups II and XIII,

the addition on carbonyl groups and the nucleophilic aromatic

substitutions are examples of the reactivity of such structures.

The halides of the elements of groups II and XIII have for-

mally two and three electron pairs in the valence shell of the

central atom They spontaneously bind to Lewis bases such

NH3. The addition reactions of ammonia on BeCl2 and BF3

are both exothermic by 120 kJ mole−1 and 129 kJ mole−1 157,

respectively. The electrophilicity index158, ω , of these two

molecules increases with the deformation. The minimum of

the ground state of the Born-Oppenheimer energy surface of

BeCl2 is linear but the vibrationally averaged structure is bent

with ∠ ClBeCl = 163◦ 159. The frequency of the πu bending

mode responsible for the bent structure is low, 252 cm−1 159,

which explains the absence of barrier in the addition reaction.

The electrophilicity of the vibrationally averaged bent struc-

ture is larger than that of the linear one by about 0.2 eV. For a

bent angle of 120◦ the increase of ω reaches 1.4 eV. The same

description holds for the boron trifluoride for which the active

bending vibrational mode, ν2, is observed at 691 cm−1 160.

The increase of the electrophilicity upon pyramidalization is

calculated to be as large as 1.9 eV for ∠ FBF = 109.47◦.

There are formally four electron pairs in the valence shell

of the carbon of a carbonyl group and, so, the out of plane

deformation is expected to induce the transfer of a pair from

the C−−O double bond towards the carbon in order to satisfy
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the VSEPR stability requirement. However,the large elec-

tronegativity of the oxygen polarizes the CO bond and the

VSEPR defective arrangement happens to be favoured in the

off-equilibrium non planar geometry, i.e.:

The carbonyl addition usually starts by the attack of the car-

bon centre by a nucleophilic reagent when it is catalysed by

a base and by the the protonation of the oxygen atom when

catalysed by an acid. However, the pyramadalization of the

carbonyl group is not accompanied of a noticeable varition of

the electrophilicity index.

The out of plane bending of a substituent is the driving in-

ternal coordinate of the aromatic substitution. As the aromatic

ring is electron rich, the standard VSEPR compliant scheme

is favoured enabling a Lewis acid to form a dative bond in the

Wheland complex. If the aromatic ring is already substituted

by electron withdrawing groups, the VSEPR defective struc-

ture could be favoured enabling a nucleophilic substitution.

For most organic reactions, the number of ligands around

a reactive centre hardly ever exceeds four. The only active

deformations for which the number of non bonding electronic

domains varies are the bending of colinear bonds, the out-of-

plane bending and the ligand bending which locally brings the

system in a planar geometry. Each of these motions will be

illustrated by textbook organic reactions and the predictions

of the method compared to the results of quantum chemical

studies in which the ELF basin populations along a reaction

pathway have been computed.

6.2 Bending of colinear bonds The bending of colinear

bonds is the simplest deformation enabling the creation of a

new non bonding domain in order to ensure the VSEPR com-

pliance. This implies a density transfer from a multiple bond

toward the new non-bonding domain on top of the central

atom, i.e.:

according to the amount of transferred density. This motion

gives rise to a very strong vibrational band observed below

1000 cm−1 and therefore the creation of the new atomic do-

mains requires a relatively small amount of energy.

The Bergman’s cyclization of (Z)-Hexa-1,5-diyne-3-ene161

is a typical example involving the bending of colinear bonds

which has been theoretically investigated by the BET tech-

nique125. The product, p-benzyne, is described as a singlet

biradical and therefore two non-bonding domains with pop-

ulation of c.a. 1 e− of integrated spinless density are ex-

pected on two carbon in para position. In order to achieve

the cyclization one has first to bend the C(3)−C(2)−−−C(1)

and C(4)−C(5)−−−C(6) groups. The corresponding A1 normal

modes are calculated at 448 and 640 cm−1. The fulfillment of

the VSEPR rules implies the creation of non-bonding domains

on top of C(2) and C(5) associated with charge transfers of 1

e− from each triple bond. This deformation bringing the ter-

minal hydrogen atoms close together induces the bending of

the C−−−C−H groups associated with electron density transfer

from the former triple bonds toward non-bonding domains on

top of carbons C(1) and C(6) which ultimately merge into a

single bond C(1)-C(6). There is finally a delocalization of the

C−C bonds which stabilizes the p-benzyne. The mechanism

is represented in the scheme below.

The dashed curved fish-hook arrows represent density trans-

fers of 0.5 e− which occur during the aromatization process.

This picture is confirmed by the sequence of the catastrophes

reported in the BET study125 and by the evolution of the basin

populations displayed in figure 3.

In the trimerization of acetylene reaction, the symmetric

bending of the three acetylene molecules is responsible for an

electron density transfer from the triple bonds to non bond-

ing domains on each carbons which further merge to yield

the benzene molecule. The BET analysis141 finds six simulta-

neous fold catastrophes corresponding to the creation of non

bonding domains on the carbon atoms due to the symmetric

bending of the three acetylene fragments followed by three

cusp catastrophes accounting for the formation of three C−C

bonds.

The angular deformations necessary to link the reactants to

the products of the 1,3 dipolar cycloaddition of acetylene and

fulminic acid molecules are the bending modes δNCH, δCNO of

the fulminic acid and the anti-symmetric bending of acetylene,

observed respectively at 224, 537 and 613 cm−1. We assume

that the nuclear displacements along the reaction pathway fol-

low the order of ascending frequencies and we will only con-

sider the dominant mesomeric structure, H−C−−−N⊕
−O⊖, of
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Fig. 3 ELF valence basin populations along the IRC path for the

Bergman reaction. Multiple bond populations have been condensed.

The vertical lines materialize the structural stability domains

boundaries. Atom are numbered according to IUPAC conventions

the fulminic acid as a starting point. The bending of the

H−C−−−N is expected to yield a VSEPR compliant arrange-

ment, in which the non-bonding domain created on top of the

carbon is populated by a density transfer of 1 e− from the

triple bond. A second density transfer of 2 e− from the triple

bond is then associated with the bending of C−−−N−O consis-

tent with the nitrogen lone pair of the Lewis structure of 1,2

oxazole. On the acetylene side, the anti-symmetric bending

would be normally associated with a density transfer of 1 e−

from the triple bond towards non-bonding domains on both

carbons in order to comply with VSEPR. However, the elec-

tric field of the N⊕
−O⊖ dipole favours a VSEPR defective

carbon in front of the oxygen atom. The carbon non-bonding

domains merge to form the C−C single bond followed by the

formation of a C−O dative bond accompanied by a density

transfer of 1 e− electron from former acetylene triple bond

towards the new C−C single bond enabling a delocalization

consistent with the aromaticity of 1,2 oxazole. This scenario

represented by the pushing arrow scheme:

recovers most of the features of the population graph of the

BET analysis140 displayed figure 4. The small differences are

I

V(O)

V(N,O)

V(C1,N) V(C2,C3)

V(C1)
V’(C1)

V(C2)

V(C3)
V(C3,O)

V(N)
V(C1,C2)

 IRC                                      

   0.00 

   1.00 

   2.00 

   3.00 

   4.00 

   5.00 

   6.00 

 N
(V

) 
  

  
  

  
  

  
  

  
  

  
  

  
  

  
  

  
  

  

Fig. 4 ELF valence basin populations along the IRC path of the

C2H2 +HCNO1,3-dipolar cycloaddition reaction. Multiple bond or

non-bonding basin populations have been condensed. All vertical

lines materialize a structural stability domains transition dashed

lines, the full vertical line moreover corresponds to the transition

state.

on the one hand is the behaviour of V(C1) and V(C1,N): at

angles close to 180◦ V(C1) is already present, at the transi-

tion state it splits to yield a second non bonding basin, V’(C1)

which merges with V(C2) to form the C−C single bond. Once

this bond is formed V(C1) merges with V(C1,N). This rather

complicated mechanism can be interpreted by invoking a sec-

ond mesomeric structure of HCNO in which the carbon has a

lone pair. On the other hand the weakly populated V(C3) basin
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can be interpreted as a footprint of the electric field free trans-

fers associated with the anti-symmetric bending of acetylene.

It is worth noting that the evolution of the basin populations

of the 1,3 dipolar cycloaddition of benzonitrile oxide and cy-

clopentene145 is very similar to that displayed in figure 4.

6.3 Out-of-plane bending The out-of-plane bending is a

deformation which plays an important role in many reactions

involving olefines or aromatic molecules. In the infrared spec-

tra, the corresponding normal modes give rise to strong bands

below 1000 cm−1. The local pyramidalization implies the cre-

ation of a non-bonding domain on the central atom through

density transfers from the adjacent bonds (mostly from the

double bond) in order to get a compliant VSEPR arrangement,

i.e.

The density transfer is enhanced when it occurs in front of

the electrophilic part of the other reactant as in the Wheland

σ -complex formation of the aromatic substitution reaction. In

the example of

C6H6 +Cl2
AlCl3
−−−→ C6H5Cl+HCl

the reaction is catalysed by AlCl3. In a first step, Cl2 is in-

volved in the π-complex in bridging position between the

Lewis acid catalyst and a carbon atom of the benzene ring.

The Cl−Cl bond is weakened and strongly polarized with its

positive head close to the carbon. The out of plane bending of

the hydrogen bonded to this carbon gives rise to a non-bonding

domain on top of the carbon implying a density transfer from

the two nearest C−C bonds. The process is enhanced by the

proximity of the electrophilic centre which enables this latter

to bind (in this case C6H6 locally behaves like a Lewis base)

to form the σ - Wheland complex. Figure 5 displays the ELF

localization domains of π- and σ - complexes of this reaction.

The ELF population analysis shows a density transfer of 0.47

e from the Cipso−Cortho bonds towards the C−Cl one as well

as the enhancement of the Cmeta−Cpara bond populations at

the expense of that of the Cortho−Cmeta ones.

The Diels-Alder addition of cyclopropene and 1,3 butadi-

ene implies the pyramidalization of the =CH2 groups of both

molecules. These out-of-plane deformations correspond to the

normal modes observed at 575 and c.a. 910 cm−1 in cyclo-

propene and 1,3 butadiene, respectively. The ascending order

of frequencies hypothesis suggests that a first density trans-

fer of 1 e− from the cyclopropene double bond toward the

top of the C1 and C6 atoms occurs in order to ensure the

VSEPR compliance of the electronic domain arrangements

around these two latter atoms. The VSEPR compliance of the

Fig. 5 ELF localization domains of the π- (left) and σ - (right)

complexes of the aromatic electrophilic substitution catalysed by

AlCl3. Colour code: magenta = core, red = non-bonding, green

bonding, light blue = C−H bonds

terminal carbons, C2 and C5, implies density transfers of 1 e−

, from the 1,3 butadiene double bonds toward these atoms. Fi-

nally, an amount of 2 e−, is transferred from these latter bonds

toward the c3 C4. The electron pushing scheme:

is in very good agreement with the BET population evolution

graph displayed figure 6.

6.4 Pyramidal to planar deformation This type of de-

formation is encountered in aliphatic substitutions it may fol-

lows the breaking of a bond in tetracoordinated tetrahedral

site. Rather than the determination of the density trans-

fers which are rather straightforward, the compliance of the

VSEPR rules provides a chemical explanation of the stereo-

chemical aspects of SN2 and SE2 reaction mechanism. In the

aliphatic nucleophilic substitution, two mechanisms can be in-

voked. On the one hand is the back side attack of the nucle-

ophilic group which yields an inversion of configuration and

on the other hand the front side attack, the result of which is

the retention of configuration.
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Fig. 6 ELF valence basin populations along the IRC path of the

C3H4 +C4H6 Diels Alder addition reaction. Multiple bond or

non-bonding basin populations have been condensed. Atom are

numbered according to IUPAC conventions for bicyclo [4.1.0]

hept-3-ene. Vertical lines materialize a structural stability domains

transition dashed lines.

The back side attack implies the formation of a planar trian-

gular carbocation in which the arrangement of the electronic

domains is consistent with the VSEPR rules. The front side

attack yields a triangular pyramidal VSEPR defective carbo-

cation. Therefore, the backside attack channel is energetically

favoured, the calculated barriers being calculated to be lower

by about 200 kJ mole−1 than for the front side attack.162 In

the reaction

Cl– +H3CBr −−→ ClCH3 +Br–

the symmetric bending δs(CH3) is the driving mode which ac-

counts for the deformation of the methyl group. In the transi-

tion state CH3 is planar and positively charged because the

opening of the methyl group has yielded a transfer of the

C−Br bond density towards the bromine lone pairs. This

transfer is assisted by the backside approach the chlorine an-

ion and the IRC indicates that the formation of the C−Cl bond

is simultaneous with the breaking of the C−Br bond. This

mechanism is consistent with the result of a recent study of

the SN2 mechanism by Joubert et al163 and of the BET anal-

ysis148. The ELF localization domains represented in figure 7

for different steps of the reaction clearly evidence the mech-

anism if this typical Ingold’s SN2 reaction. In the alternative

SN1 reaction, the substituents of the reactive centre sterically

hamper the approach of the nucleophilic reagent and therefore,

the transition state is a VSEPR consistent planar CR+
3 cation.

Fig. 7 Evolution of the ELF localization domains along the reaction

path of the Cl– +H3CBr −−→ ClCH3 +Br– nucleophilic

substitution. Color code: magenta = core, red = non-bonding, light

blue = C−H bonds

In the aliphatic electrophilic substitution, the front side at-

tack yields a triangular pyramidal arrangement of the CR–
3 car-

banion which is the VSEPR compliant structure. The trigonal

bipyramid arrangement of the electronic domains expected for

the backside attack is a pseudo VSEPR arrangement where

each non bonding domain has a population of one electron.

This structure corresponds to the top of the inversion barrier.
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Fig. 8 ELF=0.85 localization domains of the transition states of the

LiCH3 +Li+ −−→ Li+ +CH3Li substitution for the back side (left)

and front side (right) attacks. Colour code: magenta = core, red =

non-bonding, light blue = C−H bonds

Indeed, the transition states corresponding to the two attacks

are often close in energy. In the lithium cation exchange reac-

tion:

LiCH3 +Li+ −−→ Li+ +CH3Li

the energy of the backside attack transition state is calculated

to be lower by 14 kJ/mol that the front side attack one. Figure

8 displays the localization domains for the two transition state

geometries. In both transition state structures the CH–
3 moi-

ety forms a specific chemical entity and the bonding with the

Li+ centres belongs to the ionic type. However, in the front

side attack case the structure of the transition state is consis-

tent with the three-centre two-electron (3c-2e) proposed for

the bromination of alkanes.164

7 Conclusions and perspectives

The approach presented here is a contribution to the under-

standing of electron density transfers in terms of the evolution

of the nuclear geometry along the reaction pathway linking

reactants to product. One of the advantages of casting theo-

ries of chemical reactivity in terms of ρ(r) is that this local

function is defined within the exact many body theory as a

quantum observable which is also an experimentally accessi-

ble scalar field. The partition of the electron density domains

into electronic domains minimizing the variance of their popu-

lations as achieved by ELF enables a sound description of the

bonding which matches the Lewis representation. The evolu-

tion of these domains along the reaction pathway is used to

characterize a reaction mechanism. The examples presented

here illustrate the potential ability of the method to describe

complex mechanisms and show how theoretical and computa-

tional chemistry can directly establish reaction mechanisms in

intuitive terms and unprecedented details. The BET method

enables to search for the degree of fitness of the Lewis hy-

pothesis of chemical bonding as an electron pairing phenom-

ena. On this basis we should be able to quantitatively predict

the reaction mechanics and outcome of the physical processes

that lead from reactants to products via the corresponding tran-

sition structure and possible intermediates.

The chemical explanation of the results of the BET method

rely on two simple ideas. The first is to consider the electronic

domains of the VSEPR model rather than the Lewis’s electron

pairs as the chemical objects subjected to the density trans-

fers. The arrangements of the electronic domains of the re-

actants and products equilibrium geometry satisfy the VSEPR

rules. Along the reaction pathway the rearrangement of the

electronic domains is driven by the deformations of the geom-

etry of the nuclei and by the population of the valence shell

of the central atom. The second idea is that these deforma-

tions have their origin in the vibrational modes which follow

the IRC because the vibrational energy is the main contribu-

tion of the activation energy of thermally controlled chemical

reaction. The Rice and Teller’s principle of least motion165

and the Hammond’s postulate166 can be used to guess a real-

istic reaction pathway. The qualitative predictions made with

this approach can be validated by the BET analysis which pro-

vides a one to one correspondence between the structural sta-

bility domains and the sequence of arrangements. For all re-

actions studied in the BET framework up to now, this model

nicely works. Moreover, the force constants of the considered

vibrational modes provide information on the sequences of re-

arrangements.

The potential applications of the method cover the deter-

mination of the mechanisms of reactions belonging to or-

ganic as well as inorganic chemistry as done in recent stud-

ies.79,81,82,122,136,143,146,167–173 We believe that the approach

proposed here can thus be useful not only in a variety of cir-

cumstances to provide quantitative insights into the nature of

chemical reactivity and for the modelling of reaction mecha-

nism, based on the electron density transfers but also it should

become a powerful tool in the chemical education of under-

graduate students because our theoretical findings can serve

as a general guideline for the study and analysis of the chemi-

cal structure and reaction mechanisms.

Our understanding of the chemical structure and reactivity

is usually built up from and dependent upon such intuitive con-

cepts as atom in molecule, chemical bond, lone pair, Lewis

structure, etc. In particular, a common way to rationalize and

predict chemical reactivity from the density viewpoint is to use

electron pushing arrows, and then the reaction mechanisms in

chemistry are often indicated by curly arrows in Lewis struc-

tures. This prototypical representation is provided by elec-

tron pushing formalisms where electron flow is represented

with curly arrows, and it is a powerful tool for the prediction

of chemical reactions. The curly arrows intend to represent

the net change of electron density from one molecular struc-

ture to the other, but they can not represent the chemical re-
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action. Electron density transfer processes do not take place

between atoms and chemical bonds as chemical reactions oc-

curs. That is, they do not represent how the electrons really

move, and thus they do not represent the reaction mechanism.

In other words, while these curly arrows account for changes

in the electronic structure from reactant to product, they do

not give an entirely appropriate picture of electron rearrange-

ment based on physical grounds. This situation might be im-

proved, and in this communication we propose an alternative

view of electron flows of molecules when undergoing chem-

ical reactions from the perspective of BET analysis and this

is capable to provide qualitative and quantitative information

for characterizing reaction mechanism. Our hope is to recover

the electron pushing formalisms, i.e. curly arrows and that the

concepts and examples described can be capable to provide

qualitative and quantitative information for characterizing re-

action mechanism.
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100 M. Causà and A. Savin, J. Phys. Chem. A, 2011, 115,

13139–13148.

101 S. Diner and P. Claverie, Localization and Delocalization

in Quantum Chemistry, Reidel, Dordrecht, 1976, vol. II,

pp. 395–448.

102 B. Silvi, Phys. Chem. Chem. Phys., 2004, 6, 256–260.

103 B. Silvi, I. Fourré and E. Alikhani, Monatshefte für

Chemie, 2005, 136, 855–879.

104 P. W. Ayers, J. Chem. Sci., 2005, 117, 441–454.

105 A. D. Becke and K. E. Edgecombe, J. Chem. Phys., 1990,

92, 5397–5403.

106 B. Silvi, in The Chemical Bond - 100 years old and get-

ting stronger., ed. P. D. M. Mingos, Springer Berlin Hei-

delberg, Berlin, Heidelberg, 2016, ch. The Relevance of

the ELF Topological Approach to the Lewis, Kossel, and

Langmuir Bond Model, pp. 1–35.

107 M. Menéndez, A. Martı́n Pendás, B. Braı̈da and A. Savin,

Comput. Theor. Chem., 2015, 1053, 142 – 149.

108 R. H. Abraham and C. D. Shaw, Dynamics: The Geom-

etry of Behavior, Addison Wesley, Redwood City, CA,

1992.

109 R. J. Gillespie and E. A. Robinson, J. Comput. Chem.,

2007, 28, 87–97.

110 B. Silvi, J. Mol. Struct., 2002, 614, 3–10.

111 A. Tachibana and K. Fukui, Theor. Chim. Acta (Berlin),

1979, 51, 189–206.

112 A. Tachibana and K. Fukui, Theor. Chim. Acta (Berlin),

1979, 51, 275–296.

113 K. Fukui, Acc. Chem. Res., 1981, 12, 363–368.

114 C. Gonzalez and H. B. Schlegel, J. Chem. Phys., 1989,

90, 2154–2161.

115 C. Gonzalez and H. B. Schlegel, J. Phys. Chem., 1990,

94, 5523.
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Navarrete, J. Comput. Chem., 2012, 33, 748–756.

171 J. Andrés, S. Berski, J. Contreras-Garcı́a and
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