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A linear tight-binding model was used to examine the yield of exciton dissociation under the influence of the electron-vibration

interaction. The system consists of a linear chain, coupled to a single vibration, and electron-vibration interaction is permitted to

occur on the certain sites. In the presence of this interaction, population tends to localize to build a polaron. System loses polaron

trapping energy to the environment through its coupling to the bath environment, and loses population due to the injection to the

electrode at the terminal site. A self-energy term was generated from the population injection, and was added to the energy level

of the last site, working as a sink function to absorb the electron and measure the yield. This injection occurs only when the

electron energy is inside and around the band. When the electron energy is outside the tight-binding band, population injection

is inhibited. Our aim is to investigate the exciton dissociation effected by the competition between the the polaron formation and

the population injection, via a process strongly influenced by the inter-site coupling and the electron-vibration interaction.

1 Introduction

Solar cell energy is promising as a major response to the chal-

lenge of green energy capture1. Because of low cost, me-

chanical flexibility and the versatility of organic materials de-

signs2–16, organic photovoltic cells (OPVC) offer the poten-

tial to change our energy landscape. The bulk heterojunction

(BHJ) cell is the most common approach to OPVC; it consists

of mixed donor (D) and acceptor (A) species that form inter-

penetrating connective networks17–29. Many of the theoretical

analysis works on solar cells are based on the Marcus the-

ory30, where the initial and final states of the electron transfer

process are fully equilibrated polarons, localized on different

sites with the transitions between them being evaluated within

the assumptions of transition state theory.

The exciton dissociation follows shortly after the ini-

tial photo-excitation (usually of the D species), involving a

HOMO to LUMO transition of that molecule, which occurs

during the interface between D and A31–33. Recent work34

proposed that exciton dissociate can also occur away from the

interface and generate separated electrons and holes. Due to

the strong Coulomb attraction between electrons and holes,

it is difficult for the electron to escape even after transfer to

the interface, and the (charge-transfer) exciton remains bound

to the interface until thermal release or recombination. At

the interface, electron trapping and scattering drastically influ-

ence to the charge transport properties35–44. Accounting the

electron-vibronic interaction is important for modeling these

processes with higher accuracy, especially the bound polaron

pair mechanism had been proposed as an intermediate to the
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carrier separation45–47. With this interaction, population lo-

calizes to build a polaron48, inducing “self-trapping”at the lo-

cal site15,26,27,49–60. A polaron is a charge (electron or hole),

with the nuclear distortion of the charge’s surroundings. Un-

der the photo-excitation, polaron pairs may be generated in

the BHJ and they can dissociate to form free charge carriers

(electron and hole), which may decay back to the ground state

through nonradiative recombination, or recombine bimolecu-

larly back to polaron pair.

In the recent work61, a one-dimensional tight-binding

model is used to describe dissociative charge transfer in BHJ

cell, where a “self energy”term is added to the edge site

to probe the yield of the exciton dissociation. In another

work52,53, the electron-vibration interaction is introduced to

form a polaron (charge localized state) and its influence on the

electron transfer process is examined. In this paper, a tight-

biding model is used to examine the influence of the electron-

vibration interaction on exciton dissociation. The electron-

vibration interaction occurs at the middle site of the chain.

Vibrational energy exchange occurs between the system vi-

bration and the phonon bath, and a quantum master equation

was used to deal with this coupling via second-order perturba-

tion theory. The “self energy”term retained working as a sink

function to measure the yield of exciton dissociation. When

the system energy is inside the band, population injection into

the electrode occurs. The yield is not only effected by the

electron-vibration interaction and inter-site coupling, but also

depends upon the so-called LUMO-LUMO gap (the energy

difference between sites 0 and 1 in our model). The coulomb

interaction between the moving electron and the hole left be-

hind is not accounting, and the issue addressed herein is that

how the polaron formation effects the yield of the exciton dis-
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Fig. 1 The scheme of a linear chain including N+1 site. The

electron-vibration coupling occurs on the middle site m. The sink

represented the effect of the rest semi-infinite chain beyond site N.

sociation, by competing with the sink absorption. The yield

of such a processes is determined by three parameter: the

electron-vibration interaction, the inter-site coupling and the

initial injection energy. We start by formulating the basic

Hamiltonian model and theoretical methods (including “self

energy”, quantum master equation and the yield calculation)

in Section II. Numerical calculation and discussions of the in-

fluence from the electron-vibration interaction, inter-site cou-

pling and the initial injection energy to the yield is examined

in section III. Section IV concludes.

2 Theoretical model

The Hamiltonian of the system shown in Fig.1 (interacting

with a vibrational bath) is

H = HS +HB +HSB , (1)

HS =
N

∑
l=0

εlc
†
l cl +V

N−1

∑
l=0

(c†
l cl+1 + c

†
l+1cl)

+ h̄ω0d
†
0d0 +α0c†

mcm(d
†
0 + d0) , (2)

HB =
∞

∑
s=1

h̄ωsd
†
s ds , (3)

HSB =
∞

∑
s=1

λs(d
†
0ds + d†

s d0) , (4)

here HS is the linear system Hamiltonian which includes N+1

sites and is coupled to a single vibration, HB is the bath envi-

ronment (secondary phonon) and HSB is the coupling between

the system vibration and the environment. In HS, operator c
†
l

(cl) creates (annihilates) an electron in site l, εl is the on-site

energy of site l, V is the coupling between the two nearest

neighbor sites. The third term in right of Eq. 2 is the system

vibration with the frequency ω0, d
†
0 (d0) creates (annihilate) an

vibrionic state, and the last term indicts the interaction (occur-

ring on site m) between the electronic states and the vibration,

with the coupling parameter α0. The secondary vibration (HB)

couples to the primary vibration with coupling strength λs, as

shown in Eq. 4 (using the rotating wave approximation). d†
s

(ds) create (annihilate) one vibration with the frequency ωs.

2.1 Self energy

Our full system includes a semi-infinite chain. Here a finite

system is used and the effect of the rest is taken into account

by adjusting the energy of site N by a self energy term62–65

Σ(E) =
E ±

√
E2 − 4V2

2
, (5)

Here E is the injection energy. When E is in the energy band,

i.e., −2V ≤ E ≤ 2V, Σ(E) is a complex number as

Σ(E) =
E − i

√
4V2 −E2

2
= Λ(E)− i

2
Γ(E) , (6)

with Λ(E) =
E

2
and Γ(E) =

√
4V2 −E2 being real numbers.

When E is outside the energy band, i.e., E ≤−2V or E ≥ 2V,

Σ(E) is a real number as

Σ(E) =
E +

√
E2 − 4V2

2
, f or E ≤−2V , (7)

Σ(E) =
E −

√
E2 − 4V2

2
, f or E ≥ 2V . (8)

In Eqs. 7 and 8, + and − are selected respectively because

Σ(E) → 0 when E → ∞. We take this term as an additional

energy at site N, acting as a sink that absorbs the outgoing

particle. The Hamiltonian Hsink of this part can be expressed

as

Hsink(t) = ∑
ν

Σ(E)|N,ν >< N,ν|

= ∑
ν

(Λ(E)− i

2
Γ(E))|N,ν >< N,ν| . (9)

which is a sum at site N over the different vibrational levels

ν . E = ĒS(t)− h̄ω0ν is the injected energy for the electron

scattering from the excited vibrational level ν . ĒS(t) is the

time-dependent (renormalized) system energy which can be

obtained from Eq. 15.

2.2 Quantum master equation

The density matrix ρT of the whole system can be written

as ρT = TrB{ρT} ⊗ ρB. Using this definition, the reduced

density matrix ρS of the molecular wire can be expressed as

ρS = TrB{ρT} and the new relationship ρT = ρS ⊗ ρB is ob-

tained. The density matrices ρS and ρB relate to HS and HB re-

spectively. We assume that ρB is in initially in its equilibrium

state. The trace operators TrS and TrB relate to the Hamiltoni-

ans HS and HB respectively. Then the quantum master equa-

tion (QME) for the calculation of ρS is66,67

ih̄
∂ρS(t)

∂ t
= [HS +Hsink(t),ρS(t)]

− ih̄γ0/2[d†
0d0ρS(t)+ρS(t)d

†
0d0 − 2d0ρS(t)d

†
0 ] ,
(10)
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γ0 is the phonon relaxation rate induced by the active

phonon/bath coupling, which is obtained from the imaginary

part of the active phonon self energy Σ as

γ0(ω)/2 =
1

h̄
Im{Σphonon(ω)}= 1

h̄
∑

s

|λs|2δ (h̄ω − h̄ωs) .

(11)

The time-dependent evolution of the system density matrix

ρS is treated essentially exactly68, using the basis set {|n,ν >
}. Here n and ν denote the electronic state localized on site

n and the vibrational state ν of the primary oscillator. In the

numerical calculation we truncate the set {ν} at some value,

νmax and test for convergence as νmax increases. Eq. 10 can be

rewritten as

ih̄
∂ρnv,n′v′(t)

∂ t
= [HS +Hsink(t),ρS(t)]nv,n′v′

− ih̄γ0(v+ v′)ρnv,n′v′δn,n′/2

+ ih̄γ0

√
v+ 1

√
v′+ 1ρn,v+1,n′,v′+1 , (12)

where the first term in the right side of Eq. 12 comes from

the contribution of primary system Hamiltonian HS +Hsink(t).
The second part comes from the first two terms in the bracket

on the right side of Eq. 10 and the last term involves energy

transfer from the higher to the lower vibrational levels. Be-

cause of the zero temperature and Bose-Einstein distribution

function NB(ω) =
1

eh̄ω/KT − 1
≡ 0 (except for the ground vi-

brational level), the energy transfer only happens from the

higher levels to its nearest lower level. In the non-zero tem-

perature, the Bose-Einstein distribution function is not zero,

some terms represent the transfer from lower vibrational lev-

els to higher vibrational levels showing up in Eq. 1067.

2.3 Yield of the exciton dissociation and the on-site pop-

ulation

The yield of the exciton dissociation is measured by the

Hamiltonian Hsink in Eq. 9, and it is expressed as

Y = i∑
ν

∫ ∞

0
dtTr{Hsinkρ −ρH+

sink}

= ∑
ν

∫ ∞

0
dt ∑

ν

ρNν,Nν Γ(ĒS(t)−ν h̄ω0) . (13)

Here ρNν,Nν is the population on the νth vibrational level on

site N. Γ is the imaginary part of self energy Σ (in Eq. 6)

and is the transfer rate between the system and the injec-

tion electrode. When ĒS(t)− ν h̄ω0 is inside the band, Γ is

non-zero number and the population will be absorbed. When

ĒS(t)− ν h̄ω0 is outside the band, Γ is zero, and the popula-

tion absorption is stopped. The population injection and sink

absorption are dependent on the time-dependent renormalized

system energy ĒS(t). Due to the coupling of the system vi-

bration to the bath environment, the system loses its energy

through energy exchange with the bath environment. The real

time-dependent system energy ES(t) is

ES(t) = Tr{HS •ρS(t)} , (14)

and a renormalized system energy ĒS(t) is

ĒS(t) = ES(t)/Tr{ρS(t)}= Tr{HS •ρS(t)}/Tr{ρS(t)} .
(15)

Both ES(t), ĒS(t) and Tr{ρS(t)} will continue to decrease until

the system reaches its steady state. The population on site 8

(the polaron population) at any time t is

P8(t) = Tr{c
†
8(t)c8(t)ρS(t)} . (16)

3 polaron formation and exciton dissociation

For the numerical simulation N=15; the maximum vibrational

number νmax = 9; ω0 = 0.1eV ; γ0 = 0.04eV ; ε8 = −0.16eV

and εl = 0 for the other sites are set. In the following, the pro-

cesses of polaron formation, system relaxation and excitation

yield are examined by varying the electron-vibration interac-

tion α0, the tunneling parameter V, and the LUMO-LUMO

energy gap ε0 (ε1 = 0). The electron-vibration interaction oc-

curs on site 8 (m=8), and the variation of ε8 will be examined.

In the numerical simulation, it is better to account a sys-

tem including more sites. Due to the calculation difficulty of

dealing with the large density matrix, N=15 is taken. Here

site energy ε8 which is lower than its nearest neighbor, repre-

sents the trapping energy to form a polaron in this site. The

inter-site coupling parameter V is key role for the polaron for-

mation process. In order to form a polaron, the energy gap

(ε8) should be in the same order with V. If this gap is too large

than V, charge transfer will stop. If this gap is too small, po-

laron will not build here. Here V varies from 0.05eV-0.15eV,

which is similar to that had been used to investigate the charge

transfer processes in organic photovoltaic cells69.

ω0 = 0.1 eV is selected according to V. When ω0 is smaller

than V, the system vibration becomes slower. With a large ω0,

vibrations becomes faster. γ0 is relative to the relax processes.

With a large γ0, the relax processes become faster. With a

small γ0, system will take long time to reach the steady state.

3.1 νmax and the site energy ε8

In this section, we examine two parameters: the vibrational

maximum number νmax and the site energy ε8. In absence

of the sink function, population injection into the electrode is

stopped. The total population of the system remains 1 with
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Time dependent dynamics of the polaron population P
8
 and the total energy E

S

Fig. 2 Time-dependent polaron population P8 and the total energy

ES are shown with different vibrational number νmax. ε8 =−0.16eV

and εl = 0 for the rest sites. V = α = 0.1eV . The sink absorbing

function is off (Hsink = 0 in Eq. 9).

ĒS = ES. Due to the coupling to the bath environment, ES

keeps decreasing until the system reaches its steady state.

In Fig. 2, polaron population P8 and total energy ES are ex-

amined via changing the maximum vibrational number νmax.

Due to the electron-vibration interaction, population tends to

localize to form a polaron on site 8, and the system energy

ES keeps decreasing until the system reaches its steady state.

When νmax is as larger than 7, 8 or 9, the time dependent pro-

cesses are convergent. νmax = 9 will be used in the following

calculation.

Fig. 3 show the changing of P8 and ES as a function of time

with different ε8. With a lower site energy ε8, more population

will be localized on this site to form a polaron, with the system

energy ES also relaxing to a much lower value. With ε8 drop-

ping, more population will be localized on site 8. However

with a much lower ε8, population transfer from the nearest

sites to site 8 is inhibited due to the larger energy gap between

site 8 and its neighbor sites. In the following calculations,

ε8 =−0.16eV and εl = 0 for the rest sites will be used.

3.2 influence of the inter-site coupling V

The tunneling parameter V fixes the width of the band (4V)∗,

and influences the polaron formation, and population injec-

tion. With a smaller V (narrow band), population tends to

localize to form a polaron48,52,53 (the polaron model of Hol-

stein48 is based on the narrow band). With increasing V, po-

laron population P8 decreases as shown in Fig. 4. Especially

when V is large enough, poplaron will not be formed52,53, and

tunneling mechanism will dominate the charge transfer rather

∗ here the band is relative to system with the Hamiltonian HS. The Hamiltonian

of the sink is not accounting
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Fig. 3 Time-dependent polaron population P8 and the total energy

ES are shown with different site energy ε8. εl = 0 for the rest sites.

V = α0 = 0.1eV . The sink absorbing function is off (Hsink = 0 is

used in Eq. 9).

than hopping mechanism52. Population P8 with sink absorp-

tion is smaller than that without the sink function, because of

the population injection. Due to the energy exchange with the

bath environment, the renormalized energy ĒS decreases with

time (shown in Fig. 5). When ĒS is outside the band (lower

than −2V ), population injection is stopped. Part of the popu-

lation can survive in the chain, reaching steady state together

with the system.

Yields of the exciton dissociation are show in the left panel

of Fig. 5. Yield increases with increasing V since the large V

will prevent the population to form polaron. With smaller V,

more population tends to localize on site 8 to form a polaron.

3.3 influence from the electron-vibration interaction

As shown in Fig. 6, in the presence of the electron-vibration

interaction, population tends to localize to build a polaron.

With increasing α0, more population is localized on site 8,

which will prevent the population absorption. Yield decreases;

system loses more energy to the environment; both ES and its

normalized value ĒS will relax to a much lower value.

With a smaller tunneling parameter V or with a large

electron-vibration coupling α0, more population tend to lo-

calize to form a polaron, rather than to be absorbed by the

sink. More population can survive in the chain, and the sys-

tem energy ES can reach a much lower value. While with a

larger V or a smaller α0, more population will be injected and

absorbed.

To form a polaron, the energy gap (ε8) and the inter-site

tunneling parameter V are the key role. If V is large, tunneling

mechanism dominates the transfer processes, polaron will not

be formed, even with increasing α0. This had been examined

in our previous paper52. Polaron will always be formed if the
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Fig. 4 Yield (left panel) and polaron population P8 are shown with

different inter-site coupling parameter V. α0 = 0.1eV . The sink

absorbing function is on (left panel) and off (right panel). Yield=0 in

the case without the sink absorption. ε8 =−0.16eV and εl = 0 for

the rest sites.
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Fig. 5 Real system energy ES and the renormalized energy ĒS (left

panel) are shown with different inter-site coupling parameter V.

ĒS = ES in the case without the sink absorption. Same parameters

are used as to Fig. 4.
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Fig. 6 Yield (left panel) and the polaron population P8 are shown

with different electron-vibration interaction parameter α0.

V = 0.1eV . The sink absorbing function is on (left panel) and off

(right panel). Yield=0 in the case without sink absorption.

ε8 =−0.16eV and εl = 0 for the rest sites.
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Fig. 7 Real system energy ES and the renormalized energy ĒS (left

panel) are shown with different electron-vibration interaction

parameter α0. ĒS = ES in the case without the sink absorption.

Same parameters are used as to Fig. 6.
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Fig. 8 Yield and population P8 are shown as a function of the

injection energy ε0 with different electron-vibration coupling

parameter α0, and in the presence of the sink absorption. V=0.05eV

(left panel) and V=0.1eV (right panel). ε8 =−0.16eV and εl = 0 for

the rest sites.

V matches the energy gap (ε8). Thus there is no critical V

value that no polaron would be formed.

3.4 injection energy ε0

In this section, the yield of exciton dissociation, the localized

population on site 8 (polaron population), the system energy

ES and its normalized value ĒS, are examined via varying the

injection energy ε0, as shown in Figs. 8 and 9. When ε0 is

near or inside the band (∼ 4V ), population transfer from site

0 to its neighbor sites occurs. A polaron is formed (for small

enough V ) to prevent the population injection. System energy

ES keeps decreasing (even tends to be zero when all population

are injected), due to the energy exchange with the bath envi-

ronment. Yield of the exciton dissociation keeps increasing

and reaches its peak values, when ε0 is around zero. Popula-

tion P8 also increases and reaches a peak value.

When ε0 is outside the band (∼ 4V ), due to the large en-

ergy gap between sites 0 and its neighbor sites, the population

transfer from site 0 to its next is inhibited. As a results, pop-

ulation is localized on site 0, with yield=0 and system energy

ES = ε0, showing linear behavior (Fig. 9). When ε0 is inside

the band, system loses its energy to the environment and ES

keeps decreasing. When the system energy ES is outside the

band, population injection is stopped, and the yield remains

constant.

4 conclusion

In this paper we are interested in situations where electronic

band motion, population injection competes with polaron for-
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Fig. 9 System energy ES and the renormalized energy ĒS are shown

as as a function of the injection energy ε0 with different

electron-vibration coupling parameter α0, and in the presence of the

sink absorption. V=0.05eV (left panel) and V=0.1eV (right panel).

Some values of ES are near zero (red thin dashed line), because most

population are absorbed due to large V. ε8 =−0.16eV and εl = 0 for

the rest sites.

mation. These considerations are relevant to recently studied

models of photovoltaic cells61,70, where electrons (or holes)

are injected at some location in the system. The yield of such

processes, determined by the competition between electronic

motion and loss processes61 (e.g. carrier recombination) is

expected to be sensitive to electron-phonon interactions, and

in particular to transient polaron formation.

Deeply understanding the exciton dissociation is a chal-

lenge, and herein a plethora of models has been applied to

the understanding of the transport and the overall function-

ing of these devices. Here a tight-binding model is used to

examine the effects of acceptor bandwidth, injection energy

gaps, charge trapping. The effect from the coulomb binding

and disorder in the acceptor band are not accounted here. The

model assumes one-dimensional tight-binding electronic be-

havior with an electron-vibration interaction being permitted

to occur on the certain site. In the present of this interac-

tion, population tends to localize to build a polaron. Due to

the coupling between the system vibration and the bath envi-

ronment (bath phonon), the system loses its energy. A “self-

energy”term generated from the population injection into the

electrode, is added to the energy level of the last site, work-

ing as a sink function to absorb the population and measure

the yield of the exciton dissociation. This term is assumed

to be a function of the (renormalized) system energy. When

this renormalized system energy is inside and near the band

(from -2V to 2V), the population is injected into the elec-

trode and is absorbed. When the system energy is outside the

band, the injection does not take place. The system energy

is strongly influenced by the the inter-site coupling parame-
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ter V, the electron-vibration interaction parameter α0. With a

smaller V and a larger α0, population tends to be localized to

form a polaron, which prevents the population absorption and

reduces the yield of the exciton dissociation.

The exoergicity ε0 of the charge separation D∗A → D+A−,

usually referred to as the LUMO-LUMO gap, provides

enough energy for the charge separation process to overcome

the D+A− coulomb attraction. When ε0 is around and inside

the band, population transfer from site 0 to its neighbor next

occurs, the vibrational levels can be populated and the sys-

tem begin to lose its energy. When the population is injected

into the electrode, absorption occurs only if the system en-

ergy ĒS is near and inside the band. When ĒS is outside the

band, no injection occurs, and the left population on the chain

can survive. Later both ES and ĒS keep decreasing until the

system reaches its steady state. However, when the injection

energy ε0 is too far away from the band, population transfer

from site 0 to site 1 is inhibited due to the large energy gap

between sites 0 and 1. No transfer occurs and no energy loses.

To generate free charge carriers, the electron-hole pair needs

to overcome the coulomb interaction, which is induced be-

tween the moving electron and the hole. However the free

charge carriers may recombine bimolecularly back to form a

polaron pair. Exciton recombination is a completely relaxation

process that reduces the probability of charge separation. In

this paper, only a single vibration is accounted, together with

the electron-vibration interaction permitted to occur on certain

site. Our aim is to examine the exciton dissociation effected

by the competition between the the polaron formation and the

population injection. In the real system, more vibration modes

can occur on one single site, for example in the biology sys-

tem (photosynthesis I)71, and examining the polaron forma-

tion with quantum method becomes difficulty. The influence

from the coulomb interaction, the recombination, and more

electron-vibration interactions will be examine in our future

work. The model and the system Hamiltonian can be used to

examine the transfer processes for both the hole and the elec-

tron.
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