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Which charge definition for describing the crystal polarizing

field and the y and y® of organic crystals?{
Tomasz Seidler,** Benoit Champagne*®

Abstract

The impact of atomic charge definition for describing the crystal polarizing electric field has been assessed in view of
predicting the linear and nonlinear optical susceptibilities of molecular crystals. In this approach, the chromophores
are embedded in the electric field of its own point charges, which are evaluated through a self-consistent procedure
including charge scaling to account for the screening of the dielectric. Once the crystal field is determined, dressed
molecular polarizabilities and hyperpolarizabilities are calculated and used as input of an electrostatic interaction
scheme to evaluate the crystal linear and nonlinear optical responses. It is observed that many charge definitions i)
based on partitioning the electron density (QTAIM), ii) obtained by analyzing the quantum-chemical wavefunction
(Mulliken, MBS, and NBO), and iii) derived by fitting to the electrostatic potential (MK, CHelpG, and HLYGALt)
give very consistent results and are equally valid whereas Hirshfeld partitioning and CM5 charge parametrizations
underestimate the refractive indices and second-order nonlinear optical susceptibilities. An alternative approach
omitting charge scaling is demonstrated to overestimate the different crystal optical properties. On the other hand,
the molecule embedding approach provides results in close agreement with those calculated with a charge field

obtained from periodic boundary condition calculations.
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1 Introduction and methodological aspects

There exists a broad list of methods to describe embedding effects in periodic and non-periodic systems.
Among these, charge embedding techniques present the advantage of accounting for electrostatic effects at a
negligible computational cost. The molecule or region of interest is modeled at a selected quantum mechanical
level (QM) and the surrounding is described with the use of classical potential (molecular mechanics - MM)
- thus attributing them the QM /MM common name.

These charge embedding schemes have been used in a number of contexts, with the aim of predicting
structural, electronic, magnetic, and optical properties. Modeling of the NMR chemical shifts of molecules
in single crystals has led to the development of two embedding approaches: the Embedded Ion Method
(EIM)! and the Surface Charge Representation of the Electrostatic Embedding Potential (SCREEP). 23
The EIM method splits the point charge surrounding into three regions: the first comprising ~ 102 points
with charges from ab initio calculations, the second spherical around the first (~ 102-10% ab initio charges)
and the third with point charges values adjusted in order to reproduce the Ewald potential in the first
zone. The SCREEP method mimics the Ewald potential inside the volume surrounding the target molecule
with the aid of discretized surface charges. It was shown that by using the NBO charge definition? with
EIM but the CHelp definition® with SCREEP scheme more accurate '>C and >N NMR chemical shifts are
obtained.® Weber and auf der Giinne” presented the Extended EIM (EEIM) scheme where the NBO charge
definition is used. At this occasion they reviewed concisely existing approaches for embedding calculations
pointing out their limitations. Bjornsson and Biihl devised a computational QM/MM protocol® with the
aim of improving the X-ray determined geometries of molecular crystals, in view of subsequent simulation of
the NMR parameters. The NBO rather than the Merz-Kollman charges fitting the electrostatic potential?
were recommended whereas severe limitations of the Mulliken charges were shown. The charge embedding
technique was also successfully used to model the electron spin resonance parameters (ESR) of oxygen
vacancy in semiconducting SnOs. 19 In that work it was necessary to replace the closest cationic charges by
effective core potentials (ECP) in order to prevent charge leakage from cluster to those surrounding charges.

When tackling biological systems, owing to their increased size, QM/MM methods are essential for
modeling the interaction energies. It was shown that electrostatically-fitted charges are required to account
for polarization effects when describing the interactions between ligands and proteins and therefore for
predicting the scoring functions in macromolecular docking.!! Another QM/MM approach extending the use
of point charges for biological applications is the polarizable multipole interaction with supermolecular pairs
(PMISP) method.'? This method decomposes the QM part into smaller subsystems or fragments treating

the classical part of the interactions with the use of the polarizable multipole approach. An important issue
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when dealing with charged biological systems is the convergence of the atomic charges as a function of the
size of QM cluster.

For large molecular systems and crystals, using electrostatic embedding enables to improve the conver-
gence of the many-body expansion of the energy, opening the way to efficient evaluations of their gradient
and Hessian.'* This approach has been employed to predict the relative stability of polymorphs of molec-
ular crystals,'® one of the most difficult challenges in crystal structures prediction.'® Charge embedding is
also used for modeling solvent effects like in the sequential QM /MM approach that combines Monte Carlo
simulations to generate spatial distributions of solute and solvent molecules with ab initio calculations of
molecular properties.'”'® For instance, in the same context as this Paper, i.e. predicting the nonlinear
optical (NLO) properties, this scheme has recently been used to describe the effects of concentration on the
first hyperpolarizability of nibrobenzene in benzene ™ and the solvent effects on the first hyperpolarizability
of molecular switches.?? The next step towards improving these QM /MM methods is the use of polarizable
embedding. This can be achieved by describing the surrounding at the DFT level of theory while the QM
part is treated with correlated wave-function theory (WFT) method, leading to the so-called WFT-in-DFT
scheme.?! This approach has been adopted for calculating the solvatochromic shifts of water in water and
uracil in water systems.

In a series of recent papers we have used a charge embedding approach to mimic the inhomogeneous
crystal polarizing field for calculating dressed molecular polarizabilities («) and first hyperpolarizabilities
(B3).22724 Subsequently, these dressed properties were employed within electrostatic interaction schemes to
evaluate the macroscopic susceptibilities, x(*) and x(®. Though this scheme is simplified with respect to
e.g. EIM, EEIM, or SCREEP and might not be sufficient for predicting NMR parameters, it provides an
efficient tool to predict x() and x of organic molecular or ionic crystals. We refer the readers to these
papers and references therein for the details on this multiscale procedure. In these studies, the following
observations have been made: i) the oscillatory dependence (or slow convergence), as a function of the radius
of the sphere containing point charges, of the electric field inside the QM cluster only affects the molecular
properties to a small extent and the macroscopic ones even less, ii) imposing the neutrality of the spherical
cluster leads to incorrect description of the in-crystal polarizing field,?? and iii) the excess charge shifts the
polarizing potential but does not affect the polarizing electric field since the gradient of a constant is zero. 2
So far, in that scheme, only Mulliken charges calculated using periodic boundary conditions (PBC) and the
B3LYP exchange-correlation functional were considered. These PBC-derived charges present the advantage
of taking into account the in-crystal interactions, thus avoiding the use of an iterative approach. Still, in
Ref. [22] the impact on x(*) and x(?) of uniformly scaling the charges by a factor of 0.95 or 1.05 was assessed

and found to be small.
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In this Paper, to answer the question “Which charge definition is the most suitable for calculating x(*) and
x@?” several definitions of atomic charges, available in isolated molecule calculations, are employed to de-
scribe the crystal polarizing field and the resulting linear and nonlinear optical susceptibilities are compared.

123 is first chosen for this investigation,

The prototypical 2-methyl-4-nitroaniline (MNA) molecular crysta
which is then extended to two other NLO organic crystals, m-nitroaniline (mNA) and N-4-nitrophenyl-L-
prolinol (NPP). Four classes of charges are employed, those resulting from i) partitioning the electron density
(Hirshfeld, 2> Bader’s quantum theory of atoms in molecules (QTAIM)?26), from ii) analyzing the quantum-
chemical wave-function [Mulliken, minimum basis set Mulliken (MBS),2” and natural bond orbital (NBO) 4],
from iii) fitting to the electrostatic potential [Merz-Kollman (MK),? CHelpG,® and Hu-Lu-Yang using stan-
dard Gaussian atomic densities (HLYGAt)2®], and from iv) parametrization to reproduce charge-dependent
observable, such as the charge model 5 (CM5), designed to reproduce the dipole moment?2?). The impact
of the charge definition is investigated by considering the same levels of approximation as in our previous
investigations, i.e., BSLYP/6-311++G(d,p) and MP2/6-3114++G(d,p).22"2* This means that, besides the
molecular properties that are calculated at these levels, the charges are also obtained either from B3LYP or
MP2 calculations, which leads to four combinations of methods.

Alternatively, within the electrostatic interaction scheme, the dressing effects can be described by a

homogeneous dipole field, which takes the form3°

1

L= Veo k’zk”gkk/ (@w=0) Ly B (1)

where D is the local field supertensor [the local field tensor on the k-th (sub)molecule reads d, = -, D, ],
L is the Lorentz dipole-dipole tensor, p1, = is the permanent dipole moment of the k-th (sub)molecule (the
molecular dipole moment is equipartitioned over submolecules), and a (w = 0) the static polarizability su-
permatrix. An iterative procedure is needed to evaluate the dipole field because the polarizability of the
in-crystal molecules depend on the dressing field. The derivation of Eq. 1 shows that the self-consistent
procedure is done for the (hyper)polarizabilities whereas the dipole moment is fixed to its vacuum value. 3132
This argument is significant, especially when working with highly polar molecules such as MNA and sub-
stantiates the use of a scaling in the self-consistent charge procedure (vide supra).

In this Paper, the charged surrounding is a sphere of R=100 A centered on the target molecule. The
electric field calculated at the center of nuclear charge as a function of this parameter was shown to be
slightly oscillating but not changing much after 60 A.22 The methodology used in this Paper consists of i)

calculating - within a given charge definition scheme - the charges of the isolated molecule, of ii) embedding

the molecule in a sphere described by these charges, of iii) performing embedded single molecule calculations
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to get a new set of charges, and of iv) repeating the calculation of the charges of the target molecule until
convergence. Consistently with Eq. 1 a scaling of the charges obtained at the n-th iteration ¢} is performed

based on the atomic charge-derived definition of the dipole moment

ut = g 2)

where the r; are the atomic position vectors. The scaled charges are given by:

(3)

The procedure is summarized in a flow chart in Figure 1. The calculations were run to achieve a precision of
10~° e on the atomic charges. In order to show the importance of the charge scaling within the self-consistent
charge scheme, an additional set of calculations was conducted omitting the scaling. The two schemes are
distinguished by “A”, with scaling, and “B”, without scaling.

All charge and molecular property calculations were performed with Gaussian0933 whereas a homemade

program was employed to calculate the macroscopic responses.

2 Results and discussion

2.A. Charge distributions and dipole moments of MNA in its crystal field

The MNA structure was taken from neutronographic diffraction data.3* See Ref. [22] for the representa-
tion of the MNA molecule in the abc* axes system. The reference results are considered to be those obtained
using Mulliken charges from the PBC-B3LYP/6-31G(d,p) since they were successful for simulating the linear
and nonlinear susceptibilities of many different organic crystals.?* For the A scheme, the calculated atomic
charges as obtained with the BSLYP and MP2 methods are gathered in Tables 1 and 2, respectively while in
Tables S1 and S2 [ESI{]] for the B scheme. Pearson’s correlation coefficients (r) were calculated with respect
to the PBC-Mulliken charges. The numbering scheme of Figure 2 was used. The charge-derived (Eq. 2)
(pn9) and expectation value dipole moments (p) as well as the angles between these vectors and the in vacuo
dipole moment (HO) are provided in Tables 3 and 4 for the BSLYP and MP2 methods, respectively. When
using the 6-311++G(d,p) basis set, the single-molecule Mulliken populations are completely different from

the reference values (Pearson’s r factor is close to 0), and subsequently the angle between u?/u and HO is

very large. Moreover, the self-consistent procedure diverges if no scaling is applied. This supports severe
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limitations of this charge definition with extended basis sets.3® On the other hand the Mulliken method with
a smaller basis set, namely 6-31G(d,p), (referred to further as Mulliken*) provides results very close to those
obtained with other methods and its r correlation factor is the largest. The other charge definitions correlate
well with the PBC-Mulliken charges, especially MK, MBS, NBO, and HLYGAt. Slightly worse correlations
were found for Hirshfeld, CM5, CHelpG, and QTAIM. To address the charge distribution and the associated
charge transfer character, since MNA is a push-pull m-conjugated molecule, the atomic charges were summed
up into three groups defined as NHy (group A), core (group B), and NOs (group C). The impact of the charge
definition on the group charges is sketched in Figure 3. For all definitions, the core group is the main electron
donor to the NOs group whereas the charge of the NHs moiety is small and either positive or negative, with
the exception of QTAIM where it is clearly negative and accepts electrons from the core of the molecule.
Several trends are observed, i) the amplitudes of the charges on the B and C moieties are smaller for MK,
CHelpG, HLYGAt (which are derived to fit the electrostatic potential), and Hirshfeld but larger for MBS,
NBO, and CM5 and even larger for Mulliken* and QTAIM, ii) the self-consistent procedure with charge
scaling generally reduces the charge amplitudes on the different molecular moieties whereas the opposite is
observed without scaling, iii) to some extent, the differences of charges on the three molecular moieties reflect
in the 7 amplitudes but little in the y values, which depend less on the charge definition, iv) the B3LYP and
MP2 charge distributions on the three moieties are very similar, v) subsequently, the B3LYP and MP2 p?
amplitudes are much similar, with the exception of the Mulliken* (QTAIM) charge definition where the MP2
values are smaller (larger) than the B3LYP ones, vi) the MP2 and B3LYP expectation value dipole moments
are more different than the p9 values, the MP2 values being the largest, vii) the angle between p? or p and
the in vacuo dipole moment is very small no matter which charge definition (except Mulliken) and which
level of approximation is employed, but viii) the amplitude of the dipole moment increases considerably upon
charge embedding. At the MP2 (B3LYP) level of approximation, the increase of the 4+ amplitude ranges
from 23 to 32 % (27 to 38 %) within scheme A whereas it attains 30 to 45 % (43 to 58 %) within scheme B.
When compared to p evaluated with the PBC-Mulliken charge embedding, the other charge definitions lead
to smaller dipole moment amplitudes, though the variations remain modest. For instance, at the MP2 level,
the reference ‘H| value amounts to 11.39 D, NBO charges underestimate it by 0.2 D, MBS, MK, CHelpG,
HLYGAt, and QTAIM by 0.4 D, Mulliken* and CM5 by 0.7 D, and finally Hirshfeld by about 1.0 D. As
discussed further, these effects on the amplitudes of the charges and of the dipole moments reflect on the

refractive indices and X§21)1 tensor component of the MNA crystal.

2.B. Refractive indices and second-order NLO susceptibilities of MNA crystal
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The n, refractive index values are presented in Figure 4 while Figure 5 summarizes the results for _X521)1
for the different schemes and combinations of methods for evaluating the charges and molecular properties.
To analyze the impact of the charge definition, let’s consider first the results within scheme A, which deviate
negligibly from the 0-th iteration values and then those within scheme B. With the exception of Hirshfeld and
CMS5 definitions, scheme A values differ very little from the reference results obtained with PBC/B3LYP-
Mulliken charges. Still, though remaining small (of the order of 0.01 and 0.02 for QTAIM), these differences
are more pronounced when going from the static to the dynamic properties. CM5 and even more Hirshfeld
definitions lead to smaller n, values, by about 0.025 and 0.035, respectively, which is attributed to the
corresponding smaller dipole moments. Owing to the absence of scaling and therefore of the larger dipole
moments, the scheme B leads to much larger values than those obtained at 0-th iteration whereas the trend
when using scheme A is a reduction of n, with respect to the Oth iteration. Note that combining scheme
B with Hirshfeld and CM5 charges leads to good agreement with the reference results, but this should be
attributed to error cancellations. Globally, all charge definitions give very similar n, values, except the
Hirshfeld and CM5 schemes.

Similar trends are observed for ngl)l , though they are usually exalted, which is attributed to the higher
order of the response. Thus, scheme A (and also the 0-th iteration method) provides X§21)1 values very similar
to those obtained with the reference charges for all charge definitions, except Hirshfeld and CM5 where
the amplitudes are underestimated. Consistently with previous studies, 2223 the x\2) values are larger when
obtained from properties evaluated at the MP2 level than with TDDFT/B3LYP and this difference increases
with the photon energy of the incident light.

Though it is not straightforward owing to the many effects that are involved when calculating x") and
x®,23 a comparison with experiment is helpful. The experimental n, values amount to 1.953, 2.063, and
2.662 for A=00, 1064, and 532 nm, respectively. Figure 4 shows that frequency dispersion is underestimated
by the different methods but that charge definition has a negligible impact on this. Indeed, within scheme A,
the calculated static values are typically overestimated, the A=1064 nm values are in good agreement with
experiment while at A=532 nm, the experimental value is underestimated. The impact of this approximate
description of frequency dispersion was previously discussed.?? On the other hand, scheme B leads to larger
overestimations of the experimental n, values, with the exception of A=532 nm, which is attributed to error
cancellations. In the case of X§21)1a the experimental 300(75) pm/V value®® is reproduced at most levels
of calculation since the experimental standard deviation amounts to 25%. On the other hand, combining
scheme B with MP2 molecular properties gives values as large as 650 pm/V, which is well outside the error

bars.
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2.C. Refractive indices and second-order NLO susceptibilities of other molecular crystals

On the basis of the above results, the linear and nonlinear optical susceptibilities of mNA and NPP were
calculated by using two charge definitions, Hirshfeld and CHelpG, which are representative of the behaviors
detailed in the previous paragraphs. For both crystals, the neutronographic crystal structures were used
(mNA - ref. [37], and NPP - ref. [38]). Like for MNA, the results depend little on the method, B3LYP or
MP2, employed for calculating the charges so we selected the later for the discussion. The comparison of the
results obtained with different schemes and experiment is provided in Tables 5 and 6, for mNA and NPP,
respectively. Note that for mNA, Ref. [39] pointed out limitations of the multiplicative scheme to estimate
frequency-dependent (hyper)polarizabilities at the MP2 level, which impedes comparisons of the calculated
Xg23)3 quantities with experiment.

The experimental n, of mNA is well reproduced by all methods, especially when the crystal field is
taken into account while the differences between methods to account for the crystal field (including the
charge definition) are negligible. On the other hand, n, is underestimated whereas n, is overestimated but,
globally, the best agreement with experiment is achieved with scheme A. Note that in this case, MP2 gives
improved results with respect to B3LYP, where the relative amplitudes of n, and n, are inverted.?® In the
case of X§22)2’ the best agreement with experiment is obtained using the PBC-Mulliken charges whereas the
differences between schemes A and B are small, in comparison to MNA. Moreover, the differences between the
Hirshfeld and CHelpG charge definitions are small and much smaller than in the case of MNA. Still, besides
the Xg)g = -10.8 pm/V value obtained without accounting for the crystal field, all methods provide results
that are consistent with the experimental value and its standard deviation, 23.4 (3.0) pm/V. To some extent,
for NPP similar conclusions are drawn, i.e. i) neglecting the crystal polarizing field leads to underestimations
of the refractive indices (except n,, which is only weakly impacted by the method of calculation) and ngl)g
, ii) PBC-Mulliken as well as CHelpG (scheme A) charges improve the predictions, iii) CHelpG charges are
preferable than Hirshfeld charges, iv) scheme B gives better agreement with experiment than scheme A,

especially for X;ﬁ)z whereas this approach is by construction less rigorous. Again, the standard deviation on
x§21)2 is not negligible and it amounts to 23% of its amplitude (this value was deduced from analogy to X§21)2

of the similar 2-(N-prolinol)-5-nitropyridine (PNP) system, 96(22) pm/V).39:40

3 Conclusions

In this paper, several charge definitions to evaluate the in-crystal polarizing electric field and thereof the
linear and nonlinear optical susceptibilities have been compared by considering the prototypical MNA organic

crystal and to a smaller extent mNA and NPP. These include charge definitions i) based on partitioning

Page 8 of 23



Page 9 of 23

Physical Chemistry Chemical Physics

the electron density (Hirshfeld, QTAIM), ii) obtained by analyzing the quantum-chemical wavefunction
(Mulliken, MBS, and NBO), iii) derived by fitting to the electrostatic potential (MK, CHelpG, and HLYGAt),
and iv) defined through parametrizations to reproduce the dipole moment (CM5). The charges of the
polarizing field are determined within an iterative procedure where the targeted molecule is embedded in
a sphere of point charges. Then, they are used to get the dressed molecular properties and finally the
macroscopic optical responses. In the scheme called A, a charge scaling procedure is implemented in order
to account for the screening of the charges by the dielectric medium, which corresponds to freezing the static
dipole moment to its vacuum value in the dipole field procedure originally proposed by Hurst and Munn. 3!
In absence of scaling, the method is referred to as scheme B. The values determined from these self-consistent
procedures are compared to those obtained with a charge field obtained from PBC-B3LYP/Mulliken because
it has proved to be reliable for a broad set of organic crystals.?* Results demonstrate i) the better performance
of scheme A, as well as of the 0-th iteration scheme, with respect to scheme B, ii) the rather small impact
of the choice of charge definition, and iii) still, Hirshfeld and CM5 definitions lead to the largest differences
with respect to the other charge definitions, especially in the case of MNA, and to PBC-B3LYP/Mulliken
(without emphasizing on the well-known fact that Mulliken charges with too large basis sets also lead to
wrong results).

Besides the adequacy of charges derived from PBC calculations, these results demonstrate that i) the crys-
tal polarizing field can also be described by point charges obtained from calculations on the chromophore,
embedded in the electric field of its own point charges and that ii) several charge definitions are equally
valid to provide reliable linear and nonlinear optical susceptibilities. Note that in the PBC calculations
the screening of the charges by the dielectric is implicitly built in the self-consistent procedure providing
the wavefunction and band structure whereas in the embedded molecule approach it is built in within a
self-consistent procedure including charge scaling. The attractivity of this molecule embedding approach lies
in its availability for a broad range of quantum chemistry levels of approximation whereas PBC calculations
are available for a more restricted range of methods. Indeed, as illustrated by the applications on MNA|
mNA, and NPP through comparisons with experiment, one should keep in mind that such multiscale ap-
proach is only reliable provided the molecular properties are evaluated at an adequate level of approximation
accounting for electron correlation and frequency dispersion. 2?3 Note that, like the PBC approach, the charge
embedding approach can also account for intermolecular charge transfer effects that occur in crystals con-
taining more than one independent molecule/ion but the situation is more complex than for simple molecular

crystals and these issues are beyond the scope of this paper.
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Tab. 3: Charge derived (u?) and expectation value (u) dipole moments (in Debye), angles (in ©) between

these dipole moment vectors and the in vacuo dipole moment HO, and relative increase (in %) of ‘ I |
with respect to |u®| (last column). All results were obtained at the B3LYP/6-3114+G(d,p) level of
approximation with either scheme A or B; ﬁoz[—7.12,2.34,-3.76] D.

charge def. cycle ud ug ud ‘Hq‘ V4 <Hq,ﬁo> s y Lz )H‘ V4 <H7 H()) %
PBC-Mulliken - -8.65 3.12 -4.57  10.27 1.5 -10.01  3.44 -5.29 11.83 0.7 41.1
0-th -7.44 2.54 -3.87  8.76 0.7 -9.72 342  -520 11.54 1.1 37.6

Mulliken* (a) A -7.46 2.60 -3.79  8.76 1.4 -9.71 3.30  -5.20 11.50 0.6 37.2
B -11.23 3.72 -5.63  13.10 2.3 -11.06  3.69 -5.95 13.09 0.4 56.1

Mulliken 0-th -7.91 -8.04 -349 1181 59.2 -8.37 0.40 -4.58 9.55 13.8 13.8
A -4.89 -1048 -2.38 11.81 78.8 -7.81  -0.35 -4.27 8091 18.5 6.3

0-th -7.60 2.56 -3.94 894 0.6 -9.67 3.26  -5.10 11.40 0.4 36.0

MBS A -7.64 2.51 -3.90 894 0.8 -9.61 3.20 -5.07 11.33 0.2 35.1
B -11.09 3.58 -5.62  12.93 1.0 -10.77  3.59  -5.68 12.69 0.2 51.4

0-th -7.93 2.78 -4.27  9.43 1.1 -9.88 3.31 -5.27 11.68 0.3 39.3

NBO A -7.98 2.73 -4.22 9.43 0.6 -9.79 3.25  -5.22 11.56 0.3 37.9
B -11.71 3.94 -6.13  13.80 0.4 -11.07  3.69 -5.91 13.08 0.3 56.0

0-th -6.03 1.92 -3.03 7.02 1.2 -9.04 299 -4.76  10.65 0.1 27.0

Hirshfeld A -6.06 1.85 -3.01  7.02 1.7 -9.01 297 -4.75 10.60 0.1 26.5
B -8.43 2.54 -4.17  9.74 1.8 -9.76 321 -5.14 1149 0.1 37.0

0-th -6.71 2.13 -3.60  7.90 0.7 -9.29 3.07  -4.97 10.98 0.3 30.9

CM5 A -6.75 2.10 -3.54  7.90 0.8 -9.25 3.04 -4.93 1091 0.2 30.2
B -9.56 2.94 -4.98 11.17 1.0 -10.16  3.34  -5.43 11.99 0.3 43.0

0-th -7.12 2.35 -3.79  8.40 0.1 -9.69 321 -5.10 1141 0.1 36.1

MK A -7.13 2.34 -3.77  8.40 0.1 -9.58 3.15 -5.07 11.28 0.1 34.6

B -11.64 3.76 -6.14  13.68 0.3 -11.17  3.67 -5.92 13.16 0.1 57.0

0-th -7.11 2.37 -3.78  8.39 0.2 -9.71 3.21  -5.09 11.43 0.2 36.3

CHelpG A -7.13 2.35 -3.74  8.39 0.1 -9.59 3.15 -5.06 11.29 0.0 34.6
B -11.53 3.73 -6.02  13.53 0.3 -11.14  3.66 -5.87 13.11 0.0 56.4

0-th -7.09 2.33 -3.77 837 0.2 -9.67 3.20 -5.10 11.39 0.1 35.8

HLYGAt A -7.09 2.33 -3.78  8.37 0.2 -9.56 3.14  -5.07 11.27 0.1 34.4
B -11.60 3.75 -6.17  13.67 0.3 -11.15  3.66  -5.93 13.15 0.2 56.9

0-th -8.02 2.63 -4.32 9.48 0.5 -9.80 3.45 -5.13 11.59 1.1 38.2

QTAIM A -8.11 2.69 -4.11  9.48 1.0 -9.74 334 -5.09 11.49 0.7 37.0
B -12.59 4.18 -6.38  14.72 1.0 -11.27  3.92 -5.87 13.30 1.0 58.6

(a) Mulliken charges from B3LYP/6-31G(d,p) calculations
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Tab. 4: Charge derived (u?) and expectation value (u) dipole moments (in Debye), angles (in ©) between
these dipole moment vectors and the in vacuo dipole moment Ho7 and relative increase (in %) of ‘ H|
with respect to |u| (last column). All results were obtained at the MP2/6-311++G(d,p) level of
approximation with either scheme A or B; ﬁoz[—7.16,2.37,-3.81] D.

charge def. cycle ud ug ud ‘Hq‘ V4 <Hq,ﬁo> s y Lz )H‘ V4 <H7 H()) %

PBC-Mulliken - -8.65 3.12 -4.57  10.27 1.4 -9.61 3.33  -5.12  11.39 0.7 34.8

0-th -7.86 2.76 -4.12 9.29 1.0 -8.98 323 -491 10.73 14 27.0

Mulliken* (a) A -7.90 2.74 -4.05  9.29 1.2 -8.96 3.06 -4.90 10.66 0.7 26.1

B -11.38 3.87 -5.78  13.34 1.2 -10.24  3.45 -5.62 12.18 0.7 44.1

. 0-th -7.23 -9.52 -3.14 12.36 66.8 -7.90 0.11  -4.50  9.09 15.7 7.6
Mulliken

A -4.83 -11.13 -2.35 12.36 80.6 -7.61  -0.38 -4.31 8.75 18.9 3.6

0-th -7.59 2.59 -3.93 8.93 0.8 -9.34 320 -494 11.04 0.6 30.7

MBS A -7.63 2.55 -3.89 8.93 1.0 -9.30 3.14 -493 10.98 0.4 29.9

B -10.45 3.45 -5.30 12.22 1.1 -10.11  3.42 -535 11.94 0.4 41.3

0-th -7.88 2.82 -4.25  9.38 1.2 -9.53 3.23 -5.07 11.27 0.4 33.4

NBO A -7.92 2.78 -4.20 9.38 0.9 -9.45 3.18 -5.05 11.17 0.3 32.2

B -10.88 3.76 -5.73  12.86 0.8 -10.32 348 -5.52 1221 0.3 44.5

0-th -6.15 2.00 -3.09 7.16 1.3 -8.84 298 -4.68 10.44 0.3 23.5

Hirshfeld A -6.18 1.95 -3.06 7.16 1.6 -8.81 2.95 -4.67 10.40 0.2 23.1

B -8.11 2.53 -4.01 9.39 1.8 -9.34 3.13 -4.95 11.02 0.2 30.4

0-th -6.82 2.22 -3.66  8.05 0.3 -9.05 3.04 -485 10.71 0.3 26.8

CM5 A -6.85 2.20 -3.60  8.05 0.5 -9.01 3.01 -4.83 10.66 0.2 26.2

B -9.15 2.91 -4.78  10.72 0.7 -9.65 3.23 -5.18 11.42 0.3 35.1

0-th -7.18 2.39 -3.84  8.48 0.1 -9.38 313  -4.96 11.07 0.2 31.0

MK A -7.18 2.38 -3.83 8.8 0.1 -9.28 3.08 -4.95 10.96 0.1 29.7

B -10.85 3.55 -5.78  12.79 0.2 -10.39 3.44  -5.55  12.27 0.1 45.2

0-th -7.16 2.41 -3.83 847 0.3 -9.41 3.13  -4.96 11.09 0.2 31.3

CHelpG A -7.19 2.39 -3.80  8.47 0.2 -9.31 3.08 -4.94 10.98 0.1 29.9

B -10.78 3.53 -5.68 12.68 0.3 -10.39 343 -5.52  12.26 0.0 45.1

0-th -7.15 2.37 -3.83 8.44 0.2 -9.36 3.12  -4.96 11.04 0.1 30.7

HLYGAt A -7.14 2.37 -3.83 8.44 0.2 -9.27 3.07 -4.95 10.94 0.1 29.5

B -10.81 3.53 -5.80  12.76 0.3 -10.37  3.43 -5.56 12.26 0.2 45.1

0-th -7.31 2.35 -4.02  8.67 0.9 -9.29 3.28 -4.89 11.00 1.1 30.2

QTAIM A -7.36 2.48 -3.85  8.67 0.5 -9.23 3.21  -4.87 10.92 0.8 29.3

B -11.40 3.79 -5.86  13.37 0.8 -10.39  3.63 -5.47 12.29 1.0 45.4

(a) Mulliken charges from MP2/6-31G(d,p) calculations
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Tab. 5: Calculated [MP2/6-3114++4G(d,p)] versus experimental refractive indices and selected x(?) tensor
components (in pm/V) for mNA at A=1064 nm, as determined with different polarizing fields.

() ()

method Ny Ny Nz X399 X333

exp 1.690 1.729 1.639 23.4(3.0) 24.6(3.0)
no field 1.681 1.686 1.630 -10.8 -3.2
PBC-Mulliken 1.693 1.701 1.680 -24.6 -10.8
0-th 1.688 1.696 1.659 -18.8 -8.7
Hirshfeld A 1.688 1.695 1.658 -18.8 -9.1
B 1.690 1.698 1.666 -21.4 -10.9
0-th 1.686 1.700 1.667 -19.7 -7.8
CHelpG A 1.686 1.699 1.667 -20.2 -8.6
B 1.689 1.703 1.683 -25.0 -11.5

Tab. 6: Calculated [MP2/6-311++4G(d,p)] versus experimental refractive indices and x§21)2 tensor component
(in pm/V) for NPP at A=1064 nm, as determined with different polarizing fields.

)

method Ng Ny nz Xi12

exp 1931 1.775 1.452 169(39)
no field 1.839 1.717  1.479 55.3
PBC-Mulliken 1.909 1.740 1.475 107.1
O0-th 1.886 1.732 1.477 87.0
Hirshfeld A 1.886 1.732  1.477 87.1
B 1.905 1.739 1.476 101.6
0-th 1904 1.741 1.481 100.9
CHelpG A 1.905 1.740 1.479 101.9
B 1.945 1.754 1.480 136.2
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Fig. 1. Flow chart of the charge field self-consistent procedure.

Fig. 2 Numbering scheme used for MNA molecule and its 3 moieties.
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Fig. 3: Charges of moieties A (NHy group, red), B (core, green), and C (NOg, blue) as a function of the
charge definition evaluated at the BSLYP and MP2 levels of approximation. For each definition, the
0-th cycle, scheme A, and scheme B values are represented in a sequence from left to right; horizontal
dashed lines represent the values obtained with the PBC-Mulliken approach.
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2.8

properties

A=532 nm

A=1064 nm

Fig. 4: Effect of charge definition on the n, value of MNA (values for A=1064 nm were shifted by +0.15
for clarity). Red (MP2) and blue (B3LYP) ribbons give the range of reference results, i.e. obtained
using PBC-Mulliken charges, and their spread when scaling the charges by 0.95 (lower value) or
1.05 (higher value) while the solid black lines correspond to the unscaled charges. For each charge
definition and level of approximation for calculating the charges and properties, the results take the
form of a point with bounded vertical lines. The 0-th cycle results are represented by the full symbols,
whereas the lower and upper bars correspond to results obtained with converged point charge values
within schemes A and B, respectively. Red/blue symbols are used when the molecular properties are
evaluated at the MP2/B3LYP level. Squares and circles indicate the method used for computing the
charges, MP2 or B3LYP, respectively. Green lines represent the experimental values.
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Fig. 5: Effect of charge definition on _X§21)1 (in pm/V) of MNA. See the Caption of Fig. 4 for the figure

legend.
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ab initio

; . Which charge
QM/MM definition?

L_, MM /
X(l)' X(Z)

TOC phrase: Crystal optical susceptibilities are probes to assess the performance of the charge definition

employed to describe the crystal polarizing field.

23



