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Photovoltaic cells with absorbing layers of certain perovskites have power conversion efficien-

cies up to 20%. Among these materials, CH3NH3Pbly is widely used. Here, we using density-
functional theory calculate the energies and rotational energy barriers of a methylammonium ion in
the o or B phase of CH3NH;Pbl, with different neighbouring methylammonium ions. Our results
suggest the methylammonium ions in CH3NH4Pbly prefer to rotate collectively, and to be parallel
to their neighbours. Changes in polarization on rotation of methylammonium ions are two to three
times larger than those on relaxation of the lead ion from the centre of its coordination shell. The
preferences for parallel configuration and concerted rotation, with the polarisation changes, are
consistent with the measured ferroelectricity of the material, and indicate that this ferroelectricity
is primarily due to methylammonium orientational correlations. We show that the field due to this
polarisation is strong enough to screen the hindering field, and find this screening field in agree-
ment with the compensated field in experiment. We examine two possible mechanisms for the
effect of methylammonium ion rotation on photovoltaic performance. One is that rearrangement
of methylammoniums promotes the creation and transport of charge carriers. Some effective
masses change greatly, but changes in band structure with methylammonium rotation are not
large enough to explain current-voltage hysteresis behaviour. The second possible mechanism
is that polarization screens the hindering electric field, which arises from charge accumulation
in the transport layers. Polarization changes on methylammonium rotation favour this second
mechanism, suggesting that collective reorientation of methylammonium ions in the bulk crys-
tal are in significant part responsible for the hysteresis and power conversion characteristics of
CH3NH4Pbl, photovoltaic cells.
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1 Introduction

A photovoltaic cell with a perovskite absorbing layer was first
made by Kojima et al. ! Highly efficient perovskite solar cells have

interface between electrode and semiconductor layer of organic
solar cell, the interface charge can be decreased, and the Schot-
tky barriers lowered, allowing increased charge collection effi-

been made,>® and investigations of the mechanisms responsi-
ble for high efficiency continue. 1> Perovskite materials often
exhibit ferroelectricity, and this behaviour has been reported in
CH;NH,Pbl; (MAPbI;) thin films. 1618 1t js possible that the
spontaneous ferroelectric polarisation affects a perovskite photo-
voltaic’s performance. Polarisation effects in dye-sensitized so-
lar cells (DSCs) and organic solar cells (OSCs) have been exam-
ined in detail, and it has been shown that polarization can im-
prove their performance. %29 By introducing a permanent elec-
tric field in an ultra-thin layer of ferroelectric co-polymer at the

@ School of Chemistry, The University of Melbourne, Parkville, VIC, 3010, Australia

* E-mail: angusg@unimelb.edu.au

> Department of Materials Science and Engineering, Monash University, Victoria 3800,
Australia

T Electronic Supplementary Information (ESI) available for band structure, DOS and
Born charge. See DOI: 10.1039/b000000x/

This journal is © The Royal Society of Chemistry [year]

ciency and power conversion efficiencies (PCEs). 2123 This evi-
dence suggests that polarization may affect performance in per-
ovskite cells also.

We use density functional theory (DFT) calculations to exam-
ine the mechanism of polarisation, particularly the tendency of
methylammonium (MA™) ions to respond collectively, the rela-
tive energies of MA™ ions structures, and the heights of energy
barriers between those structures. These reveal the energy land-
scape in which the disordered crystal moves in response to an
electric field, and indicate a connection between the correlations
and dynamics of MA™ ions, and a photovoltaic cell’s performance
and hysteresis characteristics. We report also the changes on po-
larisation in the creation and transport properties of electrons and
holes, and discuss possible connections between polarisation and
performance.

Among perovskites used as light absorbers in photovoltaic cells,
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MAPDI; and MAPDI;Cl3, are typical materials. At room temper-
ature, MAPbI; adopts a tetragonal structure, its S-phase. A tran-
sition to the cubic a-phase takes place at 333 K.1© Xing et al.2*
and Stranks et al. 2> have shown that these perovskite materials
have very high electron-hole diffusion lengths from 100 nm to
lum. A very wide absorption wavelength range with high Inci-
dent Photon-to-Current Efficiency (IPCE) has been observed by
Burschka et al.>= The structural and electronic properties of its
o phase have been discussed by the Aron group.'® Zhao et al.
have studied the orthorhombic perovskite MAPbI; and they show
that van der Waals (vdW) interactions are important in DFT cal-
culations.2® Du has discussed the electronic structure of the B
phase of MAPbI3, and reported small electron and hole effective
masses, large Born effective charge, and benign traps and recom-
bination centres, all of which contribute to exceptionally good
carrier transport properties.2” Frost et al. proposed that ferro-
electric domains result in internal junctions, which promote the
separation of excitons, and reduction of recombination through
segregation of charge carriers. 1126 The bulk photovoltaic effect
related with ferroelectricity and ferroelectric domain wall have
been discussed. 2%:30 The link between this model and cell perfor-
mance is not yet clear.

Hysteresis in current-voltage curves is seen in silicon solar cells,
DSCs and OSCs at high scanning speeds.31-33 This hysteresis
is explained by capacitor charge, including space charges and
trapped charges. When the scanning speed is faster than the re-
lease rate of traps, or faster than the space charge relaxation time,
but not so fast that the charges cannot respond at all, hysteresis
is seen.®# In hybrid perovskite solar cells, hysteresis behaviours
are much slower, but also more complex and anomalous. Most
experiments on hybrid perovskite solar cells show stronger hys-
teresis when scanning speed increases,3>~38 but Snaith et al. also
observed that slower scanning speed can lead to stronger hystere-
39:40 They attribute this anomalous hysteresis to a change to
the nature of the electronic contact between the perovskite and
the p- and n-type contact materials, which they verify by remov-
ing or changing the hole and electron transport layer. Tress et
al. reported slow hysteresis, growing at slower scanning, in the
photovoltaic absorbing layer without charge transport layers. 14
Some have focused on how to reduce or eliminate hysteresis by
using a mixed solvent in the deposition process, increasing per-
ovskite crystal size, and using mesoporous-TiO,. 41:42
here connections between the collective polarisation response of
MA™ ions and normal or anomalous hysteresis.

sis.

We discuss

To explain of the hysteresis effect in measurement of hybrid
perovskite solar cells, several experiment have been set up. Tress
et. al. carried out a serial experiments and confirmed that there
is a compensated field induced by some slow process. They think
the ions migration is responsible for the slow process.'* Zhang
et. al. show that there is a field in the direction beneficial to
charge collection in the solar cell. And they believe this bene-
ficial field is induced by the ionic motion.*® Three mechanisms
have be suggested for the photo-conductivity responses in Ref#
, they are the migration of the MA™ ions, photo-induced traps
for charge carries in the MAPbI; and the dipole alignment in the
material. And their experiment of witnessing two opposite be-
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Fig. 1 The scheme of charge distribution in a normal solar cell without a
ferroelectric medium (a), and a perovskite solar cell (b). The gray region
on the left is the photo-anode. The excited electrons generated in the
absorber layer (light green region in the centre) accumulate here. The
dark green region on the right represent the photo-cathode, where holes
accumulate. Eq is the hindering field. Capacitor charges are shown in
blue. The field due to polarisation and the corresponding bound charges
are shown in red.

haviours of decreased/increased photo-conductivity in the same
material (different devices), makes the first two mechanisms less
probable. Ions migration only can result in one response due to it
always migrate towards to the negative electrode. They refuse the
photo-induced traps as there is a increasing photo-conductivity
over time. Here, by using theoretical methods, standing at three
points, we prove that the polarisation of MA™ ions and perovskite
unit cell are able to provide the compensated field observed in
Tress’s and Zhang’s experiment. The first stand point is that the
MA™ ions in its crystal can be reorientated by the operating field;
The second stand point is that the rotatable ordered MA™ ions
can provide overall polarisation; The third stand points is that
these polarized MA+ ions are able to provide a strong compen-
sated field (In this paper, we name it as screening field), which
promotes the charge transport and improves PCEs in perovskite
solar cells.

We study both concerted and independent rotations of MA™
ions in MAPbI3, and consider two possible mechanisms for the in-
fluence of polarisation on photovoltaic performance. One possible
mechanism is that the polarisation by rearrangement of MA™ ions
improves the electronic excitation properties of MAPbI;, modify-
ing the creation or transport of holes and conduction electrons.
Under an external field, as that felt by the absorbing layer in an
operating cell, the MA™ ions arrange in a preferred direction.
With these ordered MA™ ions, the electronic structure is opti-
mised. In this possible mechanism, for example, we might find
the scattering by disorder in the lattice is minimized, hence, a
small effective mass is expected.

The second possible mechanism is illustrated in Figure 1, which

This journal is © The Royal Society of Chemistry [year]
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shows the charge distribution in a normal solar cell without a
ferroelectric medium (a), and a perovskite solar cell (b). The
photo-anode is on the left. The excited electrons generated in
the absorber layer accumulate here. The region on the right
is the photo-cathode, where holes accumulate. Those accumu-
lated charges in the charge transport layer build a potential dif-
ference, and so apply an electric field (Ey) to the central, per-
ovskite, absorbing layer. The direction of this electric field is from
the photo-cathode to photo-anode. This field hinders the motion
of electrons to the left, and holes to the right, therefore reduc-
ing performance. The energy level difference at the interfaces
of anode/absorber and absorber/cathode also lead to charge ac-
cumulation, which act as capacitor charges (blue charges). This
charge also will induce a field (E.), which will partly cancel the
hindering field Ey. For a perovskite solar cell, the polarisation
of the crystal can produce further bound charge at the interface
(red charges). The field of these bound charges (E,) will further
screen E( and promote charge transport, and so improve perfor-
mance. This possible mechanism is consistent with the compen-
sated field in experiments. 1443

We first describe calculation methods, and then describe a rep-
resentative selection of MA™ ions configurations, with their ener-
gies and band structures. We then describe Born effective charges,
estimates of exciton energy, and polarisation changes on rotation
of MA™ ions. Finally, we describe the energy barriers between the
MA™ ion configurations studied, and discuss these in the context
of measured hysteresis and performance characteristics of per-
ovskite photovoltaics.

2 Calculation Methods

The DFT calculations are performed by the Vienna Ab-initio Sim-
ulation Package (VASP),*>#6 which implements the projector
augmented-wave (PAW) method4” using a plane-wave basis set.
The generalized gradient approximation (GGA) have been used
to calculate the exchange correlations. Zhao et al. show that vdW
interactions are important to DFT calculations on orthorhombic
perovskite.26 Giorgi et al. showed that hybrid methods applied
on top of the spin-orbit coupling (SOC) calculated structures are
not able to open the band gap sufficiently to reproduce the exper-
imental value.“%*° More advanced methods give improved re-
sults, for example GW+SOC calculations give the best agreement
with experimental band gap at 1.5 eV.>° The GW approximation
(GWA) is an approximation made in order to calculate the self-
energy of a many-body system of electrons by using the expansion
of the self-energy in terms of the single particle Green’s function G
and the screened Coulomb interaction W. The GW+SOC method,
shown to give the band structure closest to experiment, cannot
feasibly be used with the nudged elastic band calculations that
we use to map out the energy landscape of MAPbI3. We exclude
the GW method. In order to get relatively accurate results, we
use GGA methods with or without considering the vdW interac-
tions,>! SOC or both of them. Very small band gaps calculated
considering SOC in standard DFT do not agree with experiment,
while the standard GGA gives band gap closer to experimental
value.

We optimised the § phase of MAPbI; with different methods,

This journal is © The Royal Society of Chemistry [year]

Physical Chemistry Chemical Physics

and then compared these obtained lattice parameters to exper-
iment. As shown in Table S6 (in Supplemental Materials), the
sequence of lattice parameters and volumes estimated by various
methods is: PBE > optPBE-vdW > optB86b-vdW > PBE-vdw >
PBEsol > EXP > PBEsol-vdw. The PBEsol/GGA+vdW calculations
will lead to cell vectors about 20 % smaller than that in experi-
ment. In general, for PBE/GGA calculations, vdW helps it to get
more accurate lattice parameters. While for PBEsol/GGA calcula-
tions, the implement of vdW interactions leads to inaccurate lat-
tice parameters. Parameters calculated by PBEsol are the closest
parameters to experiment. Therefore, we chose the PBEsol/GGA
method without considering vdW interaction to calculate all the
properties reported below.

The exchange correlation was calculated using the Perdew-
Burke-Ernzerhof functional as revised for solids (PBEsol).>2 The
GGA PBEsol calculations are done with the PBE-PAW potential
considering 14 electrons 5d'°6s26p? for lead. The pseudopoten-
tials with 5s25p2, 2s22p2, 2s22p® and 1s valence electrons are
used for iodine, carbon, nitrogen and hydrogen, respectively. An
energy cut-off was set at 500 eV. A I'-centred Monkhorst mesh
of 9 x 9 x 9 for the o phase, and 7 x 7 x 5 for the f phase,
was used for static calculations, including density of states (DOS)
and band structure. For the band structure calculation, 60 points
were inserted between each pair of high symmetry k points. The
structures were optimized until the maximum force on each atom
was smaller than 0.01 eV/A. For super-cells, 3 x 3 x 3 I'-centred
Monkhorst mesh are used and the geometry were optimised until
the force on each atom is smaller than 0.02 eV/A. At the begin-
ning, we want to fully optimize the geometry of all the structure
without any constraint, but we found that the optimized struc-
ture is not the same with the experiment. This because many
local energy minimum configurations is exist for MAPbI3, while
the phases that we interested are not stable at low temperature.
Most of the optimised structures go to y phase (the phase at low-
est temperature) similar structures. 16 Here, we focus on the a
and f phase, as both and only o and 3 phases are possible near
room temperature. Therefore, we optimized the structures with
the iodide ions fixed, while the shape and volume of cells allowed
to change.

To get accurate second derivatives of energy, high-density
points band-structure calculations have been performed. 60
points were used between each two high symmetry points. The
second derivative was calculated as twice quadratic coefficient (a)
obtained by fitting. The fitting polynomial is,

E(k)=a(k—ko)*+c, (D

here E(k) is the energy and kg is the k vector where its energy
is the minimum (maximum) of the conduction (valence) band.
Due to band crossing, the region over which the energy varies
quadratically in k is limited. This limits the data available for the
determination of effective mass. Here, we use seven points to
give fitting of the equation. In the absence of band crossing, the
results are very similar for any number of points between 3 and
10.

The polarisation of the crystal and Born charges were calcu-
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Table 1 The energies of MAPbI; with various MA™ orientations with or
without lead atom relaxed. Structures show in Figure 2.

Phase Orientation Lead relaxed (eV) Lead fixed (V)
001 -52.046 -52.046
o 110 -52.054 -52.051
111 -52.060 -52.059
001 -208.724 -208.360
B 110 -208.551 -208.338
111 -208.689 -208.328

lated by Berry phase method, which is widely used to analyse the
polarisation in crystal. 5356 The dielectric constant is estimated
by means of density functional perturbation theory.>” The nudged
elastic band (NEB) is a method used to find the minimum energy
reaction paths (MEP) when both of the initial and finial states are
known. It has been implemented in VASP.>8 First, linearly inter-
polating a set of structures between the known initial and final
states gives an initial guess for the path. The energy of this string
of images is then minimised. Thus the MEP is revealed. A refined
climbing image NEB method calculates not only MEP but also the
saddle point. It drives the image with the highest energy up to
the saddle point. The force at this saddle point along the tangent
changes sign. In this way, the image tries to maximize its energy
along the band, and minimize in all other directions. When this
image converges, it will be at the exact saddle point.>® In this
paper, the energy barrier for MA™ ions rotations are performed
by climbing image NEB (cNEB) calculations. In searching for the
saddle points, the relaxation is stopped if all forces are smaller
than 0.05 eV/A.

3 Results and discussion

We set out here the properties of structures of the « and 8 phases,
and most importantly, the energy barriers between these states.
In this part, we will verify two possible mechanisms for the high
PCEs performance and three stand points for the explanation of
hysteresis we have suggested above.

3.1 Structures and energies

The MAPbI; crystal includes an inorganic lead and iodide frame-
work and MA™ ions. The disordered MA™ ions are associated
with the cage of Pb-I atoms as reported in x-ray diffraction. 0-62
Due to weak interaction between MA™ ions and the inorganic
frame, multiple local energy minimum structures exist. MA™ ions
may point in different directions. In previous theoretical stud-
ies, MA" ions are oriented to different directions in orthorhom-
bic, 26:63.:64 cubic, 10:12:48 or tetragonal structure, 27-°C which leads
to different results, such as band gap, effective mass. Here we
systematically compare three representative structures with dif-
ferently oriented MA™ ions, in both the @ and B phases. The
MAT™ ion oriented along [001] direction is denoted 100-MAPbI;
(Figure 2(a) and (d)), in which MA™ ion (C-N bond) is parallel
to ¢ axis. The other two cases are MA™ ion oriented to [110] (110-
MAPDI3, Figure 2(b)) and [111] (111-MAPbI3, Figure 2(c)). The
unit cell of the B phase has four MA™ ions, we start energy min-
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imisations with all of the MA™ ions oriented to [001], [110] and
[111]. These oriented MA™ ions change their orientations little
on energy minimisation. Two different methods have been used
to optimize its structure. The first method keeps the inorganic
component fixed during geometry optimisation; another method
keeps the iodide ions fixed, while relaxing lead ions and MA™
ions. For a phase, the 111-MAPbI; always has the lowest energy
(Table 1). The energy differences between structures are about
10 meV for the « phase, so that MA™ ions are able to rotate at
room temperature. The difference become about 100 meV (25
meV for each MA™ ion) in 8 phase, so that it is little less thermo-
dynamically favoured for MA™ ions to rotate in 8 phase than that
in o phase, but it is still possible.

3.2 Band structure of MAPbDI3

Borriello et al. have shown that the electronic properties of
tin-halide perovskitic compounds are strongly dependent on the
structure of the inorganic cage, as the valence and conduction
bands are dominated by the inorganic cage.®° This view is con-
firmed with our calculation that the band gap with differently
oriented MA™ ions are similar, but we found that the shape at the
bottom and top of the conduction and valence band changes as
the MA™ ion rotates. The band structure of the a and  phases,
with lead relaxed, are shown in Figure 3. The band gaps are
about 1.2 eV (a phase) and 1.3 €V (8 phase), due to the nor-
mal DFT underestimation of band gaps, these are lower than the
experimental value of 1.5 eV, There is little difference among
those structures with differently oriented MA™ ions. In the «
phase, the band gap of 110-MAPbI; (1.21 €V) is smaller than that
of 001- (1.24 eV) and 111-MAPbI3 (1.29 €V). The band gaps for
the structures optimized with lead fixed are 1.22 €V, 1.15 €V, and
1.26 €V for 001-, 110- and 111-MAPbI3, shown in Figure S1.

The band structures of the § phase are shown at the bottom
of Figure 3. Band gaps are 1.42 eV, 1.30 €V, 1.27 eV for 001-,
110- and 111- MAPbI3. They are 1.39 €V, 1.28 €V and 1.31 €V for
lead-relaxed 001-, 110- and 111- MAPbI3. The band gaps of the
structure with lead fixed are about 3% different from that of the
lead relaxed 8 phase, shown in Figure S1. Those theoretical band
gaps are close to the experimental value of 1.5 V.90 The electron
DOS is shown in Figure S2. The band divergence of different
oriented MA* ions agrees with Brivio’s work on the a-phase. 10

We find that orientation of MA™ ions has a relatively weak ef-
fect on the band gap, too small to have any significance conse-
quences for photovoltaic performance. Hence, the first mecha-
nism is less possible.

3.3 The effective masses
We estimate the effective mass based on its definition,
1 1d%E(k)

m* h dk* ’
where the E(k) is the energy of a band and k is the wave vector.
The method to calculate the second derivative of energy we have
illustrated in the Method.

For the a phase, estimated masses are shown in Table 2. The

2

This journal is © The Royal Society of Chemistry [year]

Page 4 of 13



Page 5 of 13 Physical Chemistry Chemical Physics

Fig. 2 The optimized structure of MAPDI; with lead ions fixed, MAT were initially oriented along direction (a) [001]; (b) [110]; (¢) [111]in 2 x 2 x 2
super cells of « phase. The unit cell of § phase with MA* were initially oriented along direction (d) [001]; (e) [110]; (f} [111] in a single unit cell. The
carbon and nitrogen coordination difference was defined as the direction. The dash brown lines are the boundaries of unit cells.

a)«{ Vv ~ b)~ - ~~ C)« ~—
o o ™

° ° °

— OV - ™ A ~ O 4

> > )

. . o

c = =

] & @

1 0
-1 0
-1 0

rx m R T FrX ™M R T F XM R T
LD UPRY LPRT
o | | o |
= > =
Lo [} [ =]
g | g | &g |

5
S

=2 ~ LN\ _& 3 Tl
ZT XM T R ZT XM T R ZIFTr'XM™M [ R

Fig. 3 The band structure of o phase and B phase optimized with lead relaxed. The (a), (b) and (c) are the band diagrams of o phase, corresponding
to 001-, 110- and 111-MAPblI3, respectively. The band diagrams of  phase are shown as (d), (e) and (f) corresponding to 001-, 110- and
111-MAPDI3, respectively).
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Table 2 Effective hole and electron masses of the o phase with lead
atoms relaxed. Those results were fitted with 6 points near R point. The
effective mass unit is mq (the static mass of a free electron).

.MA+. Bands MR BT Harmonic
orientation Mean

001 -0.172 -0.149 -0.160

110 VB -0.197 -0.154 -0.173

111 -0.150 -0.144 -0.147
CB1 0.325 0.156

001 CB2 0.079 0.176 0.174
CB3 0.655 0.198
CB1 0.402 0.155

110 CB2 0.223 0.179 0.180
CB3 0.106 0.207
CB1 0.069 0.129

111 CB2 1.044 0.192 0.171
CB3 0.480 0.219

effective hole masses are about 0.16 mgy. This hole effective mass
in changes as the MA™ ion rotates by about 10%. For electron
transport, effective masses are anisotropic, and individual values
differ greatly between different MA™ ion orientations. There are
three conduction bands with very little energy difference, which
suggests all of them could contribute to charge transport. The
harmonic mean electron effective masses are 0.174 mgp, 0.180 mg
and 0.171 my for [001], [110] and [111], respectively.

The extrema of band structure are at the I point in the § phase.
For hole transport, effective masses differ little among reciprocal
space directions, and vary little as the MA™ ion rotates. We find
again in the 3 phase anisotropic band structure for electron trans-
port. The electron effective masses are very sensitive to the direc-
tion of the crystal momentum k. For the first conduction band in
the B phase (the lowest energy conduction band), they have very
small effective masses (lighter than 0.1 mg) in the direction of
the Z point. While the band bottom becomes very flat in the di-
rection of the X point, especially for the 100- and 111-perovskite
(Table 3). Due to its highly anisotropic transport properties, we
also calculated the effective masses in the directions of other high
symmetry k points, as shown in Table 3. The calculated effective
masses are about 0.1 mg. The inequivalence of the M and M2
points for the configuration [001], is due to symmetry breaking by
the hydrogen atoms, and the MA™ ion not aligning exactly in the
direction of [001]. The harmonic mean electron effective masses
are 0.199 mg, 0.192 mg and 0.195 mg for [001], [110] and [111],
respectively.

We find effective masses for some one-electron states are very
sensitive to the orientations of MA™ ions, while the Harmonic
mean effective hole masses vary little. This raises the possibility
that in certain directions in the B-phase, for one electron states,
the electron mobility responds strongly to polarisation. But the
overall effective masses and mobility have no much difference.
Therefore, the first mechanism for high PCEs is less probable.

6| Journal Name, [year], [vol.],1-13

3.4 Born effective charge

For the lead atoms in both the o and 8 phases, the diagonal
elements are close to 4.6 e, where e is the magnitude of the el-
ementary charge, while the non-diagonal elements are smaller
than 0.5 e. In optimized structures, the MA™ ions are not at the
centre of inorganic cages, carbon atoms of MA™ ions are always
closer to the cage boundary. The zz component of the Born charge
of the lead atom reduces from 5.15 e to 5.01 e to 4.78 e, as MA™
ion rotate from [001] to [101] and to [111] for the o phase, as
shown in Table 4. Carbon atoms are strongly coupled to the lead
ions. The Born charges of iodide ions are dependent on their po-
sition and coordination geometry around the lead atoms. In the
o phase, the iodide Born charge is about -4.5 e in the Pb-I bond
direction, and almost zero in other directions. The trends are sim-
ilar in the B phase, but two types of iodides are present: one is
apical, located at the center of two lead ions, the other is equa-
torial. 27 The apical iodides behave as in the o phase, but for the
equatorial iodides, the Born charges in the plane of its two Pb-I
bonds are about -2.6 e, the direction out of plane is very small.
More Born charges of the o and  phases are listed at Table S2-5.
The Born effective charges are roughly twice as large as the corre-
sponding formal charge (2.0 e). The large Born effective charges
are related to the large static dielectric constant, or the ferroelec-
tric character, as appropriate. The large dielectric constant and
the resulting screening of defects and impurities may promote
transport properties.27-%6 These results show modest changes in
the behaviour of the electrons in the inorganic framework with
MAT™ ions rotation. That argues for the important of the ‘macro-
scopic’ mechanism of Figure 1 over the possibility of changes in
electronic structure with MA™ ions rotation.

3.5 Exciton separation energy

The energy needed for exciton separation is the energy difference
between the lowest and highest energy levels of the two-charge
system. The nth orbital energy of two-charge system is,

1 &2 5 Mex k2

E, =—— R 3
" n2(47rseo) w2 o )
where mg, = y’:fffﬂ’h, M = m, + my,, where, m, and my, are the ef-

fective electron and hole masses. 7 is the reduced Plank constant,
€ is the relative dielectric constant and g is the vacuum permit-
tivity. The last term is the kinetic energy of the exciton. The first
term is the orbital energy of different states. The maximum en-
ergy for charge separation is to excite a two-charge system from
the ground state (n=1) to the highest excited state (n=c). For
MAPDI; the harmonic mean effective hole and electron masses
are about 0.16 mg and 0.20 mq (shown in Table 2 and 3), respec-
tively, and the static dielectric constant describing the response of
the electrons with ions fixed is about 6.0, shown in Table 5, cal-
culated from density functional perturbation theory. Using those
parameters, we estimated the binding energy to be 30 meV, which
agrees with experiment (37 meV,%” 45 meV®® and 50 meV©?).
The reduced mass (m,,) calculated from our ab initio calcula-
tion is 0.09 my, close to the experimental value (0.12 m®7, 0.11
mp %8, and 0.15 my ). The small exciton separation energy will

This journal is © The Royal Society of Chemistry [year]
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Table 3 Effective hole and electron masses of 8 phase along with different directions with lead relax. These results were fitted with 6 points near the
I'(0, 0, 0) point. The effective mass unit is mg. The directions in k- space are: M (0.5, 0.5, 0), R (0.5, 0.5, 0.5), Z (0, 0, 0.5), X (0, 0.5, 0), M2 (0.5, -0.5,
0), R2 (0.5, 0.5, -0.5).

MA™ Band 7T rx M-T 'R M2-T IR2 Harmonic

Direction Mean

CB3 0.08 0.12 0.15 0.15 0.07 0.14

_ CB2 0.22 0.74 0.71 0.60 3.224 0.51
0ot CB1 1.28 0.23 0.18 0.15 0.93 0.20 0.199

Mean? 0.53 0.36 0.35 0.30 1.41 0.28

Mo CB3 0.73 0.10 0.08 0.10 0.09 0.10
CB2 0.89 0.18 0.45 0.51 0.30 0.50 0.192

CB1 0.07 1.81 1.40 0.29 1.49 0.34

Mean? 0.56 0.70 0.64 0.30 0.63 0.31

e CB3 0.78 0.11 0.08 0.10 0.08 0.10
CB2 1.01 0.18 0.62 0.67 0.62 0.67 0.195

CB1 0.07 1.02 0.94 0.29 0.95 0.29

Mean® 0.62 0.44 0.55 0.35 0.55 0.35

4 is the effective masses calculated from fitting to 10 points around the numerically determined minimum just off the I point. ? is the
Harmonic mean.

Lo . +
Table 4 Born charge of the lead ions in & phase. It varies as the MA Table 5 Dielectric tense including local field effects in DFT for the o and

on vectors. B phases with representative the MA™ ion orientations.
MA™ orientation  Direction X Y Z MAT orientation  Direction X - 7
X 4.688 0.007 -0.064 X 500 000 001
[001] Y 0.007 4.682 -0.060 a [001] v 20.00 588 002
Z -0.063 -0.059 5.146 7 001 002 6.26
X 4.995 0.007 -0.030 X 620 000 001
[101] Y 0.008 4.515 0.360 a [110] v 20.00 573 019
Z -0.030 0.372  5.010 7 2001 019 621
X 4.863 0.021 0.072 X 574 006 008
[111] Y 0.021 4.882 0.073 a[111] v 0.06 574 0.07
Z 0.071 0.073 4.776 7 008 007 570
X 5.70 -0.03 0.04
) ) ] ) B [001] Y -0.03 5.70 0.04
promote charge separation, and increase their solar cell’s working 7 0.04  0.04 6.97
current. . X 505 0.06 0.09
.The statl.c dle.lectrlc consta?lt, and effect.lve mass average.d over B [110] v 0.06 595  -0.09
different directions change little on rotation of the MA™ ion, so 7 009 -0.09 649
we expect little change in the exciton binding energy across the X 590 000 010
energy landscape. More importantly, our results are consistent ’ ) )
. . . . . . B [111] Y 0.00 5.88 -0.05
with experimental evidence that the formation of excitons is not
Z -0.10 -0.05 6.78

a significant performance limiting process.

Table 6 The lead ions displacement (Ar) and the dipole moment
differences (AM) between the structures with or without lead ion relaxed

3.6 Polarisation due to motion of the lead ions

A typical perovskite material has a formula expressed as ABXs. for  phase MAPbls.

B is the element at the centre of octahedron, whose movement

is usually considered as the mechanism of polarisation for a fer- Initial MA™ Ar AM |AP|
roelectric perovskite. For MAPbI3, B is the lead ion. First, we orientation A) (e A) (uC/cm?)
discuss the possible polarisation due to lead atoms, which is esti- B[00T] (0.15,0.20,0.07) (-0.01,0.18,-1.86) 3.0
mated from the change in dipole moment of the unit cells as the B[TT0] (0.04,0.18,0.15)  (-0.70,-1.11,-0.65) 2.3
lead atom relaxes from the centre of its iodide coordination octa- B[TT1] (0.21,0.07, -0.02)  (-1.03,-0.47,-0.86) 2.3

hedron. The energy of the relaxed structure is slightly lower than
that of the structure with lead fixed. Table 6 shows the average

This journal is © The Royal Society of Chemistry [year] Journal Name, [year], [vol.], 1-13 |7
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Table 7 Average MA™ ions vector changes (Ar) and dipole moment
difference (AM) for the § phase MAPbI3, MA* ion orientating from [110)
or [111] to [001]

Initial MA™ Ar AM |AP|
orientation (A) (e A) (ucC/ cm?)
[ﬁO]a) (-0.94,-0.32,1.19)  (1.43,-1.44,-3.44) 6.40

[T11)» (-1.02,0.22, 1.84)  (2.12, 0.49,-4.54) 8.06

) Calculated with centre at (0.35, 0.86, 0.50): P Calculated with
centre at (0.35, 0.85, 0.50).

displacement of the four lead atoms and the dipole moment dif-
ference between the geometry with or without lead atom relaxed
in the B phase MAPDbI;, with different MA™ ion orientations. The
polarisation change on relaxation of the lead ions is roughly a half
or a third of that obtained by rotation of MA™ ions (see below).
There is no obvious relation between the polarisation direction
and the average lead atoms displacement. This effect is due to
the coupling of MA™ ions to the inorganic component of the crys-
tal.

3.7 Polarisation due to rotation of the MA™ ion

The MA™ ion has dipole moment in the gas phase of 2.29 De-
bye,!! and we can not rule out the possibility that the crystal
polarisation is mainly contributed by the MA™ ion. To study its
polarisation properties, the Berry phase of those crystals with dif-
ferently oriented MA™ ions have been investigated. Table 7 shows
the dipole moments of those unit cells. In this part of calculation
lead atoms are fixed in order to eliminate their influence. As the
four MA™ ions are on the boundary of the 8 phase unit cell, to cal-
culate the dipole moment change, we need to chose a boundary
not crossed by an ion. Generally, if we select a centre so that there
is not much electron cloud or ions crossing the cell’s boundary,
the dipole moment change of the cell is proportional to change in
the MA™ ion carbon-nitrogen bond vector. As shown in Table 4
the Born charges on the inorganic frame change as the MA™ ion
rotates. This coupling between inorganic and MA™ ions make it
impossible to get a perfect linear relationship between the MA™
ion orientations and the dipole moments of their unit cell. The po-
larisation induced by the MA™ ion rotation is two or three times
larger than the polarisation induced by the lead atom. There-
fore, we can draw a conclusion that the polarisation of MAPbI; is
controlled by the MA™ ions, but the coupling between the two is
strong, and the role of the inorganic frame cannot be neglected.
This is the second stand points for hysteresis effect that the rota-
tion of MA™ are able make perovskite polarized.

3.8 Barriers to methylammonium ions rotation

The direction of spontaneous polarisation in a ferroelectric de-
pends not only on the field but also on the history of the material.
The properties of a ferroelectric material develop on cooling the
dielectric phase towards the ferroelectric transition temperature,
as a diverging correlation length for ferroelectric order. We there-
fore expect to see collective orientation of the MA™ ions favoured
in the o phase, and consider that structure first.

8| Journal Name, [year], [vol.],1-13
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Fig. 4 The energy landscape of MA™ ion rotates in representatives
orientations in the o unit cell.

The energy differences between structures in the energy land-
scape with differently oriented MA™ ions are about the thermal
energy at room temperature (25 meV), so MAT ions can rotate
at room temperature (see Figure 4 and Table 1). If the energy
barrier for a rotating MA™ ion is high, the rotation will be slow,
and then the polarisation of MA™ ion cannot in a practical period
of time be tuned by external electric field. To determine the en-
ergy barrier for MA™ ion reorientation, cNEB calculations have
been performed.>® We estimated energy barriers for the MA™ ion
rotated between [001], [110] and [111] directions in a phase. The
o phase unit cell only has one MA™ ion. When it rotates, the
neighbouring MA™ ions in the periodic images of the cell are also
rotated. For a phase, the energy barrier is about 14 meV for a
MA™ ion rotates between [001] and [011], which is lower than k7.
The largest energy barrier is for [111]-MA™ ion rotation to [001]
or [011] direction, 82 meV or 98 meV, respectively, shown in Fig-
ure 4. Even the largest energy barrier is only four times higher
than k7, so the MA™ ions can rotate collectively at room temper-
ature. Ferroelectric response favours collective polarisation, and
so we calculate also the energy barrier to reversal of orientation
of a single MA™ ion with either its neighbours fixed or moving in
parallel. This comparison is shown for both the o and 8 phases
in Figure 5. We choose the MA™ ion rotation from [001] to [001].
For the o phase, the collective energy barrier for one MA™ ion is
74 meV, as shown in Figure 5(b). For independent rotation, the
barriers are about zero if the start MA™ ion configuration anti-
parallel to surrounding MA™ ions, where the reaction coordinate
~ 12 A. If MA™ ion starting configuration is parallel to surround-
ing MA™ ions (reaction coordinate ~ 0 A), the barrier is about
300 meV, as shown in Figure 5(a). This result suggest that MA™
ions in the a-phase have a kinetic preference to be arranged in
parallel.

For independent rotation in the 8 phase, as shown in Figure
5(c), the MA™ ion rotates from [001] (RC = 14 A) to about [110]
(RC ~ 8 A), with an energy barrier of 172 meV. If this MA™ ion
rotates further to [001] (RC =~ 0 A), the total energy barrier is as

This journal is © The Royal Society of Chemistry [year]
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Fig. 5 The energy landscape of MA™ ion flip over ¢ axis in oo and 8 phase. The energy landscape of independent MA™ ion rotation of o phase (a) and
of B phase (c); The energy landscape of collective MA™ ion rotation of « phase (b) and of § phase (d). The energy in (b) is the energy landscape per

MAT ion. Arrows in the figure represent MAT orientations.

high as 283 meV. While if the MA" ion was oriented to [001] (RC =
0 A) and the neighbouring MA™ ions vectors are [001], the energy
barrier is smaller, but still high compared to that of the o phase.
Hence, the energy barrier to flip a MA™ ion is 129 meV if the
MA™ ion is initially anti-parallel to the neighbouring MA™ ions,
and become as high as 283 meV if the MA™ ion is initially parallel
to the neighbouring MA™ ions. The concerted rotation barrier
for one MA™ ion is 80-90 meV, which is higher than that (60 -70
meV) rotated in the o phase. We expect collective reorientation
to be slower in the B phase in agreement with experiment. %2

The results show the MA™ ions are coupled each other. On one
hand, the energy barriers in the o are lower than those in the
B phase, which is likely due to inorganic framework is smaller in
the B phase. 1 On the other hand, the energy barriers of indepen-
dent rotation in the 8 phase are higher than the energy barrier of
collective rotation per MA™ ion, which shows that MA™ ions ki-
netically prefer parallel arrangement in both phases.

These low energy barriers also indicate that MA™ ion orienta-
tion responds to the external field. An energy barrier of 100 meV
corresponds to 9.6 kJ/mol, which is in agreement with the low-
temperature experimental activation energy 9.7 kJ/mol.”® The
dipole moment of the MA™ ion in the gas phase is estimated at
M = 2.29 D, though of course the definition of the dipole moment
for a charged species must be chosen.?® We find a change in po-
larisation on rotation of the MA™ ion from [001] to [110] is about
AM =~ 5 D (shown in Table 7, for four MA" ions, it is 20 D). This
includes the response of all the electrons, and the relaxations of
the ions described above. The energy change on rotating a dipole
by 90° in an electric field E is |AE| = |M]| - |E|. The barriers to ro-
tation are not exactly at 90°, but this provides a convenient com-

This journal is © The Royal Society of Chemistry [year]

parison of energy magnitudes. The field required to change the
energy of a 2.29 D dipole by 100 meV on 90° is 2.1 x 107 V/cm,
and for a 5 D dipole 1.0 x 107 V/ecm. Note that these fields are
the ‘cavity’ fields experienced by the MA™ ion or the unit cell. For
comparison the fields experienced by the perovskite layer at var-
ious times in its history are similar to 1.0 V/300 nm = 3.3 x 10*
V/cm. Here, we assume the probability of a MA™ to rotate is
exponential to EdlgTEb,
change, E}, is the energy barrier and the KT is its thermal energy.
If there energy barrier is 100 meV and KT= 25 meV and E;=1
meV for 5 D dipole moment in a field of 3.3 x 10* V/cm, the prob-
ability is 1.9 %. This is the first stand point for hysteresis that
the MA™ can be rotated under operating field. We conclude that
significant electric fields, or sufficient times to overcome barriers,

where E, is the energy of dipole moment

are needed to produce a polarisation that may influence perfor-
mance.353% This is consistent with the observed slow hysteresis
behaviour discussed above.

3.9 Polarization, efficiency and hysteresis

We have found above relatively modest changes in electronic
structure with MA™ ions rotation. This argues against the first
possible mechanism, that is, against the possibility that reorien-
tation of the MA™ ion affects performance by direct modification
of electronic structure. The more likely macroscopic mechanism
coupling polarisation to performance is illustrated in Figure 1.
We examine here this macroscopic mechanism, that accumulated
charges in charge transport layers can induce a field that hinders
charge transport, and that performance is improved when the po-
larization screens this hindering field, denoted above Ey. The
field produced by the polarization of MAPbI; (red in Figure 1),

Journal Name, [year], [vol.], 1-13 |9
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together with the capacitor-charge (blue in Figure 1) induced
field, will counteract the hindering field, promoting charge trans-
port, and improving PCE. The slow polarisation rates determine
slow hysteresis. We examine here the consistency of this mech-
anism with the observed hysteresis behaviour. Most perovskite
solar cells show stronger current-voltage hysteresis when scan-
ning speed increases, 1435-38 but Tress et al. also observed that
slower scanning speed can lead to stronger hysteresis. 143

In the «a phase, the energy differences between the 001-, 110-
and 111- MAPDI; structures are lower than 20 meV, and the en-
ergy barriers for collective MA™ ion reorientation are smaller than
100 meV, seen in Table 1. Based on these results, under normal
conditions, the MA™ ions in the & phase MAPbI; should be cor-
related in parallel domains. They are likely disordered overall. %9
For the 8 phase, both the energy differences and the energy barri-
ers become slightly bigger, so that MA™ ions rotate less freely and
more slowly. At room temperature, experiment indicates the MA™
ion is dynamically disordered, ®©-62 but the material is ferroelec-
tric. 1618 Though there are collective, slow fluctuations in the ori-
entations of MA™ ions, still a spontaneous polarization state and
characteristic ferroelectric hysteresis are seen. The low energy
barriers mean that applied fields may promote rearrangement of
the MA™ ions. As the MA™ ions control the dipole moment of the
unit cell both in a and B phase, an external field can tune the
polarisation of MAPbIj3.

Here we examine whether or not the polarisation field is strong
enough to cause hysteresis in hybrid perovskite solar cells. If we
take the polarisation difference on MA™ rotation(AP) as the po-
larisation (shown in Table 7) induced by a field, then the field
should be E = ﬁ =3.6 x 108 V/m, where ¢, is the low fre-

quency relative dielectric constant, about 25.27 This field is about
100 times higher than the hindering field (Eg ~ 3.3 x 10° V/m)
under operating conditions. This suggests that only a few MAT
ions need be polarised. Assuming MAT ion alignment follows
the Boltzmann distribution, the number of aligned MA™ ions is
correlated to its potential energy, M-E, where M is the dipole-
moment of a MAT. We assume only six orientations (parallel to
the field, four perpendicular, and one anti-parallel) are possible.
We take the measurement at 1 V/s scanning speed, in Ref14 Fig-
ure la, as an example. At this time scale the trapped charges are
able to de-trap, and the capacitor screening field can respond to
the hindering field. If the polarised screening field is estimated
between 0.8-1.6 x10° V/m, then the total field should be be-
tween E = 12.3 to 5.67 x 10° V/m. If the total field E = 5.67 x 103
V/m, then we may roughly estimate an bottom limit on the en-
ergy of the polarised MAT ions along these six directions as
respectively |[M|-|E|, zero and —|M|-|E|. The Boltzmann ra-
tios are then exp(2|M|- |E|/kT) : 4 x exp(|]M|-|E|/kT) : 1.00 =
1.005: 4 x1.002: 1.00. The net percentage of the polarised
MAT ions is therefore about % = 0.08%. The po-
larised charge density p is about 6.4 uC/cm? x 0.07 % = 0.0048
uGC/cm?. In a parallel-plate capacitor, the field can be estimated
asE,=p/ee =2.58x 10° V/m. For the same reason, we can esti-
mated an upper limit of the screening field is about 5.61 x 10°V/m.
More calculation details are provided as supplementary informa-

10| Journal Name, [year], [vol.], 1-13

tion. The hindering field is 2.17 x10° V/m. The mechanism illus-
trated in Figure 1 requires that ferroelectric polarisation cancels
partly the hindering field. The polarisation changes calculated
here are consistent with the mechanism, and we conclude from
these calculations that rotation of the MA™ ions is responsible for
the hysteresis and performance characteristics. We note also that
the dipole moment is not confined to the MA™ , and includes con-
tributions from inorganic ions and electron rearrangement. More
details are provided as supplementary information. The upper
limit of screen field can screen about one fourth of the operating
hindering field (2.17 x 10° V/m). This is third stand point that the
polarisation can induce a screening field, which agrees with the
compensated field in experiment. The polarisation changes calcu-
lated here are consistent with the mechanism, and we conclude
from these calculations that rotation of the MA™ ions is respon-
sible for the hysteresis and performance characteristics. We note
also that the dipole moment is not confined to the MA™ , and in-
cludes contributions from inorganic ions and electron rearrange-
ment. This affirms the second mechanism that the polarised field
can screen the hindering field, which have illustrated in Figure 1.

On increase of scanning speed, hysteresis appears when the
charge structure cannot relax quickly enough to keep up with
the scan, and then disappears when the charge structure changes
hardly at all during the scan. The rate of the rotation of MA™
ions is low, and when the scanning speed high, the polarisation
bound charge cannot respond, so capacitor charge dominates the
hysteresis. For such scanning rates, shorter delay times leads to
stronger hysteresis, in agreement with experiment. 1435-38 The
capacitor charge relaxation times are usually between 1 ms to 100
ms in silicon based solar cells (around 1 ms) and DSC (around 1-
100 ms).31-3471 No hysteresis occurs when the delay times are
significantly larger than this relaxation.

A long delay time, such as 1 s, eliminates the hysteresis in-
duced by capacitor charges, but MA™ ions are still unable to be
fully polarised under this delay time due to the large polarisation
relaxation time of 1-100 s. 1438394144 1 this case, the polarisa-
tion charges dominate their hysteresis. Hence, for scanning delay
times longer than capacitor charge relaxation time, and shorter
than the relaxation time of polarisation charges, we expect sig-
nificant hysteresis in agreement with experiments. 1439 Figure 6
shows a measured 14 peak in hysteresis for MAPbI; cells near the
relaxation time seen in experiments, at 1 s to 100 s, along with
analogous data for a DSC.3! We conclude that the slower hystere-
sis, seen to grow with lower scan rates, 14-3%
by reorientation of MA™ ions, and the faster hysteresis, seen to
grow at higher scan rates, is due to the same capacitor charge

build up of electronic excitations that produces hysteresis in a
DSC. 14,35-38

is due to polarisation

Figure 1la in the paper by Tress et al.!* shows the current-
voltage curve a hybrid perovskite solar cell, and illustrates the
connection between the MA™ ion relaxation from one state to
another, across the barriers shown above, and PCEs. They start
measurement with voltage of 1V, where the cell fully polarised in
the direction promoting charge transport. For fast scanning, 10
V/s and 100 V/s, the polarisation field is unable to decay. There-
fore, higher PCEs occurs with higher scanning speed. When the

This journal is © The Royal Society of Chemistry [year]

Page 10 of 13



Page 11 of 13

g 4+ —— DSC
€ —e— Perovskite solar cells
23
= 3t
[
(@}
[&]
o 2r
n
o
o 1t
7]
>
t 0
102 1071 100 101 102

Scanning Speed (V/s)

Fig. 6 The dependence of the hysteresis of solar cells’ performance
and scanning speed. Hysteresis constant is defined as

PCEbadward _ pepfonvard  p neak hysteresis is exist when scanning
speed increases.

voltage reaches -1 V and then increase to 1V, for a high scanning
speed, the polarisation state is unaltered, so there is no change
for its performance. For a slow scan speed, the polarisation state
will change, as MA™ ions cross the ~ 100 meV barriers, and the
hysteresis will be seen, as illustrated in Figure 6.

4 Conclusions

Two possible mechanisms for the influence of ferroelectricity of
MAPbDI; on photovoltaic performance are examined. We have
calculated electronic properties with MA™ ions oriented to three
representative directions, in phases above and below the ferro-
electric phase transition, and the heights of the energy barriers
between these structures. We compare collective reorientation
of all MA™ ions in the crystal, as in a ferroelectric’s spontaneous,
macroscopic polarisation, to the reorientation of a single MA™ ion
with its neighbours fixed.

The first possible mechanism is that reorientation of MA™ ions
directly affects the electronic structure, and so directly affects
the creation and transport of electronic excitations. We find only
modest changes in band gap, relative permittivity, and most other
electronic properties on rotation of MA™ ions. We do see that
some of the various effective masses that describe the highly
anisotropic states at the bottom of the conduction band change
drastically as the MA™ ion rotates, but find the overall pattern
of effective masses little changes. This allows for the possibility
that conduction electron mobility is highly anisotropic, and this
anisotropy varies with polarisation state.

The second possible mechanism is that bound charges due to
the spontaneous polarisation of the material, controlled by the
collective orientation of MA™ ions in part cancels the blocking
field due to accumulation of carriers at the transport layers. This
‘macroscopic’ mechanism is illustrated in Figure 1. The field aris-
ing from ferroelectric polarisation, together with that of charge
carriers accumulated at the interfaces, counteracts the hindrance
field, and promotes charge transport. Capacitor charges and po-
larisation bound charges are also observed in experiment and
proved to promote charge transport. 1443

We find significant polarisation changes on reorientation of

This journal is © The Royal Society of Chemistry [year]
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MA™ ions. Though not all changes in dipole moment are due to
charges on these cations, their configuration does dominate the
polarisation. Relaxation of the lead ions contributes less than one
half of the change produced by MA™ ions reorientation. The po-
larisation changes calculated are large enough to influence charge
transport and so performance of a photovoltaic. The rotation en-
ergy barrier of a MA™ ion, in the ¢ or 8 phase of MAPbI3, depends
on the orientations of neighbouring MA™ ions. If all the MA™ ions
rotate in concert the barriers are lower than 100 meV per ion. If
only one ion rotates with its neighbours fixed, the energy barrier
can be as low as 10 meV, but can be as high as 300 meV, depend-
ing on the direction of rotation. The MA™ ions in MAPbI; pre-
fer to rotate collectively, and to be parallel to their neighbours.
These results reflect the measured ferroelectricity of the mate-
rials. 1618 We further find that the energy differences between
states of different polarisation, and the heights of the energy bar-
riers between different states, are low enough that reorientation
is possible under the operating conditions of a photovoltaic with
MAPDI; as the absorbing layer, and on relevant time scales.

We interpret the anomalous hysteresis in hybrid perovskite so-
lar cell as due to relaxation of the polarisation field. Based on
three stand points, the compensated field observed in experiment
is possible coming from the polarisation of MA+ ions. Normal
hysteresis, seen for example in a DSC, increases with shorter de-
lay times, due to the relaxation of the capacitive charges accumu-
lated at the interface (including trapping and de-trapping). Both
capacitor charges and bound charges play roles in a hybrid per-
ovskite solar cell. For fast scan rates, the polarisation charges are
unable to respond. When the delay time is longer than the capac-
itor charge relaxation time, the discharge or charge of equivalent
capacitor is completed with the delay time. Only the polarisation
charge lags behind the scanning applied voltage and produces a
hysteresis that grows as the scanning rate is reduced.

Taken together with the experimental observation of slow re-
laxation times, and of hysteresis, our calculations of the MA™ ro-
tation energy changes, barrier heights, and polarisation responses
show that collective MA™ ions rearrangement strongly influences
power conversion efficiency.
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