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Abstract 

Conformational heterogeneity is key to the function of many biomacromolecules, but only a few 

groups had tried to characterize it until recently. Now, thanks to the increased throughput of 

experimental data and the increased computational power, the problem of the characterization of 

protein structural variability has become more and more popular. Several groups have devoted their 

efforts in trying to create quantitative, reliable and accurate protocols for extracting such 

information from averaged data. We analyze here the different approaches, discussing strengths and 

weaknesses of each. All approaches can roughly be clustered in two groups: those satisfying the 

maximum entropy principle and those recovering ensembles composed of a restricted number of 

molecular conformations. In the first case, the solution focuses on the features that are common to 

all the infinite solutions satisfying the experimental data; in the second case, the reconstructed 

ensemble shows the conformational regions where a large probability can be placed. The upper 

limits for the conformational probabilities (MaxOcc) can also be calculated. We also give an 

overview of the mainstream experimental observables, with considerations on the assumptions 

underlying their usage.   
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Introduction 

Biomacromolecules are complex chemical entities. Structure is not the only key to understand their 

activity, as they often accomplish their complex chemical or biological tasks by more or less 

pronounced structural rearrangements. Thus their intrinsic mobility is a common feature that must 

be considered to describe biomacromolecules: it is common for a macromolecule not to be 

describable by a single conformation, but rather by a set of different conformations, dubbed 

"ensemble". This conformational variability, which is often fundamental for the function of 

biosystems,
1-7

 is allowed for by the low energy barriers that separate the different conformations,
5
  

i.e.: the macromolecule can perform a sampling of the functionally relevant conformations with 

small differences in energy with respect to thermal energy.  

In case a particular experimental observable results from a conformation-dependent feature of the 

biomacromolecule (e.g.: interatomic distances and/or orientations, molecular shape, etc.), one can 

assume that the experimental observable is given by the corresponding observable averaged over all 

conformations sampled by the system (see below for examples and exceptions). Based on this, 

possible ensembles of conformations can be determined by selecting those conformations providing 

averaged data in agreement with the experimental data. 

However, such a reconstruction of a structural ensemble from averaged data is an ill posed inverse 

problem. In fact, the experimental averaged data are limited in number and do not contain enough 

information to determine the ensemble itself, so that the problem is severely underdetermined. An 

infinite number of different conformational ensembles reproducing the experimental data can 

actually be obtained. Therefore, no reliability can be granted to any of the reconstructed ensembles 

as well as to any member of the reconstructed ensembles per se. 

Any reconstruction can be thought of as a probability distribution on the space of allowable states, 

be they indexed by Cartesian coordinates of atom nuclei, dihedral angles of the backbone, or Euler 

Page 3 of 52 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



4 

 

transformations determining the position of rigid protein domains. While there is a general 

agreement in what to consider an acceptable solution, i.e. a conformational ensemble in good 

agreement with the available experimental data, several different protocols have been developed 

over the years to determine possible solutions. We here recapitulate the main different protocols, 

discussing strengths and weaknesses of each. For examples on applications to real data, the readers 

can refer to available recent reviews.
8-12

 

Since a unique probability distribution for the protein conformations cannot be recovered from the 

averaged data, the goal of any protocol is finding a solution depicting the conformations, or the 

conformational regions, which are certainly mostly representative to describe the conformational 

variability of the protein. These protocols are commonly implemented by referring to (or by 

different levels of combination of) two extremal paradigmatic approaches. 

One extremal approach is to look for the solution which both explains the data and maintains the 

maximum uncertainty, and ensures that no additional assumptions on the unknown distribution is 

made. The solution which satisfies this criterion is the one satisfying the Maximum Entropy 

Principle (MEP) of Jaynes,
13

 or the Kullback-Leibler divergence
14

 if we assume that the solution is 

a perturbation on a given model maximizing the relative entropy. Even small differences in the 

probability distribution of the MEP solution, with respect to the unbiased distribution, are 

significant. This solution is often difficult to obtain because there is a large number of parameters to 

be fitted. This is due to the fact that loosely speaking the MEP solution is the broadest and flattest 

probability distribution satisfying the constraints. Solutions aiming at satisfying the MEP normally 

consist of a large number of individual states with small, often equal, probabilities. 

The second extremal approach is to look for probability distributions where large values are 

concentrated in a low number of states, to point out which conformations can allow for large 

weights. There are different approaches with different names which can be grouped under this class: 

we will refer to all of them under the name of large weight (LW) solutions, i.e. solutions made by a 
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small number of individual states with large probability.
15;16

 The recovery of these states is driven 

by the estimate of the maximum weight, Wmax, that can be concentrated in a given point of the 

space of the allowable states.
17;18

 Methods looking for LW solutions tend to provide ensembles 

composed of states with large values of Wmax, in order to maximize the probability values of the 

selected states. The solution in this case depends on the maximal number of states considered in the 

ensemble, and each implementation adopts a specific strategy to balance between the number of 

conformers and the accuracy of the solution. In many cases, the number of conformers is set to the 

smallest value allowing to recover the data compatibly with the experimental error: the number of 

structures is gradually increased until some criterion on the agreement is met. This will be discussed 

in more detail in the following sections. 

We show here the difference between the two extremal approaches by developing the analogy used 

by Jaynes
13

, i.e. the rolling of a die, as an example of an underdetermined problem. Suppose the 

only piece of information we have about a particular die is the averaged � of the points obtained by 

rolling the die many times. We would like to determine the probabilities ��  of obtaining the 

individual result �, with the obvious constrain that ∑ �� = 1�
�	
 . Following Jaynes, the MEP solution 

is given by �� = ��/
, where � is the only real solution of the fifth-degree polynomial: 

∑ �� − �����
 = 0�
�	
 ,  (1) 

and 
 is a normalization constant determined by imposing that ∑ �� = 1�
�	
 . The MEP solution 

represents the distribution obtained with the fairest die which is compatible with the averaged r. 

Fig. 1A shows the corresponding probability distribution calculated for several values of r. 

On the other side, using the LW approach, we look for results i where large probabilities are 

allowed by the averaged r. If the only available a priori information is the averaged value r, it is not 

possible to give any preference to any of the many possible probability distributions that can be 
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6 

 

calculated in agreement with r. However, it is possible to determine the maximum weight (Wmax) 

for the result �, equal to
19;20

 

����,� = ���
���   (2) 

where � is the index 1 or 6 for which � is included in the interval defined by � and �. Fig. 1B shows 

the Wmax values for several values of r. The Wmax represents the sharp upper bound for the 

probability distributions satisfying the averaged data. Each single Wmax,i value can be obtained with 

a distribution satisfying the data, but in general there is no a single distribution with values Wmax,i  

for all i. Since the Wmax represents a bound for the probabilities, the Wmax,i  do not sum up to 1, and 

a normalization would be meaningless. 

Note that both the MEP solution and the Wmax are calculated without any assumption on both the 

number of states with non-zero weight out of the possible 6 states, and on the number of rolls of the 

die.  

Suppose that the given average indicates that the solution has a strong preference towards an 

extremal case, i.e. � is either close to 1 or 6. Take for instance the case of a preference for the value 

6, resulting in average of � = 5.5. In this case the MEP solution has �� ≅ .2238, �� ≅ .6637 and 

smaller �� for i<5, and the Wmax  estimate provides ����,� = .5, ����,� = .9, and smaller Wmax 

values for the results 1 to 4. Both the MEP solution and the Wmax  estimates thus point out the 

preferred state. 

In the LW approach, we can reconstruct the averaged � = 5.5 by averaging the possible values of 

the die. We can implement a selection procedure where the number of states (the different values of 

the die) with non-zero probability is constrained to a fixed value. Of course, we have no solution by 

assuming a single state with non-zero probability. Raising the number of states with non-zero 

probabilities to two is sufficient to reconstruct the average. In this case, we have the unique solution 
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�� = �� = 0.5 which recovers perfectly the average (Fig. 2). Adding further states with non-zero 

weight does not improve the agreement (it is indeed impossible to recover the data with three states, 

a quirk due to the sparsity of the allowable observables). Using four rolls of the die (i.e. composing 

the probability distribution by summing up four � = 0.25 terms), besides the solution	�� = �� =

0.5, there is also the solution �� = 0.75 and �' = 0.25. If the number of rolls is raised further, also 

the other states may have a probability larger than 0, but anyway �� ≥ Σ�	
� ��. If the number of rolls 

is 10 and p1 = 0.1 (the die provided 1 only once),  p6 must be 0.9 in order to obtain r = 5.5. This 

value of p6 corresponds to its Wmax value. 

Suppose on the other hand that the given average coincides with the fair die case � = 3.5. The MEP 

solution is then the uniform probability distribution �� = 1/6, while the Wmax is maximal in 

����,* = ����,' = 5/6 and becomes minimal in ����,
 = ����,� = 1/2 (see Fig. 1). In this 

case the differences between the two approaches are more evident: the MEP approach indeed 

recovers the solution expected from a fair die, whereas the Wmax values indicate a preference 

towards the values 3 and 4. The MEP solution warns us that there is no reason to prefer one result 

or the other, since the uniform distribution explains the data. On the other hand if one assumes - or 

has external evidence - that there is anyway an asymmetry in the distribution (loaded die), the LW 

solutions point out where states with largest probabilities can be placed. The selection procedure 

introduced above can recover exact solutions with two states: these solutions are not unique, since, 

for instance, with �� = �+�� = 0.5, for j equal to 1, 2 or 3, the averaged � = 3.5 is anyway 

obtained. Even in these simple examples the selection procedure is confronted with the under-

determined nature of the problem, being able to provide different solutions with the same agreement 

with the data.  

Several ensemble averaging protocols have been developed employing different criteria to select 

among solutions with a similar agreement with the data. The chosen criterion clearly influences the 
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8 

 

recovered solution. Most protocols are implemented with a compromise between the LW and the 

MEP approaches: we will refer to LW or MEP methods according to the privileged focus. 

Practically, LW solutions are often recovered by searching for ensembles composed of a restricted 

number of molecular conformations providing averaged data in agreement with the experimental 

data. The solution recovered with the minimum number of states represents the “simplest” solution 

allowed for by the averaged data, and shows the conformational regions where a large probability 

can be placed. It is not meant to be the real solution, but the one better representing the information 

content of the data, because describing few key conformations needed to reconstruct the averaged 

data. 

On the other hand, MEP methods focus on determining the features common to all the infinite 

solutions satisfying the experimental data. In order to represent all the solutions, a large number of 

states should be allowed in the ensemble. The asymmetry of the MEP solution reveals the 

preference of the system for specific conformations. Every solution must thus show this preference, 

even if not to the extent of the MEP solution. It is not meant to be the real solution, but the one 

better representing the minimal set of features common to all solutions. 

 

Experimental observables 

The first question we should ask ourselves is whether the analysis of the experimental data can 

provide evidence of the occurrence of conformational heterogeneity. To answer this question with 

sufficient detail, we must consider the physical picture of the way conformational changes induce 

the averaging in the different experimental methodologies. The mostly used experimental data are 

those providing long-range structural information or those depending on the overall shape of the 

molecule, as can be obtained from NMR,
8-10;21

 both paramagnetic
11;16;22

 (pseudocontact shifts –

PCSs–, self-orientation residual dipolar couplings –pRDCs–, paramagnetic relaxation enhancements 
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9 

 

–PREs–)  and diamagnetic (residual dipolar couplings –RDCs–, relaxation measurements),
23-26

 

optical measurements (fluorescence resonant energy transfer –FRET–),
27;28

 EPR (double electron-

electron resonance –DEER–),
29-31

 small angle scattering (SAXS and SANS).
32;33

 

For some of these methodologies, the physical picture for the averaging over multiple 

conformations is rather simple, as the corresponding observables depend only on features that a 

particular atom or moiety of the biomolecule have at a given time. These observables are, for 

instance, SAXS, SANS and DEER, where the detection is instantaneous with respect to the lifetime 

of the conformation, and PCSs and pRDCs, when the rate of interconversion between 

conformations is larger than the differences in nuclear chemical shifts among the different 

conformations.  In these cases, the experimental data is the average of the observables calculated for 

all conformations sampled by the system.  

Also diamagnetic RDCs are commonly analyzed as average of the data calculated from individual 

molecular conformations, under the assumption that they are rigid during the time course of the 

interaction of the molecule with the alignment medium. This assumption might actually fail in 

representing the real physical picture, as these interactions may perturb the molecular conformation, 

thus questioning whether the averaged RDCs correspond to the average of the RDCs calculated for 

the individual conformations. 

Another important issue for the reliability of the calculated averaged data concerns the accuracy of 

the predicted observables for the individual molecular conformations. Data are usually back-

calculated from molecular structures through theoretical models, as in the case of diamagnetic 

RDCs (through PATI,
34

 for steric alignments, or PALES,
35;36

 for either steric or electrostatic 

alignments). The accuracy of these models with respect to the many orienting media that can be 

used to generate several sets of data, especially in the presence of contributions from electrostatic 

alignment, is still to be carefully analyzed in the presence of conformational heterogeneity.  An 

alternative “tensor-free” method, called ϑ method, was recently proposed, based on the direct 
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dependence of the RDC between two atomic nuclei on the angle between the internuclear vector 

and the external magnetic field.
37

  

SAXS profiles have been largely used to assess the presence of molecular conformational 

variability, as they depend on the overall molecular shape. They can be nicely back-calculated 

through programs like CRYSOL
38

. Although these data do not contain structural details on the 

nuclear positions, they are very informative on the overall changes of molecular shapes and on the 

range of the radii of gyration that the molecule must sample. SANS is also sensitive to the overall 

molecular shape, with the variant that, upon the use of deuteration of domains/subunits and changes 

in the D2O/H2O ratio of the solvent, the scattering contribution of individual domains/subunits can 

be tuned, and even completely erased 
39

.  

For observables like PREs, relaxation measurements and FRET, further considerations should be 

made. All these observables arise from modulations of dipolar interactions, and are measured from 

a signal decay over time. If the rate constant of this decay is larger than the rate of interconversion 

between different molecular conformations, the observed overall decay is the sum of different 

decays and therefore it is not monoexponential, and an average value is not available. Otherwise, if 

the rate constant is smaller, the averaged observable is given by the average of the values 

corresponding to all sampled conformations, as for the cases described above. Differently to the 

previous cases, however, the values to be averaged, related to the different conformations, do not 

depend only on the molecular structure but also on motional parameters, like correlation times and 

order parameters.
25;40-43

 The correlation time which is needed for the prediction of PREs is in fact 

the shortest between the electron relaxation time, the molecular tumbling time and the time of 

interconversion between different conformations. If the overall reorientation time of the molecule is 

longer than, or of the same order of, the rate of interconversion between different conformations, 

then the interconversion time enters the definition of the correlation time. In such a case, it is not 

possible to assign a back-calculated value to a single conformation independently of the whole 
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dynamics of the molecule. Tools have been developed for the deconvolution of contributions from 

overall tumbling and from local dynamics for the analysis of heteronuclear relaxation data and 

FRET, which is not an easy task especially if the rotational diffusion is not isotropic.
44;44;45

 

For PRE measurements induced by the presence of attached tags or spin labels, it is important that 

these moieties are conformationally rigid.
46

 Understanding spin label conformational variability is 

also important for the analysis of DEER measurements
47

 (see also references 
48;49

 in the present 

issue).    

In the case of two domain proteins, the correlation times for PRE calculations can be the overall 

tumbling time, the reorientation time of one domain with respect to the other, and the correlation 

time for the local mobility, in the assumption that the electron relaxation time is longer (as, for 

instance, in the case of spin labels and some slow relaxing paramagnetic metal ions). Because a 

description of the dynamics of the molecule is still a forefront field of research, such information is 

usually missing, and model-free approaches are usually applied. They require the definition of the 

correlation times related to the different kinds of motion and of the corresponding order parameters, 

which are quantities often difficult to estimate. Furthermore, all dynamics modes (global, 

interdomain, local) must be statistically independent from one another: while this seems usually the 

case for global and local mobility (occurring on time scales differing by several orders of 

magnitude), interdomain mobility, which can occur on time scales longer, shorter or of the same 

order of magnitude of the global reorientation time, is often hard to show to be uncorrelated from 

molecular tumbling.
19;42

 

In this issue, NMR-based paramagnetic relaxation interferences (PRI) are proposed for the 

observation of concerted motions in intrinsically disordered proteins.
50

 These restraints arise in 

doubly spin-labeled proteins and provide information on the proximity of the two spin labels due to 

the occurrence of dipole–dipole cross-correlation/interference effects. 
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In multidomain systems, heteronuclear relaxation data measured for the different domains can be 

analyzed to determine the relative rotational diffusion tensors: comparison of the latter can indicate 

the presence of, and provide information on, the experienced conformational heterogeneity.
51-53

 

This approach worked well for instance in the case of the protein diubiquitin, when domain 

reorientations do not significantly alter the overall shape of the molecule and thus its rotational 

diffusion tensor, and conformational exchange is limited to interconversion between two states, in 

the presence of statistically independent overall tumbling and interdomain mobility.
25

 More 

commonly, relaxation data, containing information on the residue-by-residue local mobility, are 

used to obtain information on the amplitude and frequencies of structural fluctuations occurring on 

time scales faster than the molecular tumbling time.
3;54

  

Differently from the other restraints, PCSs and pRDCs of individual structures can be 

backcalculated from the magnetic susceptibility tensors which are derived from the experimental 

data measured for a domain which is known to move rigidly together with the metal ion. Therefore, 

these data can be obtained independently from any theoretical model, except for the assumption of 

lack of large internal mobility for the domain containing the paramagnetic metal.
55

 Therefore, in 

order to predict pRDC and PCS values for a molecule composed of multiple rigid domains, the 

magnetic susceptibility anisotropy tensors (and metal ion’s position) can be first determined from 

the experimental data collected for the domain to which the paramagnetic metal is rigidly bound, 

and then used to predict the values for the other domains.  

Detecting the presence of conformational heterogeneity for a molecule composed of multiple rigid 

domains from pRDC and PCS is thus straightforward. In fact, in the presence of mobility, the 

magnetic susceptibility tensors obtained from the analysis of PCSs and pRDCs do not agree for the 

different domains. Diamagnetic RDCs can also indicate the presence of conformational variability 

from the disagreement of the tensors corresponding to the individual domains,
23

 although to a 

different extent.
21

 PREs can provide precious information because in the presence of 
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conformational heterogeneity the values measured for some residues can be much different than 

expected for any single conformation. The lack of significant intermolecular PREs and PCSs may 

also provide indication of the occurrence of extensive averaging among very different 

conformations.
56;57

  

Application of the “tensor-free” ϑ method can permit the simultaneous determination of 

intradomain and interdomain dynamics in multidomain proteins with flexible linkers, as well as the 

characterization of the mobility of highly flexible proteins not composed of large rigid segments. 

The method can in fact describe the experimental RDC values as the average of RDCs of multiple 

structures, without the necessity of defining tensors by assuming domain rigidity.37;58  The method 

can be extended to the analysis of PCSs, although the latter do not arise from partial alignment, but 

rather from the dipolar interaction between the nucleus and the average magnetic moment of the 

electron, which is anisotropic if the magnetic susceptibility of the molecule is anisotropic. As a 

caveat, when a single trajectory is considered only axial orientation can be faithfully reproduced; 

rhombicity can only be accounted for by the inclusion of several replicas. 

 

 

Parameterization of the space of allowable states 

As mentioned above, every observable which can be used to reconstruct the solution involves 

temporal and/or spatial averages. As a consequence, individual molecular trajectories are not 

recoverable. A solution can thus only be thought of as a probability distribution ����, where the 

vector � parameterizes the set of allowable states ,. 

This set can be parameterized in different ways, depending on the unknowns chosen for describing 

the conformation of the molecule (Fig. 3). In principle, these unknowns should be the Cartesian 

coordinates of all atoms of the molecule. This choice is however definitely unpractical, since most 

of these variables are either not related to the available measurements, or strongly correlated with 
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one another (if not completely determined) by some constraints. Hence the aim is to reduce the 

number of unknowns to the minimum. 

The set of variables can be, for instance, the Cartesian coordinates of the nuclei for which 

experimental data are available, the dihedral angles of the protein backbone, or the rototranslational 

parameters determining the spatial position and orientation of rigid protein domains. The smaller 

the number of parameters, the easier the numerical treatment of the data. However, choosing a low 

number of parameters automatically limits the conformational variability of the molecule to a subset 

of the states which could actually be sampled. This generates an approximation (inherent in the 

model) which should be taken into account to decide about its acceptability. 

Since the range of variability of each parameter x has bounds (due to spatial restrictions and to the 

periodic conditions, for angular parameters), any minimization used to find the solution has a (not 

necessarily unique) absolute minimum in the set of allowable states. Of course, this does not 

guarantee that any numerical procedure converges to the absolute minimum, because experimental 

multivariate functions are normally fuzzy, and present many local minima whose value is hardly 

distinguishable from the absolute minimum. 

Each observable -���� is a function of the state � of the molecule. The averaged value 〈-�〉 can be 

represented by the integral over , of the observable against the unknown probability distribution 

���� 

〈-�〉 = 0 -��������1�	
2   (3) 

where 1� stands for the appropriate measure for the set ,.  

Note that averages tend to reduce the variability of the observables. This property may be used to 

estimate the degree of conformational variability of the molecule.  

If all allowable states � were equally probable, then each averaged observable would be 

-3 � = 

0 4�	
5

0 -����1�	
2 .  (4) 
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By comparing the distribution of the 6-3 �7 versus the experimental values 6〈-�〉7, the degree of 

asymmetry with respect to the uniform distribution can be estimated (Fig. 4). 

Using the set , we can define the set 8 of convex combinations of observables corresponding to the 

different states of , 

8 = 9-� = ∑�	

: ��-����:	�� ∈ ,, �� ≥ 0,∑�	


: �� = 1=  (5) 

The set 8 is normally a convex set. This is because if two states are allowable, then also the 

weighted average of the corresponding observables is allowable. Note that these averaged 

observables may, in some cases, also be obtained from a single “average” state (even if the latter 

can be unphysical). The Carathéodory’s theorem states that any point of a compact convex set can 

be reconstructed by a convex combination of a finite number of extremal points of the set. The 

extremal points are a subset of the observables taken when the molecule is in the state � ∈ ,. This 

guarantees that the observables calculated by integrating any probability distribution on the set of 

allowable states can be obtained by averaging the observables of a finite number of states, even if 

the unknown probability distribution were thought as a continuous function. With mild hypotheses, 

we can also drop the weights from the convex combination and suppose that the observables are 

obtained as the arithmetic mean of the observables calculated for the single structures (i.e. each 

structure is equally weighted). In other words we are sure that, for any probability distribution ����, 

there exists a finite set of structures parameterized by vectors �� such that 

〈-�〉 = 0 -��������1�	
2 = >

?∑�	

: -�����  (6) 

for all �.  

Using the above equality we can determine the ensemble of structures parameterized by the vectors 

�� which matches the experimental data, because recovering the continuous probability distribution 

���� would be a hard task even in the simplest cases.  

To summarize, in the presence of averaged observables, one may a) estimate the extent of the 

averaging experienced by the molecule by comparing the range of the experimental observables 
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against i) that obtained by back-calculation over a single conformation, because averaging reduces 

variability (Eq. 3) and ii) that obtained by back-calculated data over all possible conformations (Eq. 

4); b) spot the regions where asymmetry can be located, by use of a finite number of conformers to 

fit the experimental averaged data (Eq. 6). 

Again we stress that, dealing with an underdetermined problem, we are sure that there is at least one 

solution able to reconstruct the measurements, and indeed there are infinite solutions if no further 

constraints are imposed to the ensemble. The task of all developed methods is determining how to 

choose a solution and to assess its properties. 

 

Degrees of freedom, under-restraining and over-restraining 

When dealing with an underdetermined problem one of the most interesting and delicate topics is 

the balance between degrees of freedom of the solution and accuracy of the solution. The number of 

degrees of freedom of the solution, i.e. the number of unknowns needed to define the ensemble 

which will be used to simulate the observables, is normally a multiple of the number of 

conformations present in the ensemble. Of course, the agreement with the data tends to improve (or 

anyway to stabilize) by increasing the number of conformations. In a linear approximation, when 

the number of degrees of freedom exceeds the number of independent measurements, a solution 

able to reconstruct exactly all consistent experimental data can be always found.  

Since the experimental data are normally affected by errors, reconstructing exactly the noisy 

measurements means reconstructing the errors as well, which is something we would like to avoid. 

This raises the question of how to balance between degrees of freedom of the solution and accuracy 

of the solution. The best agreement between the experimental data and the averaged observables 

calculated from the structural ensemble can be obtained by minimizing a target function (TF), 

typically defined as a weighted least-square difference between experimental and back-calculated 

data. This is a non-negative function which goes to zero when a perfect agreement is achieved.  
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The first point, which is common to most of the methods used to determine a solution, is to decide 

whether a certain distribution can be considered as a solution. Since the data are affected by errors, 

a solution should be defined as a convex combination of structures such that the TF will not exceed 

a threshold. This threshold may be based on the absolute minimum of the TF, obtained when no 

restraints are imposed to the structures, or can be determined from the estimated experimental errors 

via some statistical tests (see later). The threshold level can of course influence the final 

distribution, irrespective of the applied method. 

The standard technique to face the problem of balance between degrees of freedom of the solution 

and accuracy of the solution, when dealing with ill-posed problems, is the Tikhonov regularization. 

Loosely speaking, there will be a second function quantifying the undesired properties of the 

solution, which is called a penalization term (PT). The penalization term should be as low as 

possible (see Fig. 5). Most of methods used in ensemble averaging protocols fit into this frame, with 

the PT appearing as an energy term, meaning that we are looking for low energy solutions. The 

Tikhonov regularization finds the solution as the minimizer of a linear combination of the TF and 

the PT. 

To facilitate the understanding, the example of recovering the MEP solution is here discussed:  

i) the TF must reflect the agreement between the model (@����� where xi indicates the i 

conformation) and the experimental observables (-� with standard deviation A� �, for instance 

BC	 ∝ ∑ E@����� − -�F
G A�GH��  ;  

ii) we want to impose adherence to a force field, which could provide an approximate estimate of 

the energy of each conformation (IJ����).  

Using a discrete approach providing ensembles of K equiprobable states ��, the constrained energy 

term ∑ IJ���� + MN
O ∑ E@����� − -�F

G A�GH��  is then minimized. It can be demonstrated
59;60

 that if a 
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large number of conformations N is used, then the solution corresponds to the maximum entropy 

solution, because the constrained energy gives rise to a Boltzmann distribution PJO��� =



QR

S�
>
RTUVJ��U� MN⁄ ∏ Y Z
O Σ�@����� − -�[� , where ZN is the partition function which normalizes the 

integral of the distribution to 1. In turn, this corresponds to the minimizer of the Kullback-Leibler 

divergence (or relative entropy) ℎ��]� = 0 ]��� log Za���bJ���[1��∈2 , where ]��� is the probability 

distribution. 

In most LW methods the PT is implemented by penalizing the number of structures of the ensemble 

if different from a preset value, in order to obtain solutions composed of conformers with large 

probabilities. The Wmax for each conformer is obtained by penalizing the sum of the probabilities of 

all other structures comprised in the ensemble, in order to maximize the probability of the structure 

for which we want to determine the Wmax value.  

The aim is to reconstruct the data as well as possible (i.e. minimize the TF) with a solution which 

minimizes the unwanted features (i.e. minimize the PT). The two goals are normally in contrast, so 

a balance between the two should be decided. If the minimization of the TF is privileged, the 

solutions fit the data very well, but they contain features which do not reflect only the physics of the 

system but also the random features of the experimental error. On the other hand if the 

minimization of the PT is privileged, the solutions possess the desired properties but they may not 

fit the data nicely. 

Increasing the number of conformations considered in the ensemble not only usually increases the 

agreement with the data, but also minimizes the PT, unless the latter contains a more or less explicit 

dependence on the number of conformations. Then, in principle, the best results are obtained when 

the number of conformations is large (as for instance in solutions of the MEP class). The large 

number of structures to be considered is however a problem for the numeric minimization, because 

of the possibility of finding local minima of the TF instead of the global minimum which is 
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required. Moreover, unless the entropy is controlled in some way via the PT, the calculated 

structural ensembles may have features which are present in specific solutions and absent in other 

solutions, thus implying that they cannot be inferred from the measurements. This is typical of the 

so called under-restrained problems. On the other hand, if the number of structures considered in 

the ensemble is not sufficient, the agreement with the measurements will not be optimal, and over-

restrained solutions will be obtained
61;62

. As a result, methods of the MEP class tend to suffer from 

under-restraining, while methods involving LW solutions tend to suffer from over-restraining. 

Of course, this implies that the most efficient way of avoiding over-restraining are the MEP 

approaches. A solution with a large entropy contains by definition a large uncertainty, hence every 

feature shown by the MEP solution is relevant. On the other hand, as already mentioned, the large 

number of structures to be considered implies that one has to tackle very difficult computational 

issues.  

Protocols to avoid both over-restraining and under-restraining are based on gradually increasing the 

number of structures included in the ensemble (see Fig. 6), and devising some statistical test in 

order to decide when to stop. In these approaches, the PT constrains the number of conformations to 

be considered in the ensembles. One may stop for instance when the number of conformations is the 

smallest compatible with the data, i.e. the solution has a TF not exceeding the defined threshold, or 

when the addition of a new structure does not change the TF. The threshold level can be checked 

with the cG statistics, if the variances and covariances of the measurements can be estimated. The 

expected cG and its standard deviation depend on the number of degrees of freedom of the 

ensemble. A Student t-test can decide within a certain confidence level if the addition of a new 

structure affects the TF significantly, although in practice the uncertainties, including the modelling 

errors, are often difficult to be estimated.  

Alternatively, cross-validation can be used. In this approach a fraction of the data (the free data) is 

excluded from the TF and the agreement between the measured and back-calculated data of the 

Page 19 of 52 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



20 

 

excluded fraction is checked. In the case of over-restraining (the number of conformations is too 

low), if the number of structures in the ensemble increases, the agreement on the portion of the data 

defining the TF generally improves. However, since the free data are excluded from the TF, when 

the ensemble is too large, the freedom of the free fraction of the data increases so much that the 

agreement becomes worse, and thus under-restraining can be detected. 

Finally, the entropy of the system can be calculated. As described in Choy et al.,
63

 an artificial 

entropy term can be added to the total energy, so that population weights distribute among similar 

conformers instead of concentrating on individual conformers. This increases the number of 

conformers in the final ensemble that have significant population weights. If the entropy does not 

increase when new structures are added to the ensemble, we can deduce that we have reached the 

maximum entropy of the system.
63-66

 

While based on different statistical quantifiers, the approaches for checking under-restraining can 

be resumed by Occam’s razor
15

 (something which is not needed should be cut out), or by the 

popular motto “the lesser the better” which is the cardinal idea when dealing with ill-posed 

problems.  

Is there a theoretical limit to the maximum number of conformations to be included into the 

ensembles in LW approaches? The maximum limit of the ensemble size should be constrained to no 

more than the effective rank of the prediction matrix A of the predefined pool of structures
21;67

. The 

matrix A is defined so that each column contains the values back-calculated for a protein 

conformation corresponding to the experimental observables; the different columns report the 

predicted data for all different possible protein conformations. The rank of A results as the number 

of “large” (e.g., greater than 0.01
21;67

) relative singular values, σi/σmax: trying to recover a larger 

number of conformations would result in overfitting and would introduce conformations that are not 

really needed to reproduce the data. 

 

A summary of the main ensemble averaging protocols 
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As already mentioned, all proposed protocols provide solutions as probability distributions of the 

allowable states, but to overcome the problems of approximating a continuous probability 

distribution, the solutions are found as the sum of a finite number of single, often equiprobable, 

states. Thus, ensemble averaging is performed in all the methods commonly implemented. The 

techniques proposed are however very different also depending on the predominantly applied MEP 

or LW approaches.  

Figure 7 summarizes the main different protocols described below in detail, depending on the 

method used in generating the conformations belonging to the retrieved ensembles (full atomistic 

determination of nuclear coordinates, such as molecular dynamics, stepwise sampling, free domain 

rototranslations, see Fig. 3) and on the predominantly applied MEP or LW approaches. 

 

Replica averaging minimization/Restrained molecular dynamics 

Structure determination is usually achieved by minimizing a hybrid target function which contains 

both the agreement to a physical force field and to the experimental data. In the presence of 

mobility, the experimental data should not match the values back-calculated for a single 

conformation, but rather the averaged values from an ensemble of conformations. Therefore, 

ensembles of structures can be determined by simultaneously searching for multiple replicas 

providing agreement with the averaged experimental data. This method introduces a new parameter 

in the structure calculation protocol, i.e. the number of parallel replicas to be used to reproduce the 

experimental data. As discussed previously, in LW approaches this number is usually set using the 

Occam’s razor principle, implying that the number of replicas to be considered in the ensemble 

should be the lowest possible needed for a satisfactory agreement with the experimental data (Fig. 

6).  

The most representative conformations of the system are thus supposed to be determined by 

constructing ensembles through the following protocol
15

:  
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1. An ensemble is built with a fixed number of structures (usually with the same weights) 

with conformations chosen for a best agreement with the experimental data (lowest TF);  

2. the number of structures is changed, and a new ensemble is built in best agreement with 

the experimental data, i.e. with its own lowest TF;  

3. the most informative ensemble is then determined as the one with the lowest number of 

structures, providing an agreement with the experimental data not significantly worse (i.e. 

with TF not significantly larger) than that with one additional structure. As already 

discussed, the criterion used to determine the optimal number of structures can be 

determined by χ2
, student t-test, L-curve statistics, or by a limiting threshold calculated 

with respect to the lowest TF determined with a relatively large number of structures.  

This procedure ensures that the selected ensemble is in best agreement with the experimental data 

and prevents from inclusion of structures which are not required for the fit of the data. Of course, 

this does not mean that the data cannot also be fit with a larger number of conformations which can 

be even more different among them. Rather, the Occam’s razor suggests that the current data 

provide no basis for invoking a larger conformational ensemble.
15

 Alternatively, as already 

discussed, the appropriate value of replicas to be used in the ensemble can be determined by cross-

validating with independent data not used in the structure determination.
60

 Replica averaging 

minimization methods can be very demanding from a computational point of view due to the many 

local minima that may prevent the minimization to reach the global minimum, unless the whole 

conformational space is carefully mapped.  

A method used to generate best-fit ensembles is complementing experimental data with a priori 

information derived from molecular dynamics.
61

 Molecular dynamics provides the free energy 

landscape, which is expected to correlate with the statistical weights of various conformations. In 

restrained molecular dynamics approaches, the energy function is perturbed with a term driving 

protein conformations towards structural models in agreement with the experimental data. Multiple 

replicas of the protein must be simulated in parallel at each point in time and a restraint in the 
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energy function is added as a function of the agreement between experimental data and back-

calculated averages from all of the replicas.
3;68

 Annealing cycles between e.g. 300 and 400 K are 

included in the construction of the ensembles
3;59

. Again, the number of replicas to be considered for 

averaging should be carefully considered because if too large the experimental information is 

insufficient to define the structure of all of the replicas (under-restrained solution). 

Alternatively, replica averaging can be performed using MEP approaches, which consist in 

selecting, among the infinite number of distributions compatible with the data, that providing the 

largest degree of uncertainty of the variables of interest.
69;70

 The Kullback-Leibler divergence is 

used in place of the MEP when conformational variability occurs through fluctuations around one 

average conformation, it therefore yields good results for well-folded proteins when conformational 

fluctuations are modest.
71

 The maximum entropy approach provides a way to ensure agreement 

with the experimental data without adding further information on the conformational distribution 

that is not carried by the experimental data.  

It was shown that replica-based calculations converge to the maximum entropy solution
59;72

 when 

the number of replicas goes to infinity and their weights are appropriately constrained. Therefore, 

the MEP solution can be determined as the limit case of a number of replicas approaching infinity. 

Incorporation of experimental data as replica-averaged structural restraints in molecular dynamics 

simulations, given an approximate force field, can thus provide an accurate representation of the 

Boltzmann distribution of a system.
59;72;73

 

Of course, the true MEP solution is in general a continuous probability distribution. The maximum 

entropy approach can thus be implemented in a way to obviate the need to simulate many coupled 

replicas.
73

 Since the use of large numbers of replicas may prove to be computationally intractable or 

impossible, approaches which are independent of their number are developed.
71

  

 

Sample-and-select (SAS) 
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Determining protein ensembles through multiple replicas minimization in restrained molecular 

dynamics calculations can be very expensive from a computational point of view. The SAS 

approach was thus developed, based on selecting a number of conformations from a predetermined 

pool of structures, in order to construct ensembles providing back-calculated averaged data in 

agreement with the experimental data
65

. The predefined pool may have been calculated from 

statistical models taking into accounts the backbone dihedral angle variability (as in Flexible-

Meccano
74

 or Ranch
75

), from molecular molecular dynamics simulations without any inclusion of 

the experimental data in the energy function, often using techniques enhancing the conformational 

sampling (high temperature molecular dynamics or simulated annealing, accelerated molecular 

dynamics,…), or from a stepwise geometric sampling when rigid domains can be defined in the 

molecule (see next section). The success of the approaches based on selecting conformations from a 

predefined pool depends on the completeness of the pool both in terms of structural variability and 

resolution.   

The programs developed to select subsets of conformations (either with the same weight or with 

different weights) providing ensembles in agreement with the experimental data are numerous 

(ASTEROIDS,
76

 ENSEMBLE,
63

 SAS,
77

 EOM,
75

 MES,
78

 EROS,
64

 SES,
67

…). Among them, some 

programs (ENSEMBLE, EROS) implement the maximum entropy weight distribution to determine 

representative ensembles.
63;64

   

In the SAS approach, it is commonly assumed that pooling together ensembles of structures, each of 

them in agreement with the experimental data, can provide a statistical description of the major 

conformers of the real ensemble. As already discussed, the fact that an ensemble is in agreement 

with the experimental data does not guarantee that it is accurate. It was shown through numerical 

simulations that it is possible to determine best-fit ensembles from synthetic data which do not 

contain the conformations used to generate the synthetic data (or similar conformations).
66;79

 This 

suggests that great care should be taken when interpreting the best-fit ensembles, as the conclusions 

may be significantly biased by the employed numerical methods and the analyzed structural 
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features. Common approaches actually consist in constructing multiple best-fit ensembles and 

looking for common characteristics
80;81

 to identify recurring structural features: 

1. Conformations are selected from a predefined pool through a simulated annealing or a 

genetic algorithm search to construct ensembles, with the smallest reduced cG statistics.  

2. The number of conformers present in the ensembles is usually, but not always, determined 

as the smallest number needed to obtain a good agreement (e.g. the minimum χ2
) with the 

measured data. Choosing a very large number of structures would imply passing from a 

LW-based approach to a MEP-based approach, if the entropy is simultaneously maximized. 

3. Many ensembles can be produced by repeating this procedure hundreds of times.  

4. A final ensemble is finally built by pooling together all the ensembles of conformations 

selected over all runs. In this ensemble, conformations occurring in several of the starting 

ensembles will obviously have a larger weight. 

5. Therefore, from this final ensemble the statistical weights of dominant conformers is 

captured.  

Only the overlapping fraction of conformations selected in many cycles are expected to be relevant. 

This approach would give confidence that the preserved structural features (like radius of gyration, 

distance maps, etc.) are accurate. However, it is difficult to determine how many ensembles should 

be analyzed and to which percentage the preserved structural features should be identified, to 

exclude that these features are only accidental. The entropy of the final ensemble can also be 

calculated. The ratio of the entropy of the final ensemble versus the entropy of the whole pool is a 

measure of the effectiveness of the experimental restraints.
65

 

In a slightly different approach, unbiased molecular dynamics simulations (without any inclusion of 

the experimental data in the energy function) can be performed and the calculated conformations 

can then be reweighted using the maximum entropy principle, in order to determine ensembles in 

agreement with the experimental data.
82-85

 In the LW approach, the population of a limited number 
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of X-ray structures, possibly complemented by few structures calculated with molecular dynamics 

simulations, can be determined to fulfill the experimental restraints, as performed in this issue for 

the characterization of HIV-1 protease conformational sampling with and without inhibitors.
48

   

When SAS approaches are applied to the study of intrinsically disordered proteins, ensembles from 

few tens to few hundreds conformations can be obtained and validated to reproduce some 

experimental parameters, like the radius of gyration, or by cross-validation of data not employed in 

the fit.
75;76;86

 The presence of minor populations of conformers can also be enlightened by building 

contact maps determined on a large set of LW ensembles.
87

 

The SAS approach can be conveniently used also for modeling the spatial distribution of spin 

labels, which can be highly flexible. In this issue it is shown that determining the most favourable 

conformer orientations using intra-molecular PRE data before performing docking calculations 

based on intermolecular PREs can improve the accuracy of the results.
46

  

 

Sample-and-select in multidomain systems 

In the approaches described above, the nuclear coordinates of all atoms are independent, except for 

the presence of the covalent bonds. In proteins and nucleic acids composed of domains with a low 

internal mobility, it may be convenient to avoid considering both the internal variability of protein 

domains and the interdomain conformational rearrangements. Approaches were thus introduced 

assuming rigidity of the individual domains and allowing all interdomain rearrangements not 

resulting in steric clashes. In these cases, a geometrical coarse grain pool of conformations is built 

by varying in steps the rototranslational parameters of the moving domains; of course, it should be 

ensured that the resolution of the geometrical pool is high enough. All conformations that are 

stereochemically impossible to achieve either because the linker is too short to maintain 

connectivity or because it leads to severe steric constraints should be removed from the pool. 

In summary, when the conformations are selected from a predefined pool of structures, the pool 

should be built either comprising representatives of all sterically allowed conformations determined 
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by free rototranslations of the rigid domains composing the biosystem, or all conformations broadly 

sampling the inter-domain free energy landscape, or the conformations calculated from long 

molecular dynamics simulations. Using a geometrical coarse grain pool, of course, it is not possible 

to consider any intra domain structural variability. As already discussed, the use of molecular 

dynamics simulations for the generation of the pool introduces a bias in the calculated ensembles, 

and the quality of the result depends on the reliability of the molecular dynamics. On the other 

hand, molecular dynamics has the advantage of taking into account internal structural changes of 

the domains that cannot be considered if a geometric pool is used. 

 

Sparse Ensemble Selection 

To avoid overfitting of the data, small-sized ensembles should be constructed. Along these lines, a 

particular implementation of SAS is the Sparse Ensemble Selection (SES) approach. SES was 

developed to select the smallest (sparsest) nonuniformly weighted representative ensemble which 

explains the experimental data from a predefined pool.
67

 The search for the conformations is 

sequential and is based on the following steps: 

a) conformations are ranked according to their compliance with the experimental data; 

b) the best-scoring subset of the conformations is selected; 

c) each conformation selected in the previous step is complemented with all other conformations, 

one at the time; all pairs are then ranked according to their compliance with the experimental data; 

d) the best-scoring subset of the pairs is selected. 

Steps c-d are repeated using triplets, quarterts etc. of conformations selected, until the target 

function does not change significantly upon addition of further conformations, as evaluated using 

the L-curve method. 

In order to maximize the weights of a very small number of conformations, solutions with total 

weights something less than 1 are accepted. This is equivalent to replace each large weight 

conformation with combinations of neighboring conformations. An example of the application of 
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the SES approach is provided in this issue by the study of the conformational variability in di-

ubiquitin.
88

  

 

MAP, MaxOcc, MaxOR and MinOR in multidomain systems 

A different approach was introduced to analyze the molecular conformations with respect to their 

compliance with the experimental data, i.e. their maximum probability. Maximum Allowed 

Probability (MAP)
17;18

 and Maximum Occurrence (MaxOcc)
89

 calculations provide the maximum 

weight that any conformation can have whatever the real ensemble to which it belongs to (Fig. 8A). 

The MAP approach uses free domain movement, while the MaxOcc method selects the protein 

conformations from a predefined pool in order to solve the computational issues in the calculation 

of the solution when different experimental datasets are used jointly. MAP and MaxOcc indicate 

how much a given conformation can contribute at maximum to the experimental average.
79;89-92

 

They thus provide an estimate of the Wmax value described in the Introduction. Calculations are 

performed by searching a conformational ensemble which includes the given conformation with a 

fixed weight and tens of other conformations, selected with a minimization program in order to 

provide averaged data in agreement with the experimental data. These calculations are repeated for 

increasing weight of the selected conformation, until it becomes impossible to find an ensemble in 

good agreement with the experimental data. 

In order to maximize the weight of the conformation under analysis, MAP and Maxocc 

methods thus minimize the weight of the other conformations present in the ensemble (i.e. their 

weights represent the PT which is minimized). It is clear that in order to obtain the largest weight 

for one structure, the other structures completing the ensemble should be placed as far as possible 

from the first one. Therefore, although the MaxOcc result for one conformation is a solution, the 

obtained ensemble of structures should not be regarded as a reliable conformational ensemble 

which can be used to represent the system: what the calculation provides is a safe and reliable 

estimate of the maximum weight of that conformation.  
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It is often assumed that the conformations with the largest Wmax are those which candidate 

as the most representative for the system. Unfortunately, there is not a straight correspondence 

between MAP or MaxOcc and real weight because LW conformations may include ghost 

solutions,
17

 arising from the degeneracy of the parameters (like pseudocontact shifts and residual 

dipolar couplings) with respect to the molecular structure, or poorly sampled conformations which 

are structurally averages of conformations with large weight. In this second case, the molecule 

switches between structurally very different conformations.  

The MAP and MaxOcc approaches can be also extended to the study of ensembles of 

structures, as those populating regions defined within the conformational space possibly sampled by 

the system. The aim is to identify the conformational regions with Wmax equal to 1, i.e. the regions 

where a full solution can be constrained, or the conformational regions with Wmax close to 0, i.e. the 

regions where no structures can be placed with a significant probability.
93

 The calculations of the 

maximum and minimum occurrence for regions, MaxOR and MinOR,
94;95

 are performed by 

searching ensembles of protein conformations that comply with experimental data, by imposing that 

a subset of these conformations (i) belongs to a previously defined region of the conformational 

space and (ii) is sampled at the desired weight (Fig. 8B). The MaxOR values can then be calculated 

over pairs of regions, in order to detect bimodal distributions. Again, the selected regions with high 

MaxOR, as in all LW approaches, address only one of the possible solutions, i.e. the simplest 

solution describing the asymmetries present in the experimental data. 

In this issue, it is shown that the MaxOcc and MaxOR analyses performed for HIV-1 TAR 

RNA, consisting of two helical domains connected by a flexible bulge junction, identify the most 

likely sampled region in the conformational space of the system, which strikingly overlaps well 

with the structures independently sampled in unbiased molecular dynamics calculations (without 

any inclusion of the experimental data) and even better with the SAS ensemble.
95

 

 

Detecting minor conformations 
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Due to the sixth power dependence of PREs on the distance between the nucleus and the 

paramagnetic center, the paramagnetic broadening affects only residues in close proximity, 

although transiently, to spin labels. This is why paramagnetic spin labels can detect the presence of 

low weight conformations together with a known predominant conformation of the system. In fact, 

if the known predominant structure of the system is not consistent with the experimental 

paramagnetic broadening, minor conformations with nuclei close to the paramagnetic center, 

although sampled only for a short time, can be identified. For instance, if a protein can have 

different conformations, i.e. compact or extended, in different conditions, it is possible to monitor 

whether the two conformations can coexist in fast exchange with different weights. In this way, it is 

possible to determine whether a protein experiences an equilibrium between open and closed 

conformations, even when the weight of the latter is as low as 5%.
96;97

  

Analogously, the paramagnetic relaxation enhancements measured for a protein-protein complex 

can indicate if the complex spends a fraction of the time in an ensemble of conformations different 

from the crystal model
20;98;99

 or from the NMR structure determined with conventional 

approaches.
100;101

 An example is provided in this issue by the case of the complex between 

cytochrome c and cytochrome c peroxidase.
46

 

 

 

Geometric interpretation of ensemble averaging approaches 

Figure 9 summarizes the abovementioned protocols for ensemble reconstruction, using simple 

geometrical examples. In this analysis, the datasets are assumed to be internally consistent, i.e. that 

all the measurements refer to the same conformational distribution of the macromolecules in the 

sample. Any set of K experimental measurements corresponding to rigid protein conformations 

defines a space with dimension K, and each conformation can be described as a point in this K-

dimensional space. Furthermore, any set of averaged experimental measurements can be seen as a 

point ( P ) which can be reconstructed by a convex combination (i.e. a linear combination with 

weights summing up to 1) of sets of calculated observables corresponding to a number of different 
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protein conformations. The set of such convex combinations defines a convex set V  with 

dimension Kn≤  of the order of the number of non-zero eigenvalues of the experimental data. 

Referring to panel (a), the set V  is represented by the ellipse. Not all conformations are necessarily 

at the boundary of the convex set (see the grey dots in the Figure 9). Also, not every point of the 

boundary represents a single conformation. As an example to clarify the dimensions, let us consider 

the paramagnetic RDCs from a rigid protein domain. Here K is the number of measurements, so a 

set of measurements represents a point in this space. However it is known that there are only 5 

linearly independent RDCs for each paramagnetic tensor, so if we have enough measurements the 

dimension n of the set V is 5. The RDCs depend only on the orientation of the protein domain with 

respect to the paramagnetic tensor, so any conformation can be parameterized for instance by 3 

Euler angles. Since the boundary of a convex set of dimension 5 has dimension 4, it is clear that the 

entire pool of conformations does not fill the boundary of V. 

If we only consider convex combinations of conformations taken from a large pool of structures we 

obtain a polyhedron M , shown as the thin dotted lines in panel b. The number of vertices of M  is 

of the order of the number of the possible protein conformations in the pool of structures, shown as 

dots in the figure. Of course, the larger the pool, the better the approximation of V, in particular the 

dimension of M should match that of V.  Any point P  inside M  can be reconstructed using at most 

1+n  vertices of the polyhedron. A single set of RDCs, for instance, defines a polyhedron with 

dimension 5. Any point P  can be reconstructed using at most 5+1 vertices out of all possible 

vertices of the polyhedron defined by the conformations of the pool. 

Protocols to build the conformational ensembles are implemented either allowing the different 

conformations to have different weights or fixing their weights to be constant; the solution is in any 

case the mean of the measurements of the conformers. 

For the first category, in the example of the figure, the point P  can be reconstructed using a linear 

combination of three points 
1P , 

2P  and 3P . The weight of each iP  is equal to the ratio of the areas 
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of triangles iT  and T , where T is the triangle 321 PPP  and iT  is the triangle where the point iP  is 

replaced by P  (panel c). 

For the second category, the reconstruction can only be the barycentre of the conformations of the 

ensemble, see panel d. It is known that any point inside V can be reconstructed in this way if all the 

possible conformations are considered for the combination. 

The true MEP solution would be an integral mean of all the conformations, but we can think of the 

MEP solution as approximated by the replica ensemble method with a large number of 

conformations. Loosely speaking the entropy can be represented by the area of the polygon in the n-

dimensional space defined by the conformations considered. Hence the replicas will try to 

maximize this area, still maintaining the property that the point P  is the barycenter of the polygon. 

As a consequence, one may expect that the density of conformations is thicker near the point P  

and thinner far from it. This property becomes more apparent the farther the point P  is from the 

barycentre of the set V (panel e). 

The SAS method uses the simulated annealing or any similar technique to determine the ensemble 

which is more consistent with the data choosing them from a large pre-determined pool. First one 

needs to define the number of conformers in the ensemble (6 and 4, respectively in panel f), then the 

calculation is repeated for a large number of ensembles, and the common features of the ensembles 

are analyzed. Sometimes, the more represented conformations are shown (panel f1).  

The Occam’s razor approach to determine the minimum number of conformations is illustrated in 

panel g. Using a single conformation the point  )1(P  is obtained. Using two conformations the point 

)2(P  is obtained as the average of the two vertices. Using three conformations the barycenter )3(P  of 

the triangle is obtained. A statistical test would determine if the better agreement obtained because 

)3(PP  is smaller than )2(PP  is worth the increased number of conformations considered. 

The SES method consists in reconstructing P  using a smaller number of vertices, 2 in our example 

(panel h) that can still yield a solution. While it is not possible to reconstruct exactly the point P  
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using less than n+1 vertices, we can obtain a good approximation by letting the sum of the 

probabilities be less than 1: the combination of 2P  and 3P  reconstructing P  as shown in panel b 

may be seen as a combination of 2P  and 3P   with weights scaled down according to the linear 

scaling factor between the triangles 32PPO   and 32POP  (O is the origin). In this example, it is easy to 

see that this ratio is close to 1 when using 
2P  and 3P , while it would be smaller using any two other 

vertices.  

The MaxOcc method (panel i) consists in finding, for any vertex iP , the point Q  on the boundary 

of the polyhedron M , that originates from the continuation of the segment PPi , and defining the 

maximal occurrence of the conformation iP  as the ratio 
QP

QP

i

. In this example, it is easy to see that 

the MaxOcc is large for
2P  and 3P , and small for 

1P . In the case of the MAP method, the crossing 

point Q ′  is the intersection with the boundary of the convex set V , so that the maximum allowable 

probability is defined as 
QP

QP

i
′

′
. 

 

Conclusions  

We have discussed the main methods used for ensemble reconstruction. Loosely speaking, they can 

be framed into two extremal approaches: LW and MEP. It is usually assumed that the calculated 

ensembles can provide an estimate of the extent of the conformational heterogeneity. This is not 

strictly true in general using LW approaches, especially in the presence of an extensive 

conformational heterogeneity of the system. It may be correct when the mobility is low, if the 

smallest number of conformations that is sufficient to achieve a good agreement with the 

experimental data is used. The use of a redundant number of conformations can in fact introduce 

noise through the inclusion of counterbalanced conformations. On the other hand, the fact that all 
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experimental restraints can be satisfied by one ensemble does not mean that such an ensemble is a 

unique and complete description of the system; it only describes the information content of the 

experimental data by enhancing the specific features that they contain.
87

 The calculation of Wmax (as 

performed through MAP or MaxOcc) then provides an upper limit to the occupation of points or 

regions of the conformation space. 

On the other side, the MEP solution, which can be recovered with a number of conformations 

approaching infinity, blurs any detailed description of each conformation included in the ensemble, 

but focuses on determining the minimal set of features common to all solutions. 

In conclusion, the two classes of approaches provide complementary views of the system that can 

both shed light on its conformational variability. Only the availability of information from non-

averaged observables or from theoretical tools, such as molecular dynamics calculations, can help 

determining which of the two approaches is most appropriate to describe the system.  

The need for established and well validated protocols for a reliable characterization of the 

conformational variability of biological molecules is expected to become more and more urgent in 

the next future, now that its importance for the molecular function has been evidenced. The impact 

of the studies performed to determine the biological activity of macromolecules by describing their 

conformational variability is continuously increasing, and mobility studies are now expected to 

always complement structural studies. Theoretical advancements in this field are continuously 

developed and a variety of software tools are proposed. These tools should ideally be able to 

describe the upper and lower limits in the probability distribution of the conformations which can 

be sampled by the system. The recent developments of molecular dynamics calculations, able to 

sample fast and carefully the whole molecular conformational space, are expected to provide an 

essential contribution to this aim. 
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Table 1. Long-range observables for the investigation of conformational heterogeneity 

Observable Chemical 

requirements 

Required for 

analysis 

Provides 

information on 

PRE Spin label or 

paramagnetic metal, 

isotope labeling 

Correlation times Paramagnetic center-

nucleus distance 

PCS Paramagnetic metal, 

isotope labeling 

∆χ tensor if not 

determined from 

nuclei moving rigidly 

with the metal ion
a
  

Nuclear positions in 

the frame of the ∆χ 

tensor 

pRDC Paramagnetic metal, 

isotope labeling 

∆χ-tensor as 

determined from 

PCS/pRDC of nuclei 

moving rigidly with 

the metal ion
a
 

Nuclear pair 

orientations in the 

frame of the ∆χ tensor 

External alignment 

RDC 

Orienting medium, 

isotope labeling 

Alignment model
a
 Nuclear pair 

orientations in the 

frame of the 

alignment  tensor, 

Molecular shape, 

local mobility 

Relaxation 

measurements 

Isotope labeling Correlation times, 

(diffusion model) 

Molecular shape, 

local mobility 

FRET Fluorescent labels Correlation times Fluorescent donor-

acceptor distance 

DEER Spin labels  Paramagnetic center-

paramagnetic center 

distance 

SAXS Several samples at 

different 

concentrations 

 Molecular shape 
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SANS Isotope labeling, 

several samples at 

different 

concentrations 

 Molecular domain 

shape 

a
except using the theta method (see text)  
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Figure 1. Is it possible to retrieve the values obtained by rolling a die a number of times from the 

averaged value? A probability distributions (for averaged values from 1.5 to 5.5 in steps of 0.5) can 

be calculated through the MEP approach; the Wmax values provide the upper bounds for the real 

distribution, which is correct whatever is the number of times that the die is rolled. 
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Figure 2. Depending on the number of times that the die is rolled, different solutions can be 

determined, as shown here for the case that the average of the values is 5.5. The occurrences 

(expressed in percent) of the different values are compared with the MEP probability distribution 

and the Wmax. Bars with the same colors indicate the occurrences for the same of all possible 

combinations of values providing the same average of 5.5 (the number of possible combinations, of 

course, increases by increasing the number of rolls).  
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Figure 3. Describing biomolecular conformations, here applied for simplicity to a two-domains 

protein: a) a fully atomistic description can be applied; otherwise, simplified structural models 

could be provided by b) parameters such as the dihedral angles of the mobile residues (here 

representing a linker between the two domains or the c) rototranslational parameters defining the 

interdomain position. 
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Figure 4. When a paramagnetic metal is introduced in a biomolecule, self-orientation arises. In a 

two domain protein, assuming the metal is framed in one domain and the RDCs are measured on the 

other, the following situations can be encountered: (A) a single interdomain orientation is present, 

(B) an asymmetric distribution of orientations is present or (C) orientations are uniformly sampled. 

The corresponding distributions of the (averaged) paramagnetic RDCs are shown in panels A, B, or 

C, respectively.  
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Figure 5. A simultaneous minimization of both TF and PT can be achieved by minimizing the sum 

of the two, with a weighting factor k (TF+kPT). The optimal value of k can be determined by 

plotting, in log-log scale, PT and TF for different k values. This is the so called L-curve method. In 

this example, where the PT is given by a sum of the weights of all conformations present in the 

ensemble different from 1, the optimal k is around 10. 
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Figure 6. Using the Occam’s razor principle, the number of replicas to be considered in the 

ensemble should be the lowest possible needed for a satisfactorily agreement (χ
2

r ≈ 1) with the 

experimental data (4 in this example). 
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Figure 7. Protocols for analyzing averaged data differ i) in the way the different structures are 

generated (full atomistic determination of nuclear coordinates, such as molecular dynamics, 

stepwise sampling, free domain rototranslations, see Fig. 3) and ii) in the approach (LW or MEP) 

used for building the ensemble.  
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Figure 8.  The MaxOcc of a conformation (left panel) is the maximum weight providing a TF larger 

than a threshold (dotted line) defined depending on the lowest TF. In this panel, the MaxOcc values 

for three selected conformations are 0.1, 0.3 and 0.45. The MinOR and MaxOR (right panel) are the 

lowest and largest weight, respectively, of an ensemble of conformations selected within a 

predefined region of the conformational space which, together with other conformations selected 

outside this region, provide a TF below the threshold. 
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Figure 9.  Geometric interpretation of ensemble averaging approaches 

 

(a) Set of accessible conformations (b) discrete description 
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(h) SES (i) MAP, MaxOcc 
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