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Quantum interference is a well-known phenomenon that dictates charge transport properties of
single molecule junctions. However, reports on quantum interference in donor-bridge-acceptor
molecules are scarce. This might be due to the difficulties in meeting the conditions for the
presence of quantum interference in a donor-bridge-acceptor system. The electronic coupling
between the donor, bridge, and acceptor moieties must be weak in order to ensure localised initial
and final states for charge transfer. Yet, it must be strong enough to allow all bridge orbitals to
mediate charge transfer. We present the computational route to the design of a donor-bridge-
acceptor molecule that features the right balance between these contradicting requirements and
exhibits pronounced interference effects.

1 Introduction

Photoinduced charge transfer is at the heart of numerous bio-
logical processes and technological applications, such as (artifi-
cial) photosynthesis1–3, DNA damage and repair4–8, organic so-
lar cells9,10, molecular computation and biosensing11–13. Syn-
thetic donor-bridge-acceptor (DBA) systems have therefore been
used extensively for systematic studies of charge (electron or
hole) transfer14–19. These DBA systems consist of three cova-
lently bound moieties: the charge donor where the transferring
charge is generated by absorption of light, the bridge through
which the charge passes, and the acceptor where the charge ar-
rives. The vast majority of studies focussed on demonstrating the
key parameters that govern charge transfer. Bridge length, en-
ergy barrier, and driving force have been identified as the most
important ones20–22. Recently, other parameters like bridge con-
jugation, and the position at which donor, bridge, and acceptor
are connected to each other received attention23–25.
The common ground for all these studies is the assumption that
the transferring charge is initially localised on the charge donor
and, after one or more transfer steps, arrives at the charge accep-
tor. However, this assumption is only rarely tested. Previously,
we have demonstrated that the delocalisation of the initial state
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strongly affects the distance dependence of electron transfer26.
Notably, the delocalisation was not expected, given that the ab-
sorbance spectra of the DBA compounds were virtually identical
to the absorbance of the neat donor. The question whether the
initial and final state are localised is very important since the dis-
tance dependence of the charge transfer rate is often considered
as an indication of the charge transfer mechanism that is opera-
tive. A weak dependence on distance is usually considered to be
indicative of hopping transport, while a strong dependence points
to single step tunnelling27,28. We argue that a careful considera-
tion of the initial state is essential to support such claims. Apart
from this fundamental interest, localised initial and final states
are also crucial for the design of quantum interference based
molecular switches. The phenomenon of quantum interference
has been proposed to be a powerful approach to control charge
transfer through molecular bridges as large ON/OFF ratios are
expected when switching off destructive interference29–36. De-
structive interference is usually met in cross-conjugated molec-
ular bridges37,38. A switching mechanism could be realised for
instance by an electrochemical reduction from a cross-conjugated
anthraquinone bridge to a linearly conjugated form39, or gener-
ally by charging a cross-conjugated bridge40. Quantum interfer-
ence effects in single molecule junctions have been experimen-
tally demonstrated a number of times41–45. Recently, also the
electrochemical switching of such an anthraquinone molecular
switch in a single molecule junction has been realised experimen-
tally46.
Experimental demonstrations of the occurrence of quantum in-
terference in DBA systems are scarce23,47,48. This could be due
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to the difficulty in designing suitable DBA systems. The design
rules are evident considering that quantum interference origi-
nates from interfering tunnelling pathways offered by the bridge
orbitals. This implies that charge transfer must follow a coherent
superexchange mechanism. Therefore, a suitable DBA system has
to fulfil two requirements:

1. initial and final states must be localised on the charge donor
and acceptor, respectively, and

2. all bridge orbitals must take part in the transfer mechanism.

For the first condition to hold, the donor and acceptor state must
be essentially decoupled from the bridge states. However, the
second condition requires a certain degree of coupling between
the donor/acceptor state and all bridge states. Admittedly, the
two requirements contradict each other, which makes clear that a
suitable DBA system must be in an intermediate regime between
too weak and too strong coupling. In our earlier work on hole
transfer in DBA systems containing linearly and cross-conjugated
biphenyl bridges (Fig. 1) we demonstrated that the second condi-
tion demands a certain degree of asymmetry in the DBA system24.
Beforehand, a relatively high hole transfer rate constant was ex-
pected for the linearly conjugated DBA molecule (pp in Fig. 1)
because of constructive quantum interference. For the two cross-
conjugated DBA systems (mp and mm in Fig. 1) slow hole trans-
fer was expected due to destructive quantum interference. Yet
we showed, that the symmetry relation between the hole donor
(PDI) and the bridge in pp and mp caused the exclusion of certain
tunnelling pathways through the bridge. This pathway selection
obscured the expected interference effects and led to an equally
low rate constant in pp and mp, which was even lower than in
mm. This exclusion of certain pathways through the bridge re-
sulting from symmetry considerations is not only important for
observing quantum interference effects, but can also explain large
differences in the charge transfer rate when an acceptor is cou-
pled to a bridge on different positions. This was shown by Shoer
et al. 25 for DBA molecules where a PDI acts as the acceptor. Sym-
metric coupling to the imide nitrogen (similar to the structure in
Fig. 1) leads to much lower charge transfer rates than coupling
in an asymmetric way at the so-called peri-positions. Therefore,
the symmetry arguments that we focus on here are of general im-
portance in determining the efficiency of charge transfer in DBA
systems.
In this paper, we present the computational design of a linearly

and cross-conjugated DBA system exhibiting prominent interfer-
ence effects. By using the same biphenyl bridges as in pp and mp
and screening for an appropriate hole donor and acceptor, we also
emphasise how substantial the thorough choice of initial and final
states is. The screening follows the two design rules by examining
the initial and final state and comparing the effective electronic
coupling for the linearly and the cross-conjugated bridge.

2 Computational method

Starting off with the linearly conjugated biphenyl bridge and the
previous hole acceptor SNS, various hole donors were tested with
regard to the localisation of the initial state. The degree of lo-
calisation was defined as the contribution of the highest occupied
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Fig. 1 Chemical structures of the linearly and cross-conjugated DBA
system previously investigated with the chemical structures of the hole
donor and acceptor reffered to as PDI and SNS.

fragment orbital (HOFO) of the hole donor to the initial state. To
this end, time-dependent density functional theory (TD-DFT) cal-
culations were performed on the ground state geometries of the
DBA molecule using the fragment orbital approach of the Ams-
terdam Density Functional software49. This means the molecu-
lar orbitals of the donor, bridge, and acceptor radical fragment
molecules were used as basis set50. These fragment orbitals were
obtained from electronic structure calculations of the isolated rad-
ical fragment molecules at the DFT level of theory with the DZP
basis set and M06-2X functional51. The M06-2X functional was
chosen since this meta-hybrid functional is known to perform very
well for the calculation of excitation energies by TD-DFT, espe-
cially for large conjugated molecules and in cases where charge
transfer contributions play an important role52. The latter is here
of prime importance since the charge transfer character in the
initially excited state is crucial in this work. The calculation of
the electronic coupling is relatively insensitive to the functional
used. Although there are differences in the magnitude, the differ-
ences between the linearly and cross-conjugated DBA molecules
that are important for this work are reproduced very well. This is
shown in †, where the charge transfer character and the effective
electronic couplings are compared for two functionals.
The ground state geometries of the different DBA molecules were
obtained (DZP/M06-2X) optimising the ground state geometries
of the isolated donor-bridge, bridge-acceptor, and the isolated
bridge fragments and assembling these fragments to form the
DBA molecules. This way of generating the structures because the
optimisation of the full DBA molecules is very time-consuming in
some cases since the potential energy surfaces can be rather flat
where the dihedral angles between the donor and the bridge and
the bridge and the acceptor are involved. Additionally, it should
be noted that the exact dihedral angles do not alter the symmetry
arguments described below, since the cancellation of electronic
couplings is independent of the dihedral angles24.
After finding the appropriate hole donor, various hole acceptors
were examined with regard to the localisation of the final state.
The degree of final state localisation was measured in terms of the
contribution of the HOFO of the hole acceptor that makes up the
HOMO of the entire DBA system. This contribution was obtained
from DFT calculations using the same fragment orbital approach
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as described above. For the linearly conjugated DBA molecules
with localised initial and final states, effective electronic cou-
plings between the HOFO of the hole donor and the HOFO of
the hole acceptor were calculated. These couplings should be
above 1 meV, which is one order of magnitude larger than in
the previous DBA system pp and regarded as the limit of accu-
racy that can be obtained with DFT. Finally, for the set of donor
and acceptor molecules with localised initial and final states and
considerable effective electronic coupling, the effective electronic
couplings were also calculated using the cross-conjugated bridge.
In order to examine whether the effective electronic couplings
are dictated by quantum interference, the calculated values were
compared between the linearly and the cross-conjugated DBA sys-
tems. The effective electronic coupling was calculated according
to the method from our previous publication24. It is expressed
as53

JDA
eff =VDA �Â

i

VDBiVBiA

HBiBi �E
, (1)

where the Hamiltonian submatrix HBB describing the bridge is di-
agonalized. VDA represents the direct coupling between the HOFO
of the hole donor and the HOFO of the hole acceptor. VDBi (VBiA)
is the direct coupling between the HOFO of the donor (acceptor)
and the i-th orbital of the bridge with energy HBiBi . E is the en-
ergy of the DBA system when charge transfer occurs, thus at the
transition point where the initial and final states are at resonance.
Here, we evaluate JDA

eff of the Hamiltonian at ground state geom-
etry and approximate E to the energy of the HOFO of the hole
donor.
The various direct couplings VXY and the energies of the i-th
bridge orbitals HBiBi in Eq. (1) were extracted from the Fock ma-
trix of the DBA molecules obtained with DFT (M06-2X) using the
fragment orbital approach described above50. The coupling be-
tween the fragment orbitals and their energy is then given by the
off-diagonal and the diagonal matrix elements of the Fock ma-
trix: HXY = hX |H|Y i and HBiBi = hBi|H|Bii. Because the fragment
orbitals are in general not orthogonal, the finale value for the
electronic coupling between the fragment orbitals X and Y was
determined as VXY = HXY � 0.5SXY (HXX +HYY ), where S is the
overlap matrix.
By using Eq. (1), we explicitly sum over the contributions of all
bridge orbitals as tunnelling pathways, which inherently accounts
for the possibility of quantum interference effects. At the same
time, performing the summation over only a subset of bridge or-
bitals provides insight into which orbitals are most relevant for
hole transfer in a given DBA system. For instance, including only
the p-orbitals of the biphenyl bridge in Eq. (1) allows us to ex-
amine whether the overall effective coupling is dominated by the
p-orbitals. In the fragment orbital method used here it is assumed
that small changes in the geometry that occur on charge transfer
or photoexcitation do not lead to significant changes in the charge
transfer integrals. This approach is very common54 and will cer-
tainly be sufficiently accurate to describe the large differences in
the effective charge transfer integrals that we are interested in
here (roughly an order of magnitude).

3 Results and discussion

As mentioned in the introduction, we have previously demon-
strated a linearly and cross-conjugated DBA system that did not
feature the commonly expected trend in hole transfer rate due to
quantum interference effects24. This was attributed to the orbital
symmetry of the previously used hole donor and hole acceptor
(PDI and SNS) in relation to the biphenyl bridge. Therefore, we
start off our search for a suitable hole donor and hole acceptor by
breaking the symmetry of PDI and SNS.

3.1 Hole donor candidates
There are two asymmetric ways to connect a PDI to a molecular
bridge, namely at the bay or the headland position (see PDIbay
and PDIhead in Fig. 2). The calculated excitation spectra are
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Fig. 2 Chemical structures of the linearly conjugated DBA system with
hole donor candidates.

shown in Fig. 3(a). According to the results of the TD-DFT cal-
culations, the lowest excitation in PDIbay is described by a one
electron transition from the HOMO-1 of the DBA molecule to the
LUMO (Fig. 3(b)). This has also been obtained in the case of
PDIim. However, by contrast to PDIim the HOMO-1 of PDIbay
is delocalised over PDI and biphenyl as depicted in Fig. 3(b): the
highest occupied fragment orbital (HOFO) of PDI contributes to
the HOMO-1 with 78 % (see Table 1). This delocalisation occurs
despite the fact that the energy difference between the HOFOs
of PDI and biphenyl is similar for PDIbay and PDIim (Fig. 4).
The difference could be explained by the direct coupling VDBHOFO ,
which is 0 eV for PDIim due to symmetry but is 0.24 eV for
PDIbay. When PDI is connected at the headland position, the
initial state is more delocalised than when connected at the bay
position with a contribution of the HOFO of PDI of 66 %. The
stronger delocalisation can not be explained by the direct cou-
pling VDBHOFO since the coupling is reduced by a factor of 5 (while
the energy difference is only reduced by a factor of 1.4). In this
case the lowest excitation is characterised by an electron transi-
tion from the HOMO-1 of the DBA molecule to the LUMO and a
transition from the HOMO-2 to the LUMO. As shown in Fig. 3(b),
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PDIbay PDIhead PMI

81 % 16 %

(a)

(b)

Fig. 3 (a) Optical excitation of PDIbay, PDIhead, and PMI using
TD-DFT (DZP/M06-2X) and (b) the orbitals that are involved in the
lowest excitation.

Table 1 Contribution of the HOFO of the hole donor to the initial state
with the dihedral angle cDB and the direct coupling VDBHOFO between
donor and bridge

cDB VDBHOFO HOFO contribution
PDIim 65� 0.00 eV 100 %
PDIbay 56� 0.24 eV 78 %
PDIhead 66� 0.05 eV 66 %
PMI 69� -0.11 eV 94 %
PMI 45�a -0.24 eV 88 %
PMI 0�b -0.33 eV 81 %
a ground state energy is 87 meV higher than at 69�
b ground state energy is 3.5 eV higher than at 69�

the HOMO-2 of PDIhead is delocalised over biphenyl and SNS.
The example of the imide, bay, and headland substitution of PDI
to biphenyl makes clear that although PDI is a widely used hole
donor, it might be unsuitable for some applications because of
delocalisation of the initial state. The reason lies partially in the
differences in the electronic coupling but are mostly caused by
subtle differences in the relative energies of the different elec-
tronic states on the PDI and the bridge. It is hard to predict

these differences based on the electronic properties of the iso-
lated molecular fragments since they are significantly influenced
by the coupling to neighbouring parts in the DBA system. A pery-
lene derivative that has similar electron accepting properties as
PDI but exhibits additional possibilities for asymmetric attach-
ment to a biphenyl bridge is perylene-monoimide connected to
the biphenyl as shown in PMI in Fig. 2. When analysing the ini-
tial excited state in the same way as above, it turns out that PMI
fulfils the requirement of a localised initial state while maintain-
ing a relatively large electronic coupling to the biphenyl. The
latter is caused by the direct asymmetric coupling between the
perylene core and the biphenyl. The localisation is also shown
to be relatively robust under variations of the dihedral angle be-
tween the hole donor and bridge (see Table 1). The contribution
of the HOFO of PMI to the initial state merely decreases from
94 % in the ground state geometry (69�) to 81 % at a fictional
dihedral angle of 0�. PMI is therefore an excellent example of a
hole donor that fulfils the requirements that we have defined in
the introduction and it will be used in the DBA systems that are
discussed below.

Fig. 4 Energy levels of the HOFO of the hole donor candidates and the
HOFO of the linearly conjugated biphenyl bridge in the DBA molecules
(solid line) compared to the isolated fragments (dashed line).

3.2 Hole acceptor candidates
The requirements for the hole acceptor in the DBA system are the
same as those for the hole donor: a reasonably large electronic
coupling to the bridge combined with a localised final state. Just
as the PDI, the SNS moiety used in our previous work lacks the
electronic coupling to the bridge due to its symmetry with respect
to the bond axis. In order to overcome this we introduced asym-
metry in the SNS by exchanging one thiophene with a phenyl
in SNPh, or by connecting the SNS in an asymmetric fashion to
the biphenyl at the thiophene ring in SNSas (see Fig. 5). Both
variations exhibit a localised character of the final state; the hole
acceptor HOFO contributes with 97 % to the final state for SNPh
and with 84 % for SNSas (Table 2). However, when considering
the electronic coupling, SNPh is not suitable because the calcu-
lated effective coupling for hole transfer Jeff is only 0.4 meV. This
is essentially no improvement to 0.1 meV that was obtained for
the previous hole acceptor SNS. Therefore, the exchange of one
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Fig. 5 Chemical structures of the linearly conjugated DBA system with
the hole donor perylene-monoimide and the hole acceptor candidates.

thiophene by a phenyl does not sufficiently break the symmetry.
In the case of SNSas, a look at the energy level alignment in Fig. 6
explains why this hole acceptor is not suitable: upon connection
of the SNS at the thiophene to the biphenyl the energy of the
HOFO of the hole acceptor shifts below the energy of the HOFO
of the hole donor. This essentially reverses the roles of donor and
acceptor. Again, this arrangement of the different energy levels
in the DBA molecule are almost impossible to predict on basis of
the properties of the individual fragments and calculation such as
the ones described here are essential in this regard.

In the next step, three derivatives of carbazole, a well-known

Table 2 Contribution of the HOFO of the hole acceptor to the final state
with the dihedral angle between acceptor and bridge cAB and effective
electronic couplings for hole transfer Jeff

cAB HOFO contribution Jeff
SNS 60� 98 % 0.1 meV
SNPh 58� 97 % 0.4 meV
SNSas 42� 84 % a

carbOMe 53� 90 % 27 meV
carb 46� 78 % 29 meV
carbeth 8� 83 % 39 meV
a HOFO of hole acceptor shifted below HOFO of hole donor perylene-
monoimide.

electron donor, were considered as hole acceptors. These deriva-
tives are shown in Fig. 5. According to the DFT calculations, the
final state is localised on the hole acceptor for carbOMe while
exhibiting substantial Jeff of 27 meV; two orders of magnitude
larger than for SNS. For carb the final state is rather localised
with a hole acceptor HOFO contribution of 78 %. This contribu-
tion could be further increased to 83 % by inserting an ethynyl
spacer in carbeth. This degree of localisation is quite satisfying
considering the dihedral angle between hole acceptor and bridge
is almost 0�. With Jeff of 39 meV for the linearly conjugated DBA
system, carbeth compares well with carbOMe.

3.3 Linear vs. cross-conjugation
The two linearly conjugated DBA systems carbOMe and carbeth
show localised initial and final states while still exhibiting a sub-
stantial effective electronic coupling for hole transfer. Therefore,

Fig. 6 Energy levels of the HOFO of the hole acceptor candidates and
the HOFOs of the linearly conjugated biphenyl bridge and PMI in the
DBA molecules (solid line) compared to the isolated fragments (dashed
line).

both appear to be promising designs for DBA systems exhibiting
pronounced quantum interference effects. In the following, the
two DBA systems are referred to as lin_carbOMe and lin_carbeth
to point out the linear conjugation of these molecules. To test
whether hole transfer in these systems is dominated by quan-
tum interference, we have also calculated Jeff for their cross-
conjugated versions cross_carbOMe and cross_carbeth and
compared these values to Jeff for lin_carbOMe and lin_carbeth
in Fig. 7. This comparison reveals that Jeff for cross_carbOMe

N

NH

O

O

C4H9

N
NH

O

O

C4H9

N
NH

O

O

MeO

lin_carbOMe

lin_carbeth

cross_carbOMe

cross_carbeth

N

NH

O

OMeO

J
eff

 = 27 meV 
(22 meV)

J
eff

 = 39 meV 
(34 meV)

J
eff

 = 14 meV 
(4.7 meV)

J
eff

 = -3.8 meV 
(-5.6 meV)

Fig. 7 Chemical structures of the linearly and cross-conjugated DBA
systems with localised initial and final states and non-negligible Jeff. The
linearly and cross-conjugated bridges are highlighted in red. Jeff were
calculated taking into account all bridge fragment orbitals or only the p
bridge fragment orbitals (in parentheses).

is merely by a factor of 2 smaller than for lin_carbOMe. A thor-
ough examination of the different contributions to Jeff reveals that
in addition to the p-orbitals of the biphenyl bridge the s -network
carries a large extent of Jeff. The strong effect of the s -network in
this case becomes clear when only the contributions due to the p-
orbitals to Jeff are considered (values in parentheses in Fig. 7). In
this case the difference would be almost a factor of 5. By contrast,
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the s -network plays a subordinate role in Jeff for lin_carbeth and
cross_carbeth and does consequently not obscure the effects of
quantum interference. Note once again, that the exchange of
the hole acceptor alone alters the contributions of the respective
bridge orbitals. lin_carbeth and cross_carbeth vary in Jeff by one
order of magnitude which is due to constructive and destructive
interference, respectively. On the basis of these calculations, the
hole transfer rate constants for lin_carbeth and cross_carbeth
are expected to differ by two orders of magnitude since the hole
transfer rate constant scales with the square of the effective elec-
tronic coupling in the context of non-adiabatic charge transfer
theory. This illustrates that it is rather hard to predict the differ-
ences in the electronic coupling for different DBA systems, even if
strong effects, such as quantum interference, play a role. There-
fore, the type of calculations described here is a very important
tool for the design of DBA model systems for specific purposes—
also when no quantum interference effects are expected.

4 Conclusions

We have shown a computational route to the design of a lin-
early and a cross-conjugated DBA molecule containing a biphenyl
bridge with hole transfer characteristics dominated by quantum
interference effects. The screening of several hole donor and hole
acceptor candidates demonstrated how difficult it is to find the
right balance between a too weak and too strong coupling be-
tween the donor, bridge, and acceptor moieties in order to assure
localised initial and final states while still allowing for all bridge
orbitals to provide hole transfer pathways. This condition needs
to be especially met in quantum interference based DBA systems,
but should generally be examined in the interpretation of exper-
imental results on electron or hole transfer in all DBA systems.
A false assumption of localised initial and final states might for
instance lead to wrong conclusions concerning the transfer mech-
anism.
By consciously using asymmetric donor and acceptor molecules,
as opposed to the previously investigated symmetric ones pre-
sented in the introduction, we ensure that all bridge orbitals can
mediate hole transfer. This is clearly reflected in the effective elec-
tronic coupling for the linearly conjugated DBA systems, which is
two orders of magnitude larger for the asymmetric version than
for the symmetric one. However, we have also shown that the
participation of all bridge orbitals does not necessarily guaran-
tee a pronounced effect of quantum interference as for instance a
dominant contribution of the s -network of the bridge might con-
ceal interference effects.
Finally, we have seen that the orbital energy of the fragments shift
unpredictably upon connection. This furthermore stresses the im-
portance of a holistic approach to the rational design of DBA sys-
tems in which the donor, bridge, and acceptor moieties cannot be
seen as separate isolated fragments with inherent properties.
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