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ABSTRACT 

Ab initio molecular dynamics (AIMD) simulations are applied to the study of proton 

transport in solid state maleimide.  The AIMD simulations reproduce correctly the structural 

and energetic characteristics.  The simulations reveal the direct proton hopping between two 

maleimide molecules, and the proton hopping frequency is evaluated.  The temperature 

dependence of proton hopping frequency obeys the Arrhenius activation process with an 

activation energy of 4.39 kcal·mol−1.  Finally, it is proposed that maleimide is potential building 

block for the design of high-temperature proton exchange membranes. 

Keywords:  proton exchange membrane fuel cell; proton exchange membrane; maleimide; 

proton transport; ab initio molecular dynamics simulation 

 

1.  Introduction 

During the past decades, proton exchange membrane fuel cells (PEMFCs) have received 

tremendous attention as novel energy conversion devices because of their environmental 

friendliness and high fuel utilization efficiency.  High-temperature proton exchange membrane 

fuel cells (HT-PEMFCs) are particularly desirable due to their outstanding advantages, such as 

humidity-independent performances, enhanced electrocatalytic activity, and improved tolerance 
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to impurities in fed-gas.1  Nevertheless, the large scale commercialization of HT-PEMFCs 

depends largely on the high-temperature performances of the proton exchange membranes 

(PEMs), or the high-temperature proton exchange membranes (HT-PEMs).2-5 

The development of PEMFCs depends heavily on the success of perfluorosulfonic acid 

polymers (PFSA), such as NAFION, owing to their high proton conductivity, excellent chemical 

and electrochemical stability.  However, the application of PFSA in PEMFCs is limited to 

temperatures that liquid water exists in the membrane.  At high temperature, the water which 

hydrates PFSA evaporates and the proton conductivity of PFSA degrades.6-7  Therefore, the 

development of novel proton conducting materials possessing high proton conductivity at high 

temperature is of essential importance for the development of HT-PEMFCs. 

The high-temperature proton conductivity of PFSA can be improved by doping with SiO2, 

TiO2, ZrO2, Zr(HPO4)2, etc. as water adsorption or retention materials,8-12 or by addition of 

H3PO4, imidazole, triazole, benzimidazole, pyrazole, etc. to substitute water as hydration 

solvent.13-22  The other option for HT-PEMs is to develop new proton conducting materials with 

proton conductivity independent upon hydration.  For example, polymeric phosphonic acid 

possesses much better proton conductivity under dehydrated or even anhydrous states attributing 

to the self-dissociation of phosphonic acid at high temperature.23  Recently, we observed the 

synergetic proton transport effect, the orders of magnitude increase in proton conductivity, in 

acid-base polymeric composites and acid-base amphoteric polymers consisting of phosphonic 

acid groups and triazolyl groups.17-19 

Maleimide (MI) is an interesting molecule showing amphoteric characteristics, its imide 

proton (>N−H) shows weak acidity with a dissociation constant pKa at 5.57 in aqueous solution 

evaluated from our conductivity measurement, and two acyl oxygen atoms show strong affinity 
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for protons from imide nitrogen atoms.  Therefore, complex hydrogen bonding (H-bonding) 

network forms in solid state MI.  As a matter of fact, the structure of a MI molecule, in terms of 

H-bonding donor and acceptor, is similar to a 1H-1,2,3-triazole molecule, which is widely 

accepted as building block in the design of proton conducting materials, especially the proton 

conducting materials at high temperature under a water deficient environment.24-26  As being 

shown in triazole, the tautomerization is an important characteristic for the proton transfer in 

hydrophilic compounds.  MI also shows abundant tautomerization pathways, especially with 

the mediation of other hydrophilic compounds.  In this aspect, Kalia et al. studied both the gas 

phase and water-assisted tautomerization of MI using density functional theory (DFT) 

calculations.27  Based on these considerations, we measured the overall conductivity of MI, and 

observed an unexpected high conductivity of 6.46 mS·cm−1 at 60 °C and 90% RH (relative 

humidity).  This conductivity is even higher than that of NAFION at about 6 mS·cm−1 at 40% 

RH.28  Therefore, we propose that MI can be used as potential building block for the design of 

high-temperature proton conducting materials. 

Molecular dynamics (MD) simulations, especially ab initio molecular dynamics (AIMD) 

simulations, are widely applied to the study of proton transport in the field of proton exchange 

membrane.  For example, Vilčiauskas and Tuckerman et al. investigated the proton transport in 

phosphoric acid and the proton dynamics in a system composed of phosphoric acid and 

imidazole using AIMD simulation, and attributed the reduced proton density in N-heterocycles 

doped H3PO4 to the strong proton affinity of imidazole.29-30  Iannuzzi et al. presented the 

atomistic details of the fast rearrangement of H-bonding which sustains the proton transfer in 

imidazole-based heterocyclic molecular crystals and resolved all the resonant peaks in 

experimental spectra using AIMD simulations.31-32  Ludueña et al. proposed a carrier-mediated 
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Grotthuss mechanism of proton conducting and depicted an atomistic picture for the 

long-distance proton transport using a steered AIMD approach.33  Hayes et al. studied the 

proton transport in triflic acid pentahydrate using ab initio path integral molecular dynamics.34  

Yan et al. studied the proton transfer in acidified aqueous solution of methanol, and observed the 

direct proton transfer using AIMD simulations.35 

In this work, AIMD simulations are applied to the characterization of proton transport in 

solid state MI.  The molecular structure, frequency spectra, velocity autocorrelation functions, 

and proton hopping frequency are evaluated.  These characteristics can provide essential 

understanding of the MI as building block for the design of proton conducting polymers. 

 

2.  Calculation methods 

The Car-Parrinello molecular dynamics simulation (CPMD) is an important theoretical 

method for the investigation of dynamic properties of molecular systems including transport and 

chemical reactions.  In this research, the proton transport in solid state MI is studied by use of 

the CPMD package.36  The simulated system consists of 8 MI molecules and one unbounded 

proton with triclinic crystal symmetry and P-1 space group as shown in figure 1.  The 

unbounded proton is labeled as H1 and placed between two MI molecules, the distances between 

H1 and two closest oxygen atoms O39 and O48 are 1.521 and 2.282 Å, respectively, in the initial 

configuration.  And the atomic coordinates of the initial configuration are supplied as 

supplementary information in table S1.  In our CPMD simulation, we follow the widely 

practiced method by addition of an unbound proton to the simulated system to ease the 

observation of proton transport, and the overall charge of the system is +1.0.37-39  The cell 

parameters are adapted from experimental parameters of X-ray diffraction at 150 K: a = 6.768 Å, 
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b = 10.675 Å, c = 12.384 Å, and α = 81.37°, β = 77.01°, γ = 74.77°, and the cell volume is 

837.258 Å3 and overall density is 1.556 g cm–3.40  Considering the great computational cost of 

CPMD simulations, the simulated systems are usually much smaller than those of the classic MD 

simulations.  On the other hand, a simulation with only one unit cell is sufficient to reproduce 

the characteristic of proton transport despite of the fact that statistical errors may be significant 

for quantitative values.41-44 

The generalized gradient approximation (GGA) functionals and hybrid functionals are 

widely accepted in quantum chemistry calculations because these functionals can provide 

reasonably accurate predictions for geometries and thermodynamics of small covalent 

molecules.45-47  In our CPMD simulations, the hybrid BLYP exchange correlation functionals 

are used to approximate the energy of valent electrons,48 which can provide an adequate 

description of crystalline systems with H-bonding,31-32, 49 the Troullier-Martins (MT) 

norm-conserving pseudo-potentials are used to represent the core electrons,50 and the plane wave 

basis set is used to expand the Kohn-Sham wave functions with a cutoff energy at 85 rydberg.  

These pseudopotentials are provided in the CPMD extended library package, and cutoff energies 

of plane wave basis set at 25, 30, 40 and 70 rydberg for H, C, N, and O are recommended to 

reproduce meaningful results.51-53  The cutoff energy used in this study is significantly larger 

than the maximum cutoff energy recommended, thus better simulations results can be expected. 

During our CPMD simulation, the initial wave functions are optimized using the direct 

inversion method with a convergence criterion of 1.0x10−7 a.u..  After the optimization of initial 

wave functions, about 9 ps of CPMD simulation is carried out to relax the simulation cell into 

equilibrium configuration at target temperature in NVT ensemble using the velocity rescaling 

algorithm.  And then, production simulation is carried out in NVT ensemble using a 
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Nosé-Hoover chain thermostat with ion thermostat frequency at 3500 cm−1, electron thermostat 

frequency at 15000 cm−1.  Throughout these CPMD simulations, a fictitious electron mass of 

500.0 a.u. and a time step of 4.0 a.u. are used. 

 

3.  Results and discussion 

3.1  Energetics for solid state MI 

The CMPD simulation is carried out in NVT ensemble at 363.15 K, and the real ionic 

temperature fluctuates along an average temperature of 362.57 K with a standard deviation of 

31.49 K.  The evolutions of the kinetic and potential energies during CPMD simulation are 

shown in figure 2.  The total energy Etot fluctuates along an average value of -531.28119 a.u. 

with a tiny standard deviation of 8.4748x10-4 a.u..  The Kohn-Sham energy, EKS, which 

represents the summation of potential energy of the electrons, electrostatic attraction energy 

between electrons and ionic cores, and electrostatic repulsion between ionic cores, fluctuates 

with a large standard deviation at about 0.01343 a.u..  Compared with the total energy, the 

greater fluctuation of Kohn-Sham energy compensates the fluctuation of kinetic energy of ionic 

cores, as the Kohn-Sham energy and kinetic energy of ionic cores constitutes the classic energy 

which fluctuates with a much smaller standard deviation.  The total kinetic energy of ionic 

cores fluctuates along 0.12598 a.u. with a standard deviation of 0.01315 a.u..  In addition, the 

fictitious kinetic energy, which is related to the evolution of wave functions in a manner of 

particles, fluctuates along 0.02002 a.u. with a standard deviation of 9.3556x10-4 a.u.. 

3.2  Radial distribution functions 

Figure 3 shows the radial distribution functions for the N−O, N−H, and O−H atomic pairs 

simulated in NVT ensemble at 363.15 K, where H represents the acidic protons (including the 
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unbounded proton).  For the N−H atomic pair, a high and sharp peak at 1.020 Å represents the 

N−H bond, and is in good agreement with the bond distance of 1.022 Å evaluated from DFT 

calculations at ωB97X-D/6-311+G(2d,p) level of theory.  For the O−H atomic pair, the first 

peak at 1.005 Å, relatively low, clearly shows that the acidic proton is attracted by the O atom.  

The broad peak at 1.845 Å is attributed to the intermolecular H-bonding of N–H···O, and the 

third peak at 2.685 Å represents the O−H distance between the acyl oxygen atom and the acidic 

proton in the same MI molecule in good agreement with XRD observation at 2.681 Å.40  For 

the N−O atomic pair, a sharp peak at 2.325 Å corresponds to the intramolecular N−O distance, 

and the second peak at 2.895 Å to the intermolecular H-bonding N−H···O.  This intermolecular 

H-bonding N−H···O is in good agreement with experimental values between 2.851 and 2.917 

Å.40 

3.3  Frequency analysis in solid state MI 

Frequency analysis can provide vital information to the understanding of the optical and 

mechanical responses of condensed molecular systems.40, 54  In addition, bond stretching 

vibrational spectra are essential criteria for the validation of simulation results.  Figure 4a 

summarizes the bond stretching vibrational spectra evaluated via fast Fourier transformation 

(FFT) of the time dependences of interatomic distances recorded during CPMD simulations in 

NVT ensemble at 363.15 K.  These bond stretching vibrational spectra are consistent with 

experimental FTIR spectrum as shown in figure 4b.  Since the CPMD simulations usually 

underestimate the stretching frequency attributing to electrostatic and crystal field effects, the 

CPMD simulated frequencies in figure 4a are scaled by factors of 1.0376.43, 55  For the 

spectrum of C−H bond, the major peak at 3152 cm−1 is consistent with the corresponding FTIR 

peak at about 3100 cm−1.  For the N−H spectrum, the major peak at 3264 cm−1 is much broader 
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than the C−H peak revealing the strong intermolecular H-bonding interaction between N−H and 

the acyl oxygen atom.  The peak for the O−H spectrum at 3223 cm−1 is lower than that of N−H 

spectrum and is consistent with experimental observation.56  From these discussions, it can be 

concluded that our CPMD simulations give reasonable vibrational characteristics compared with 

experimental FTIR spectrum. 

3.4  Velocity autocorrelation functions 

The atomic velocity autocorrelation functions (VACFs) are evaluated as, 

A

0

A 0 0
1 1A

1
VACF ( ) ( ) ( )

( )

Nm

i i

iN m

τ

τ

τ τ τ τ
τ

−

= =

= ⋅ +
−
∑∑ v v              (1) 

where subscript A represents the atom types, NA is the number of atoms for atom type A, vi is 

velocity for atom i, τ0 is the initial time, and τ is the time elapsed after the initial time.  The 

VACFs for the acidic hydrogen atoms (Ha), the non-acidic hydrogen atoms (Hn), the nitrogen 

atoms (N), and the oxygen atoms (O) are shown in figure 5a.  It can be seen that the initial 

decays of the VACFs for Ha and Hn are much faster than those for N and O indicating the strong 

short time dynamic correlation between the protons and their environment.  However, all the 

VACFs fluctuate rapidly with large amplitudes because the simulated system is small and 

simulation time is short, and thus statistics errors are large.35 

The corresponding spectra of VACFs are shown in figure 5b.  For both the acidic and 

non-acidic protons, the strong peaks at about 3046 cm–1 are correspondent with the stretching 

vibration of N–H and C–H bonds.  While the acidic proton possesses a slightly lower frequency 

compared with the non-acidic protons for about 42 cm–1, in consistent with the fact that an acidic 

proton is more loosely bounded thus slower velocity exchange with its environment. 

3.5  Proton hopping between MI molecules 

The direct observation of the hopping of the unbounded proton (H1) between two oxygen 
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atoms (O39 and O48) in two adjacent MI molecules is depicted in figure 6.  Figure 6a shows 

the probability distributions of the interatomic distances of O39–O48, H1–O39 and H1–O48 

evaluated from CPMD simulation in NVT ensemble at 363.15 K.  The O39–O48 distance 

fluctuates between 2.364 to 3.228 Å, with a most probability at 2.748 Å; the H1–O39 distance 

fluctuates between 0.919 to 1.164 Å with a most probability at 1.004 Å; and the H1–O48 

fluctuates between 1.276 to 2.328 Å with a most probability at 1.624 Å.  These characteristics 

are consistent with the corresponding radial distribution functions. 

From the overall probability distributions of interatomic distance H1–O39 at given 

O39–O48 distance (figures 6b and 6c), it can been seen that the most probable H1–O39 distance 

slightly decreases from 1.119 to 0.919 Å, as the O39-O48 distance increases from 2.385 to 3.228 

Å.  On the other hand, the most probable H1–O48 distance fluctuates in a much greater scope 

ranging from 1.292 to 2.258 Å, at the same O39–O48 distance range.  Moreover, the H1–O39 

distance and H1–O48 distance intersect at about 1.221 Å given the O39–O48 distance at about 

2.390 Å.  From these observations, it could be concluded that the proton H1 hops between O39 

and O48 as the O39–O48 distance decreases to about 2.390 Å. 

Proton conducting corresponds to the macroscopic proton transport or the long distance 

proton transport, and can be divided into a series of microscopic steps of atomic movement.  If 

the H-bonding network is the essential structural requirement for the macroscopic proton 

transport, the proton hopping and conformational rearrangement are two essential dynamic steps 

in the process of macroscopic proton transport.57  For example, in the so-called “hop-turn” 

mechanism, the effective proton transport includes the proton hopping and the bond rotation or 

the reorientation of the proton acceptors.58-60  Our CPMD simulations clearly show that the 

protons hop between two oxygen atoms in solid state MI, and thus fulfill one of the two essential 
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microscopic steps in the macroscopic proton transport.  Compared with the proton hopping, the 

reorientation of the proton acceptors, corresponding to the rotational movement of the MI 

molecule in this context, is much slower, and the CPMD simulation of the rotational movement 

of the MI molecule is infeasible attributing to the limited simulation time and size of simulated 

system. 

Furthermore, our CPMD simulations show that the H–O bond breaking and building occur 

simultaneously at the crossover point where the interatomic distances of H1–O39 and H1–O48 

possess the same value of 1.221 Å as shown in figures 6b and 6c.  The simultaneous H–O bond 

breaking and building requires the minimum free energy compared with the H–O bond breaking 

followed by H–O bond rebuilding.  In order to evaluate directly the energetics of proton 

hopping, the potential energy surfaces along the reaction coordinate that define the proton 

exchange between two MI molecules in an isolated system consisting of only two MI molecules 

and an unbounded proton are evaluated using DFT calculation at theory level of 

ωB97X-D/6-311+G(2d,p) as shown in figure 6d.  From figures 6d, it can be seen that the 

potential energy surfaces depend on the relative position of the two MI molecules or the distance 

between two oxygen atoms dO–O, and the approaching of the two MI molecules results the 

decreasing of potential barrier for proton hopping.  The highest potential barrier is about 1.93 

kcal·mol–1, and the potential barrier disappears at crossover position (dO–O = 2.34 Å).  At 

crossover position, the proton hopping occurs between the two oxygen atoms without any barrier.  

The potential energy along the reaction coordinate used to define the H1 exchange between O39 

and O48 can also be evaluated as potential of mean force from an umbrella sampling or other 

bias-based sampling simulation, or from the proton vibrational eigenfunctions and eigenvalues 

incorporating statistical sampling, nuclear quantum effects, and effects of the environment.41, 61   
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However, the energetics of proton hopping is more complex than a static potential energy surface 

or a potential of mean force along the reaction coordinate.  As a matter of fact, the 

thermodynamic motion of the surrounding atoms provides the driving force for proton hopping, 

and both results represent part of the basic physics despite of their quantitative difference. 

The proton hopping frequency fhop is evaluated as the times of hopping per second for each 

unbounded proton by counting the total times of hopping of H1 between O39 and O48, 

tN

N
f

∆
=

p

cross
hop                   (2) 

where Ncross is the total times of hopping observed in a time period of ∆t in a simulation cell 

consisting of Np unbounded acidic protons.  From our CPMD simulation, it is evaluated that the 

proton hopping frequency is about 1.034x1011 s−1 for each unbounded acidic proton at 363.15 K, 

in the same range as the proton hopping rate in hydrogen bonded chains at about ~1011 s−1.62-64  

As the simulation temperature increases, the proton hopping frequency increases.  From figure 

7, which shows the temperature dependence of proton hopping frequency, it can be concluded 

that the proton hopping obeys an Arrhenius activation process.  And the phenomenological 

activation energy for proton hopping is evaluated at 4.39 kcal·mol−1, revealing the ease of 

hopping of an unbounded proton in MI system. 

Bounded protons are not transportable, and ionization is the first step of the proton 

transport.  The proton conductivity is proportion to the product of the proton hopping frequency, 

concentration of unbounded protons, and the rotational movement of the MI molecule.  Since 

the pKa of MI in aqueous solution is 5.57 and overall concentration of solid state MI is at 16.20 

mol·dm–3, a rough approximation for the concentration of unbounded or ionized protons is 

evaluated at 6.6x10–3 mol·dm–3, equivalent to an ionization degree of 4.08x10–4.  It should 

emphasize that this is a very rough approximation since the pKa of MI in aqueous solution is 
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used.  If a hopping efficiency is defined to describe the contribution of rotational movement of 

the MI molecules to macroscopic proton transport, the hopping efficiency is dependent on the 

structure of the solid state MI and thus its morphology.  The energy barrier for proton transport 

evaluated from DFT calculations at theory level of ωB97X-D/6-311+G(2d,p) is about 1.93 

kcal·mol–1, which agrees with the experimentally determined activation energy for proton 

oscillatory shuttling.65  Considering the potential energy surface from DFT calculations only 

represents a rough approximation to the solid state CPMD simulation, this energy barrier is 

consistent with the phenomenological activation energy for proton hopping of the unbounded 

protons at 4.39 kcal·mol−1. 

 

4.  Conclusions 

AIMD simulations are carried out to directly investigate the proton hopping characteristics 

in solid state MI.  The energetics, structural characteristics in terms of radial distribution 

functions, bond stretching vibrational frequency spectra, velocity autocorrelation functions, and 

proton hopping characteristics are evaluated.  Compared with experimental observations, the 

CPMD simulations give reasonable structure and frequency spectra. 

The simulations reveal that the H–O and H···O distances in the O–H···O H-bonding 

fluctuate depending on the overall distance between the two oxygen atoms.  At large O···O 

distance, the potential surface possesses a two-well structure along the proton transport 

coordinate, and the equilibrium position of the proton closes to one of the oxygen atoms at a 

most probability distance of 1.004 Å.  As the two oxygen atoms approaches, the potential 

barrier gradually decreases and the equilibrium position of the proton approaches to the center of 

the two oxygen atoms.  At crossover position, the potential barrier disappears, and the proton 
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hopping occurs between the two oxygen atoms.  The proton hopping frequency between two 

MI molecules is about 1.034x1011 s−1 for each unbounded acidic proton at 363.15 K, and 

increases exponentially with the reciprocal of temperature.  A phenomenological activation 

energy at about 4.39 kcal·mol−1 is evaluated by application of the Arrhenius activation process. 

In conclusion, MI possesses both H-bonding donor and acceptor, and forms complex 

H-bonding network.  The protons can hop easily between MI molecules, and MI can perform 

both as proton transport media and solvation agent.  Therefore, we proposed that MI could be 

used as potential building block for the design of PEMs for HT-PEMFCs. 
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Figure Captions:    

Fig. 1  Initial configuration of the CPMD simulated system, notice that the right side image is 

exactly the same as the left side image but slightly tilted for clarity.  Atoms are color coded with 

grey for C, red for O, blue for N, purple for H, and white for the unbound proton.  The unbound 

proton and two of its closest oxygen atoms are labeled (the labels of the other atoms are 

irrelevant in this context and thus not showed) 

Fig. 2  Energetic evolution in the CPMD simulation, (a) total energy Etot, Kohn-Sham energy 

EKS, and classic energy Eclassic; (b) kinetic energies of ionic cores Kion, and electrons Kel 

Fig. 3  Radial distribution functions for the N−O, N−H, and O−H atomic pairs 

Fig. 4  (a) Bond stretching vibrational spectra of MI evaluated via FFT of the time-dependences 

of interatomic distances from CPMD simulation, (b) experimental FTIR 

Fig. 5  (a) Velocity autocorrelation functions and (b) their corresponding spectra 

Fig. 6  (a) Probability distributions of interatomic distances of O39–O48, H1–O39, and 

H1–O48; (b,c) overall probability distributions of interatomic distances of H1–O39 and H1–O48 

given the interatomic distance of O39–O48, notice that the crossover points of proton hopping 

are indicated by the “X” signs; (d) the potential energy surfaces along the reaction coordinate 

that define the proton exchange between two MI molecules in an isolated system consisting of 

only two MI molecules and an extra proton.  CPMD simulations are carried in NVT ensemble 

at 363.15 K, and DFT calculations are evaluated at theory level of ωB97X-D/6-311+G(2d,p) 

Fig. 7  Arrhenius plot for the proton hopping frequency in solid state MI system 
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Supplementary Information: 

Table S1  Atomic coordinates of the initial configuration (unit: Å) 

Table S2  Energetic fluctuations during the CPMD simulation in NVT ensemble at five 

different temperatures (the corresponding standard deviations are shown in brackets) 
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Fig. 1  Initial configuration of the CPMD simulated system, notice that the right side image is exactly the 
same as the left side image but slightly tilted for clarity.  Atoms are color coded with grey for C, red for O, 
blue for N, purple for H, and white for the unbound proton.  The unbound proton and two of its closest 
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Fig. 2  Energetic evolution in the CPMD simulation, (a) total energy Etot, Kohn-Sham energy EKS, and 
classic energy Eclassic; (b) kinetic energies of ionic cores Kion, and electrons Kel  
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Fig. 2  Energetic evolution in the CPMD simulation, (a) total energy Etot, Kohn-Sham energy EKS, and 
classic energy Eclassic; (b) kinetic energies of ionic cores Kion, and electrons Kel  
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Fig. 3  Radial distribution functions for the N−O, N−H, and O−H atomic pairs  
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Fig. 4  (a) Bond stretching vibrational spectra of MI evaluated via FFT of the time-dependences of 
interatomic distances from CPMD simulation, (b) experimental FTIR  
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Fig. 4  (a) Bond stretching vibrational spectra of MI evaluated via FFT of the time-dependences of 
interatomic distances from CPMD simulation, (b) experimental FTIR  
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Fig. 5  (a) Velocity autocorrelation functions and (b) their corresponding spectra  
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Fig. 5  (a) Velocity autocorrelation functions and (b) their corresponding spectra  
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Fig. 6  (a) Probability distributions of interatomic distances of O39–O48, H1–O39, and H1–O48; (b,c) overall 
probability distributions of interatomic distances of H1–O39 and H1–O48 given the interatomic distance of 

O39–O48, notice that the crossover points of proton hopping are indicated by the “X” signs; (d) the 

potential energy surfaces along the reaction coordinate that define the proton exchange between two MI 
molecules in an isolated system consisting of only two MI molecules and an extra proton.  CPMD simulations 
are carried in NVT ensemble at 363.15 K, and DFT calculations are evaluated at theory level of ωB97X-D/6-

311+G(2d,p).  
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probability distributions of interatomic distances of H1–O39 and H1–O48 given the interatomic distance of 

O39–O48, notice that the crossover points of proton hopping are indicated by the “X” signs; (d) the 

potential energy surfaces along the reaction coordinate that define the proton exchange between two MI 
molecules in an isolated system consisting of only two MI molecules and an extra proton.  CPMD simulations 
are carried in NVT ensemble at 363.15 K, and DFT calculations are evaluated at theory level of ωB97X-D/6-

311+G(2d,p).  
135x91mm (300 x 300 DPI)  

 

 

Page 34 of 36RSC Advances

R
S

C
A

dv
an

ce
s

A
cc

ep
te

d
M

an
us

cr
ip

t



  

 

 

Fig. 6  (a) Probability distributions of interatomic distances of O39–O48, H1–O39, and H1–O48; (b,c) overall 
probability distributions of interatomic distances of H1–O39 and H1–O48 given the interatomic distance of 

O39–O48, notice that the crossover points of proton hopping are indicated by the “X” signs; (d) the 

potential energy surfaces along the reaction coordinate that define the proton exchange between two MI 
molecules in an isolated system consisting of only two MI molecules and an extra proton.  CPMD simulations 
are carried in NVT ensemble at 363.15 K, and DFT calculations are evaluated at theory level of ωB97X-D/6-

311+G(2d,p).  
254x203mm (300 x 300 DPI)  

 

 

Page 35 of 36 RSC Advances

R
S

C
A

dv
an

ce
s

A
cc

ep
te

d
M

an
us

cr
ip

t



  

 

 

Fig. 7  Arrhenius plot for the proton hopping frequency in solid state MI system  
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