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We have studied a wide range of transition metals to find potential carbon nan-

otube (CNT) catalysts for chemical vapor deposition (CVD) production. The adhesion

strengths between a CNT and a metal cluster were calculated with first principle den-

sity functional theory (DFT) for all 1st, 2nd and 3rd row transition metals. We have

developed the criterion that the metal-carbon adhesion strength per bond must fulfill

a Goldilocks principle for catalyzes of CNT growth and used it to identify, besides the

well known catalysts Fe, Co and Ni, a number of other potential catalyst, namely Y,

Zr, Rh, Pd, La, Ce and Pt. Our results are consistent with previous experiments made

either in a carbon arc discharge environment or a CVD-process with regard to CNT

catalyst activity.

Introduction

Carbon nanotubes (CNTs) have properties that make them attractive materials for a range

of applications including strong materials, thermal conduction and electronic devices.1–5

For most information and communications technology (ICT) applications there is a CNT

manufacturing barrier to their usage, since these require selective growth of all metallic or all

semiconducting single-walled carbon nanotubes (SWNTs). The SWNT electronic properties

are governed by their structure (diameter and roll direction of the graphene sheet = chirality),

which is specified by an index (n,m). Traditional attempts to achieve index-controlled growth

of SWNTs are done through the catalytic chemical vapor deposition (CVD) method, where

efforts are made to use an effective catalyst, with a narrow distribution of catalyst particle

size, and carefully optimizing the chemicals and process parameters, which results in select

distributions of SWNTs with only a few different indices.6–8 In addition, these experimental

attempts use different variations of metal catalyst particle compositions in a more or less

trial and error fashion because there are no systematic studies of which metals are suitable

CNT catalysts and why. Recently, index-controlled growth has been achived from both

metal-particle templates,9 and from synthesized organic molecular templates.10
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CNT growth occurs at the interface of the metal particle and the growing tube.11–14

Firstly, CNT growth is nucleated/seeded by formation of hemisphere shaped graphitic frag-

ments on the surface of the metal catalyst particle. When the edge of these carbon domes

match the size of the metal particle, their edges bind in-plane with the surrounding metal

atoms. Thus, the edges of the graphitic structures have M-C chemical bonds, while the inte-

rior is bound to the metal through physisorption similar to graphene on metal surfaces.15,16

Addition of carbon atoms at the edges of the forming capped nanotube fragment will put

strain on and eventually break the physisorption between the metal and the interior sp2

carbon atoms, and the final phase of continued tube growth follows. For a metal to be

catalytically active it must form particles that are able to fulfill three key parameters: (i)

decompose the carbon feed-stock gas, (ii) form graphitic caps at their surface and (iii) main-

tain the CNT hollow structure by stabilizing the growing end.17,18 Criterion (iii) follows a

Goldilocks principle where the metal-carbon bonds should be strong enough to make dissoci-

ation of the catalytic metal particle and the CNT unfavorable (fulfilled by Fe, Co and Ni),17

but not too strong favoring the formation of metal carbides (which happens for Mo and W).

Too weak metal-carbon bonds cannot stabilize the hollow structure (that is the case for Cu,

Au and Pd).17 This Goldilocks principle has been proven by tuning the metal-carbon bond

strength by alloying weakly bonding metals (Cu or Pd) with strongly bonding metals (Mo

or W)19,20 to achieve CNT growth with mixtures of metals that do not individually act as

catalysts. Which also shows that criterion (iii) expressed through the strength of the metal-

carbon bonds is one of the key parameters for CNT growth. Furthermore, alloying have an

interest of its own in that it could give a possibility to tune the cluster properties in such a

way as to control the quality of the product, as recently shown using WCo by Yang et al.9

All three criteria (i) - (iii) are related to M-C bond strengths, e.g. the temperature for feed-

stock gas decomposition is different for the different metals, which may or may not be related

to how well a particular metal catalyzes CNT growth, however, criterion (i) is a necessary

requirement. Some metals, like Cu, have the ability to catalyze graphene growth and under
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certain conditions graphitic caps form on its surface (criterion (ii) fulfilled) but this leads to

the production of so called ’giant fullerenes’ rather than CNTs.21,22 In addition, both Cu and

Pd can be used as catalysts for growth of carbon nanofibres,23,24 i.e. they fulfill criteria (i)

and (ii) but not (iii). Studying criterion (iii) separate from criterion (ii) also relates directly

to CNT growth protocols where the formation of graphitic caps is circumvented by seeding

the growth with cut segments of pre-produced CNTs or even synthesized rings.25–29 And by

seeding using organic molecular templates, as shown by Sanchez-Valencia et al.10 Some work

has been done to study these three criteria using different atomistic simulations:

Criterion (i) has been studied for Ni by ab initio electronic structure theory computations

of the transition state energies for the decomposition of typical feed-stock molecules on

various Ni-surface,30 which could be done for a range of metals; criterion (ii) has been studied

for Ni at reaction temperatures using tight-binding based Monte Carlo (MC)31–33 and using

density functional tight-binding (DFTB) based molecular dynamics (MD) simulations for

Ni and Fe,34–36 which also could be done for a range of metals. Criteria (i) and (ii) share

common traits with the growth of fibers that also require freeing up of building material

on the catalytic metal surface and is dependent on the strength of the binding of carbon

in the metal carbide. These have been related to the catalytic ability of a set of metals for

CNT growth through the heterogeneous catalysis model in the seminal work of Robertson.37

But criterion (iii) is specific to tube growth, which due to their hollow structure results

in an unstable growing end that has to be stabilized through a metal that has the M-

C bond strength in the Goldilocks zone (in addition to building material decomposition,

surface diffusion, and product precipitation). In this study we are concerned with criterion

(iii), which we explore through first principles DFT calculations of the metal-CNT (M-C)

adhesion energy for a range of metals, using pure metal particles and perfect CNTs. With

this approach we are able to isolate criterion (iii) and to study it without the influence of

defects, contaminants, temperature, pressure, etc. Which we compare with criterion (ii)

through bulk cohesive energies calculated from experimental data. Our M-C bond strength
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could be used as a basis for new parameters for large scale MD and MC simulations of CNT

growth on a range of metals to study criteria (ii) and (iii) using dynamics. The behavior

of many metals as CNT catalysts is largely unknown. We have studied the metal-carbon

bond strength for the 1st, 2nd and 3rd row transition metals in order to find out if there are

other metals that have similar values as the traditional CNT catalysts Fe, Co and Ni, and

to provide information on how different metals can be alloyed to function as CNT catalysts.

Computational Method

All the first principle DFT calculations were performed with the Vienna ab initio Simu-

lation Package38 using the generalized gradient approximation (GGA) with the Perdew-

Burke-Ernzerhof (PBE) exchange-correlation functional39 and the projector augmented-wave

method (PAW).40 The carbon nanotube/metal cluster complexes (CNT/metal-complexes),

cluster and tube segments were all modeled in a box of (15×15×20) Å for the small system

and for the large system (20 × 25 × 20) in order to avoid as much as possible unphysical

interactions between the CNT/metal-complexes in each supercell. For the k-point mesh a

γ-centred (1 × 1 × 1) was used. All calculations were performed spin polarized with no

symmetry constraints and the energy cutoff was set to 500 eV. The Gaussian smearing was

tuned so the difference between the free energy and the total energy is less than 1 meV

per atom. The energy convergence was set to 1 · 10−5 eV. We have optimized the complex

and metal cluster taking precautions to keep the symmetric structure shown in FIG. 1, 2 as

much as possible for all clusters so that the shape of the free clusters are as similar in shape

as possible to that in the CNT/metal-complexes. To be able to make a just comparison of

bond strength between systems of the same size we have chosen the same symmetry for all

clusters so the metal-carbon coordination are the same.41 Our small model system consists

of a (5,0)-tube and a thirteen atom large metal cluster, and our large system constitute a

(10,0)-tube and a cluster of fifty-five atoms. Three separate relaxations where done to ob-
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tain the total energies, the CNT/metal-complex, the cluster and the nanotube. From these

energies the metal-carbon adhesion energies per bond where calculated as a measure of M-C

bond strength (Eq. 1).

EM−C bond = (ECNT−cluster − (Ecluster + ECNT ))/n (1)

Where n is the amount of M-C bonds. In our case n=5 or 10 for the (5,0) and (10,0)-tube,

respectively. Three rows of transition metals have been examined to look for suitable CNT-

catalyst candidates. Similar results have been obtained in calculations with TURBOMOLE42

using triple-ζ (TZVP) atom-centered Gaussian basis sets in conjunction with relativistic

effective core potentials (ECPs) for the metal atoms and the PBE functional (see FIG. 1 and

2), for which we have used the C5v symmetry.

Results and discussion

We have studied a three unit cell long (5,0) and (10,0) SWNT segments. On one end the dan-

gling bonds are hydrogen terminated to simulate a capped end and the other end is attached

to the M13 and M55 metal cluster, respectively (see FIG. 1 and 2). There are considerable

differences in the bond strength of armchair and zigzag SWNT and graphene edges,17,18,43–46

which originate from fragment stabilization in the form of triple bond formation on armchair

edges.47,48 This has been shown to be a collective effect that occurs when several neighbor-

ing bonds are broken, however, the individual M-C bonds are of equal strength even for the

two extremes armchair and zigzag ends.47,48 We have thus opted to calculate the M-C bond

strengths for the zigzag tube (10,0) and (5,0) that does not undergo triple-bond fragment
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cluster have been found to result in nanotube growth.56 Zr and La did not act as catalysts

may be because the catalytic process is thwarted by the reported chlorine contamination. In

support of this hypothesis is that they have used lanthanum chloride (LaCl3) and zirconium

chloride (ZrCl) with no success, while Saito et al. found La in the form of La2O3 to be highly

active for SWNT growth in an carbon arc discharge environment,52 and Wu et al. found Zr

in the form of a Zr plate to produce DWCNT and triple walled nanotubes in CVD.57

Other metals that are close in energy to the catalytic window are Sc (-2.86/-2.99 eV),

Cr (-3.24/-3.25 eV), Mn (2.86/-3.05 eV), Ru (-3.02/-2.98 eV), Rh (-2.74/-2.72 eV), Ir (-

2.96/-3.07 eV) and Pt (-2.58/-2.75 eV). Saito et al. have tested the platinum-group metals

(Ru, Rh, Pd, Os, Ir, Pt) in an arc discharge environment.58 Only Rh, Pd and Pt showed

catalytic activity for SWNT growth. Recently Pt has been used to successfully grow SWNTs

in CVD.10,59–61 It seems from analyzing our calculations in the light of the above experimental

data that Rh constitutes the lower end of bonding strength since both Sc and Ru that bind a

little bit stronger do not promote CNT growth.52 We judge from our calculations that Pd is

the upper end of bond strength for CNT catalytic activity, since Saito et al. have found Pd to

be active in SWNT growth. But the length of the tubes grown from Pd particles was shorter

(30-50 nm) compared to Rh (10 - >200 nm) and Pt (10 - 100 nm). This difference in length

follows the calculated bond strength trend with regard to catalyst suitability, and can be

explained by slower tube growth when the bond strength is weak. Other work reports that

Pd grows carbon nanowires, not nanotubes, through CVD,20 and previous computational

work has shown Pd to be a borderline case for CNT catalytic activity.17 Another study

by Saito and Nishikubo shows that CNT growth on Pd nanoparticles in an arc discharge

environment is highly dependent on the pressure, high He pressure (600 torr) produced CNTs

in abundance (approximately 40 nm long), but at low pressure (100 torr) they were more

scarce. Instead they report finding more naked Pd particles (neither CNT nor graphitic

layers on their surfaces) and graphite wrapped Pd particles.62 It seems for Pd to act as a

CNT catalyst it needs ’help’ to get the carbon to stay on the particle surface, either high
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pressure or a dopant like Mo.20 We speculate that maybe Cu could act as a CNT catalyst if

the ambient pressure is as high or possibly even higher than in the case of Pd, since Cu also,

like Pd, can be made catalytic when alloyed with Mo or W.19 As mentioned above, Sc did

not have any catalytic activity for tube growth. In an earlier paper Saito et al. tested a series

of rare-earth elements (Sc, Y, La, Ce, Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, Yb and

Lu) in a carbon arc discharge environment and only Y, La and Ce showed high activity for

SWNT growth.52 Some elements, Gd, Tb, Ho, Er and Lu, had an intermediate activity and

two, Pr and Nd low activity. The rest did not show any activity at all. Our results of how

a metal particle enables CNT growth by stabilizing the growing end according to criterion

(iii) can be compared to criterion (ii) through the combination of the experimental cohesive

energies of metals and carbides studied in the work of Guillermet et al.63–65 (see FIG. 3), for

the carbide forming metals (no value could be got for e.g. Cu that actually fulfills criterion

(ii)). Comparing these two measures shows that there are similarities but that only a subset

of the metals that fulfill criterion (ii) also fulfill criterion (iii), which cements the importance

of studying criteria (ii) and (iii) independently, and the separation of bulk properties from

properties arising from clusters.

We also include Mg, Al, and Si in our calculations as they are commonly used as substrates

in the form of oxides. Future projects could be to calculate the elements not covered in this

study and in addition, metal oxides such as TiO2, Al2O3, ZrO2 and SiO2 that have been

reported to be active CNT catalysts,66–69 to see if they follow the bond strength trend, and

to compute the metals in this study as carbides and/or with carbon-covered surface to see

if the bond strengths are altered. However, as Robertson37 point out when establishing the

heterogeneous catalyst model of CNT growth, our arguments of bond strength will probably

not differ between the pure metal and the carbide, since the nanoparticle surface will always

be partly metal and partly carbide when CNT growth occurs. As mentioned above one can

mix two metals one with weak and one with strong bond strength to produce nanoparticles

that are in the ’Goldilocks zone’.19,20 Here a plethora of possibilities opens up if one considers
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any of the metals above the ’Goldilocks zone’ combined with any metal under the zone. E.g.

one could combine Ag with Ta and judging from the distances from the zone the mix ratio

should be expected to be somewhere around 1:1.5. And more examples are Cu and Nb in a

ratio around 1:2 to 1:3, or Au and Os in a ratio 1:1, or Al and Sc in a ratio 1:5 to 1:6. In

addition, we speculate that metal catalysts with similar metal-carbon bond strength to the

traditional catalyst Fe, Co and Ni, but with a different atomic size/lattice constant could

promote growth of SWNTs with a specific index. E.g. if the M-M distance is significantly

longer it could favor growth of zigzag tubes, since these have the longest length between M-C

bonds at the interface to the catalyst. In analogy, metals with very short M-M distances

could favor armchair tubes.

Conclusion

A wide range of transition metals have been studied with respect to the carbon-metal ad-

hesion energy per bond using first principle DFT, a number of metals (Y, Zr, Rh, Pd, La,

Ce, Pt) are found to have potential catalytic properties for CNT growth apart from the

traditional catalysts Fe, Co and Ni. Comparison with experiments in the arc discharge en-

vironment have shown that these metals indeed show CNT catalytic activity. We have used

these findings to establish the optimal M-C bond strength for CNT growth, which forms a

’Goldilocks zone’. In this zone the M-C bonds are strong enough to stabilize the CNT hollow

structure but not too strong favoring the formation of stable carbides. It will be interesting

to see how these metals function in a CVD environment, since this is only known for some

of them, when other parameters come into play such as substrate choice, impurities, tem-

perature and pressure. For example, these non-traditional catalysts could help in the quest

for CVD growth of CNTs at lower temperature and lower pressure. We hope our findings

will inspire further research in testing new metals for CVD growth of CNTs, and also ideas

about new metal mixtures.
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