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can straightforwardly be calculated from the canonical partition
function,

µx = –kBT
∂ ln Qx

∂Nx
= kBT ln(ρxΛ

3
x/qx). (6)

At equilibrium, µA + µB = µAB, which we can solve as

ρAB

ρAρB

=
qABΛ

3
AΛ

3
B

qAqBΛ
3
AB

. (7)

We assume that the internal state of the monomeric units
that bind is not affected by binding. We express this by setting
the internal partition functions of the two monomers equal to
unity, qA = qB = 1.23 Moreover, because the AB molecule is
described classically as a dimer of the A and B particles, the de
Broglie thermal wavelengths cancel out, since the momenta of
the two monomeric units in the dimer are uncoupled. The rota-
tional partition function of the dimer is thus subsumed into the
translational degrees of freedom of the constituting monomers,
given that we integrate over the potential energy over all possi-
ble states; we include this contribution in the internal partition
function qAB, which will therefore have dimensions of volume.
We show in Appendix A that it is given by

qAB =
π

3

(

λ3 – 1
)

σ3(cos θc – 1)2eβε . (8)

The equilibrium condition given by Eqn (7) can thus be written
as

ρAB

ρAρB
=
π

3

(

λ3 – 1
)

σ3(cos θc – 1)2eβε . (9)

Comparing this equation with Eqn (4) allows us to write

π

3

(

λ3 – 1
)

σ3(cos θc – 1)2eβε ρ–◦ = exp(–β∆G–◦). (10)

Using typical dimensions of a DNA brick,4 σ3
≈ 2.5 nm ×

2.5 nm × 2.7 nm, gives ρ–◦σ3
≈ 10.1, leaving only the param-

eters λ, θc and ε unaccounted for.
Ideally, we might wish to choose ε = –∆G–◦. However, at a

reasonable bonding distance of λσ = 21/3σ = 1.26σ, Eqn (10)
would lead to a patch width of θc = 46◦. This is a very wide
patch width, which would allow more than one simultaneous
patch-patch interaction for any given patch, and thus lead to
rather ill-defined structures. Instead, rather than fix ε and λ, we
can set λ and θc to reasonable values, for example θc = 20◦ and
λ = 1.5.24 We then find that ε = –∆G + 2.387 kBT. In other
words, the energy of interaction now accounts for the fact that
some entropy is being lost by constraining the bond angle.

The approach we have followed allows us to parameterise
an off-lattice potential in a way that captures much of the fun-
damental physics of the system of interest without introducing
a significant bias beyond that of the choice of the form of the
potential. However, it ought to be borne in mind that the param-
eters are not uniquely determined by this mapping. In particular,
λ, ε and θc are interdependent. An unreasonably large choice
of λ or θc can mean that the assumptions we have made in the
derivation can be inappropriate: for example, if more than one
particle can bond to a single patch, the dimer assumption is
clearly broken. By contrast, a very small patch width or cut-
off radius can lead to exceedingly slow dynamics, and so the
equilibrium situation may never be reached in simulations. The
parameters must therefore be chosen with some consideration

given to the practicalities of the required simulations.

3 Results

To verify that the model introduced above and parameterised to
correspond roughly to experimentally-derived data represents
a reasonable approach to simulating DNA brick self-assembly,
we perform canonical Metropolis Monte Carlo25 simulations
with ‘virtual moves’26 accounting for the motion of clusters. Fol-
lowing the approach we have used with lattice simulations,12

we have used umbrella sampling with adaptive weights,27 with
umbrella sampling steps performed every 200 000 Monte Carlo
steps,28 in order to determine the free-energy barrier as a func-
tion of the size of the crystalline cluster in the system. Each
particle type in the system has four patches arranged in a tetra-
hedral manner; each patch is assigned a random DNA sequence,
but such that patches that point at each other in the target
structure have complementary sequences. In every simulation
reported here, a single instance of each particle type was placed
in the simulation box, so that at most a single copy of the target
structure can assemble.

The behaviour we observe is analogous to that seen in lattice
simulations, and this in turn has been shown to correspond re-
markably well to experimental results.12,15 For example, we are
able to self-assemble a range of relatively complex target struc-
tures in brute-force simulations, as shown in Fig. 2. The underly-
ing behaviour we have proposed for this process in our previous
work12–16 is still predominantly unchanged: self-assembly in
such systems is possible over a limited range of temperatures
because of a free-energy barrier to nucleation that prevents im-
mediate aggregation and monomer depletion. The structures
shown in Fig. 2 correspond to some of the largest structures that
spontaneously self-assemble in brute-force simulations; while
the majority of the target structure can be seen to have formed
in each case, the structures are incomplete: as discussed above,
the full target structure can be assembled by lowering the tem-
perature after the nucleation process has taken place.

It is noteworthy that for a relatively short-ranged potential
such as the one studied here, previous work suggests that the
open diamond-like structure is only stable at low pressures and
temperatures.29 At the temperatures and densities we consid-
ered, the work of Romano et al.30,31 suggests that for tetrahe-
dral patchy particles with identical interactions, at equilibrium
the mixture phase-separates into a gas and a diamond cubic crys-
tal. In brute-force simulations of patchy particles where every
particle is identical and all bonds equally strong, we find that the
resulting phase is typically a vapour in equilibrium with a dense
fluid, perhaps indicating that the nucleation barrier to forming
a diamond-like phase is significant, as expected for patch widths
as large as the one we are considering.32,33 It appears that the
fact that each particle is distinct and can only bond strongly with
very specific other particles in the system plays a crucial role
in enabling us to form tetrahedral structures even in conditions
where single-component patchy particles cannot successfully
self-assemble.

In addition to brute-force simulations, we have calculated
free-energy barriers for small target structures (Fig. 3) in a
range of conditions (Fig. 4). It is convenient in the first instance
to compute the free-energy barrier for a system in which only
the designed interactions are switched on, and they all have the
same bonding energy. A free-energy profile for such a system
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(a) (b) (c) (d)

Fig. 2 Snapshots from brute-force simulations of several structures self-assembled in brute-force Monte Carlo simulations using the off-lattice
potential described in the text. A schematic of the designed target structure is also shown for each of the structures. (a) A simple cube. 396 particles
in the target structure. T = 310 K, ρσ3 = 1.48 × 10–6. (b) A cylinder on a slab. 489 particles in the target structure. T = 310 K, ρσ3 = 1.64 × 10–6.
(c) A central cavity structure. 806 particles in the target structure. T = 314 K, ρσ3 = 1.64 × 10–6. (d) An H-shaped structure. 696 particles in the
target structure. T = 313 K, ρσ3 = 1.64 × 10–6.

is shown in Fig. 4(a). The behaviour observed is very similar
to that seen in lattice simulations, and the basic features are es-
sentially identical to those observed in lattice simulations12 and
in theoretical work:14,15 the free energy initially increases with
the cluster size, as the enthalpic gain of a single bond is insuffi-
cient to compensate for the entropic loss of binding a monomer
from the vapour phase to the growing cluster. However, the
completion of every ‘cycle’, i.e. a closed loop of particles that
are bonded to one another, is a process in which two bonds are
formed simultaneously, and this process is thermodynamically
favoured. This gives the free-energy barrier as a function of clus-
ter size a distinctive jaggedness, as the free energy decreases
upon the formation of individual ‘cycles’ in the largest cluster.

Although this behaviour is expected, the picture changes as
interactions between patches that are not bonded in the target
structure are switched on. We have investigated this behaviour
further by studying a range of systems with pre-determined

(a) (b)

Fig. 3 Two target structures considered in umbrella sampling
simulations. The structure in (a) comprises 26 particles with 32
designed bonds, whilst that in (b) comprises 56 particles with 79
designed bonds. For simplicity, each patch is colour-coded, and by
design, red patches bond with yellow ones and blue patches bond with
green ones; however, each particle and each patch in the structures are
in fact unique. Patches that are bonded in the target structure are
shown with a brown ‘bond’. The outermost patches, shown in paler
colours, are passivated by being assigned a poly-T sequence.

interaction strengths both for the ‘designed’ and the ‘inciden-
tal’ interactions (i.e. interactions that are present in the target
structure and all other possible patch-patch interactions, re-
spectively), whereby all designed patch-patch interactions con-
tribute an energy of εdesigned/kB = 4000 K and the incidental
patch-patch interactions contribute an energy that ranges from
εincidental/kB = 200 K to 1800 K (where ε is defined in Eqn (2)),
but in any one simulation all the designed and all the incidental
interactions have the same strength.34 Free-energy profiles for
a selection of these systems are shown in Fig. 4(b). Clearly, the
more significant the incidental interactions are, the smoother
the free-energy profile becomes. The greater number of possible
clusters in off-lattice simulations, including in particular cycles
comprising fewer than six monomers, can stabilise the incom-
plete structures near the top of the free-energy profile in ways
that are not possible in on-lattice simulations. Moreover, whilst
both the vapour phase and the growing nucleus are stabilised
by such incidental interactions, the growing nucleus is stabilised
more, reducing the overall height of the nucleation free-energy
barrier.35

The free-energy behaviour of systems that can interact via
incidental bonds is interesting because it demonstrates that the
finer features of the free-energy profile can be lost when study-
ing more realistic systems than the lattice potential we have
previously used as a model for DNA brick self-assembly. Further-
more, because the free-energy barrier to nucleation is smaller
for off-lattice systems including incidental interactions than it is
for on-lattice analogues, the temperature window in which the
nucleation barrier is surmountable but incidental interactions
are still sufficiently weak for self-assembly to occur is likely to
be even smaller than previously estimated. However, the key
features of the non-classical nucleation behaviour we have iden-
tified previously remain: because the target structure is fully
addressable, there is only one possible target structure (even if
it may now have more practical realisations because the parti-
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Fig. 4 The nucleation free energy ∆A of the system relative to the
vapour of monomers for a very small target structure of 26 particles
[Fig. 3(a)]. In (a), only designed interactions are included in the
energy calculation. T = 318 K, εdesigned/kB = 4000 K (or equivalently
εdesigned/kBT = 12.58). In (b), all designed interactions have a
uniform energy of εdesigned/kB = 4000 K (or equivalently
εdesigned/kBT = 12.31), while the incidental interaction strength varies
as labelled (in units of kBT, εinc/kBT is 0.62, 3.69 and 5.54).
T = 325 K. Alternating line styles are used for the individual umbrella
sampling windows and the initial brute force simulation. In (c), three
free-energy profiles corresponding to the full interaction potential, with
ε computed from the SantaLucia model depending on the DNA
sequence of each patch, are shown: (i) corresponding to a 26-particle
target structure [Fig. 3(a)], and (ii) corresponding to a 56-particle
target structure [Fig. 3(b)]. The label ‘D’ means that only designed
interactions were taken into account, whilst ‘F’ indicates that all
interactions, designed and undesigned, were taken into account. (i)
T = 308 K, (ii) T = 316 K. ρσ3 = 1.48 × 10–6.

cles are no longer fixed to lattice sites), whereas there are many
possible ways in which to assemble partially formed structures.
This means that, in conditions where a free-energy barrier exists
to prevent instantaneous nucleation, the target structure is not
stable. In order to form the full target structure – which one
can envisage is of crucial importance in experiment, where only

the fully formed target structure may exhibit the functionality
we desire –, it is still crucial that a self-assembly protocol be
adopted, with the temperature gradually being reduced as the
self-assembly proceeds.15

Free-energy barriers for target structures simulated using the
full potential described above, with interactions between any
two patches, whether ‘designed’ or ‘incidental’, calculated us-
ing the longest complementary set of their associated DNA se-
quences, are shown in Fig. 4(c). Three free-energy profiles
are plotted: the curves labelled (i)F and (i)D correspond to
the same choice of DNA sequences, but differ in that the curve
labelled D was computed in simulations where only designed
interactions were taken into consideration, whilst the curve la-
belled F corresponds to the full interaction potential, including
all incidental interactions. However, the incidental interactions
calculated using the DNA sequences associated with each patch
are quite weak, and including such weak incidental interac-
tions only slightly stabilises high free-energy structures and thus
somewhat reduces the free-energy barrier to nucleation. Finally,
the free-energy curve labelled (ii)F in Fig. 4(c) corresponds to
a system with a larger target structure. As the target structure
size increases, the free-energy barrier to nucleation becomes
noticeably smoother, since there are simply many more possible
clusters that can form with the same number of building blocks.

The free-energy profiles shown here are not radically different
from those we have previously reported for lattice simulations.
While the free energy as a function of the largest cluster size is
somewhat more difficult to interpret in such off-lattice simula-
tions, it remains the case that the self-assembly is controlled by
nucleation, and brute-force simulations confirm that it is still
possible to find conditions under which the free-energy barrier
to nucleation is sufficiently small that nucleation can occur spon-
taneously, but large enough to be rate-limiting, as appears to be
necessary for successful self-assembly.

4 Conclusion

In this work, we have introduced a very simple approach to
obtaining a relatively sound parameterisation of a simple off-
lattice coarse-grained potential of DNA bricks. In particular, we
have shown how a Kern–Frenkel-type potential can be fitted
to the hybridisation free energy of two single-stranded DNA
molecules that is known from experiment, which allows us to
parameterise the potential with comparatively little effort. We
have verified that an off-lattice model parameterised in this
way gives a reasonable description of the self-assembly of DNA
bricks.

The behaviour of DNA bricks that we previously studied us-
ing a lattice-based approach both in simulations and using a
theoretical approach does not change significantly when simu-
lated using this more realistic off-lattice potential, which helps
to support the claim we have previously made that the majority
of the underlying physics of self-assembly is captured by the
simple patchy model we have previously studied. However, the
different dependence on incidental interactions present in the
system demonstrates that, not unexpectedly, the off-lattice po-
tential self-assembly is somewhat less robust than its on-lattice
analogue. Moreover, comparing the lattice and off-lattice ap-
proaches provides us with significant insight into the types of
interaction that truly are fundamental and which can safely be
coarse-grained away.
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