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Abstract

Coherent interactions are prevalent in photodriven processes, ranging from photosynthetic energy 

transfer to superexchange-mediated electron transfer, resulting in numerous studies aimed towards 

identifying and understanding these interactions. A key motivator of this interest is the non-

statistical scaling laws that result from coherently traversing multiple pathways due to quantum 

interference. To that end, we employed ultrafast transient absorption spectroscopy to measure 

electron transfer in two donor-acceptor molecular systems comprising a p-(9-anthryl)-N,N-

dimethylaniline chromophore/electron donor and either one or two equivalent naphthalene-

1,8:4,5-bis(dicarboximide) electron acceptors at both ambient and cryogenic temperatures. The 

two-acceptor compound shows a statistical factor of 2.1  0.2 rate enhancement at room 

temperature and a non-statistical factor of 2.6  0.2 rate enhancement at cryogenic temperatures, 

suggesting correlated interactions between the two acceptors with the donor and with the bath 

modes. Comparing the charge recombination rates indicates that the electron is delocalized over 

both acceptors at low temperature but localized on a single acceptor at room temperature. These 

results highlight the importance of shielding the system from bath fluctuations to preserve and 

ultimately exploit the coherent interactions. 
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1. Introduction

Extensive work during the past several decades suggests that quantum coherence may play a 

functional role in various natural and artificial processes,1 including energy transfer (EnT),2-6 

singlet exciton fission (SF),7,8 and electron transfer (ET) reactions.9-16 Much of this evidence 

manifests as damped oscillations superimposed on population dynamics, or extracted from spectral 

lineshape analysis, that result from coherent nuclear motion along the Franck-Condon active 

modes following excitation by a sufficiently short laser pulse.17 These vibrational wavepackets 

have lifetimes of 100s of femtoseconds, even in dynamic or disordered environments,6,7,11,18-23 

which can be similar to the timescales of fast excited-state reactions. In some cases, these 

wavepackets have even been observed to survive reactions, e.g. in SF and ET.7,11,13,21-23 The 

timescales for damping of the oscillations, i.e. dephasing of the wavepackets, indicate that the 

relevant chromophores are not vibrationally relaxing before the reaction, therefore implicating 

coherence as being functionally relevant to the excited-state reaction.

While the coherences observed in EnT in photosynthetic light harvesting (PS) are believed to 

be primarily vibrational or vibronic in nature,5,16,24,25 electronic coherence, in the context of donor-

acceptor (DA) electronic coupling, plays a key role in ET reactions occurring via superexchange 

interactions in donor-bridge-acceptor (DBA) supramolecular architectures and manifests in a 

variety of ways. Increasing the bridge length has been shown to induce a transition from the 

coherent superexchange to incoherent hopping mechanism which results from the distance 

dependences of the bridge state-mediated ET coupling.26-30 ET rates across norbornyl bridges were 

shown to be attenuated due to symmetry constraints, i.e. destructive interference, between the 

electron donor and acceptor orbitals.31-34 Theoretical and experimental investigations of 

conductance35,36 and ET rates37-39 through conjugated and cross-conjugated bridges demonstrate 
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marked decreases in coupling element magnitudes for the cross-conjugated systems resulting from 

destructive interference. More generally, quantum interference between multiple equivalent 

pathways results in rates that may scale non-statistically with the number of available pathways 

where constructive and destructive interference lead to ET rate enhancement and suppression, 

respectively.40-49 One of the key results of these studies has been determining the role of dephasing, 

usually resulting from fluctuations in the donor, acceptor, or bridge site energies, with small 

fluctuations or weak system-bath coupling allowing for longer correlations between bridge sites 

and therefore preservation of interference effects.

The coherent effects arising from quantum interference between multiple equivalent pathways 

is particularly interesting for potential molecular electronics applications and since Nature has 

selected such a topology for the photosynthetic reaction centers (RCs). It is unlikely that the excited 

electron propagates coherently down both pathways in the RCs since (i) the two pathways are not 

strongly interacting and (ii) the electron is observed to populate the intermediate chlorophyll and 

phylloquinone acceptors. However, experimental observations of long-lived vibrational 

wavepacket dynamics in PS18,20,50,51 indicate that the protein matrix may work to alleviate sources 

of dephasing, which may also apply to site fluctuations in the RCs, and theoretical modeling 

suggests that quantum interference effects are possible.44 In artificial systems, interest is driven 

primarily by the potential to enhance or control ET dynamics through use of supramolecular 

systems with multi-path topologies. Beratan and co-workers have described molecules and 

experiments where vibrational excitation provides a handle to turn quantum interference on or 

off,48 while Rubtsov et al. and Weinstein et al. have used such experiments for related 

problems.52,53 Demonstrating rate enhancement due to constructive interference experimentally is 

necessary to better understand when it can be utilized to enhance function. However, it is 
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particularly challenging because the most straightforward method relies upon a comparison 

between two separate molecular systems, where structural differences can lead to larger 

enhancements than that from constructive interference.54 Several groups, however, have 

demonstrated strong experimental evidence for constructive interference by measuring 

conductance via STM-break junction experiments55 and the exchange coupling between two spin 

centers via electron paramagnetic resonance spectroscopy,56 with the latter example operating over 

an impressive 3.9 nm. While these elegant experiments clearly demonstrate constructive 

interference, neither observes ET dynamics using time-resolved techniques. Though synthesis of 

full DBA systems featuring one or two equivalent pathways has yet to be realized, here we report 

on ultrafast charge separation (CS) and nanosecond charge recombination (CR) in two DA 

molecules containing either one or two equivalent acceptors. The DA architecture studied here 

also lends itself to closure into a full two-path system. Though the pair of acceptors is found to be 

highly susceptible to dephasing, the system still demonstrates coherent interactions suggesting it 

could be used for future studies on ET in closed two-pathway DBA architectures.

2. Experimental

2.1 Synthesis

The full synthetic routes as well as characterization of the intermediates and final products 

are provided in detail in the supporting information section 2 (SI-2). 

2.2 Electrochemistry

Differential pulse voltammetry (DPV) experiments were conducted in argon-purged room 

temperature solutions in dichloromethane (DCM) using a CH Instruments, Inc. model 660 

electrochemical workstation interfaced to a computer. The DPV experiments were performed 

using Pt as the working and counter electrodes, Ag/AgCl as the reference electrode, and ferrocene 

Page 5 of 36 Faraday Discussions



6

as an internal standard. The concentration of the supporting electrolyte, tetrabutylammonium 

hexafluorophosphate (TBAPF6) was 0.1 M.

2.3 Optical spectroscopy

Steady-state UV-visible absorption spectra were collected using a Shimadzu UV-1800 

spectrophotometer for 1NDI and 2NDI prepared as room temperature solutions (less than 1 mM) 

in 1,4-dioxane with optical densities less than 1.0 in quartz cuvettes with a 1 mm path length. 

Transient absorption (TA) spectroscopy experiments were performed using a 1 kHz 

regeneratively-amplified Ti:sapphire laser system (Tsunami oscillator / Spitfire Pro amplifier, 

Spectra-Physics Inc.) described previously.57 Briefly, half of the about 80 fs 1 mJ/pulse 

fundamental was used to seed a commercial non-collinear optical parametric amplifier (TOPAS-

White, Light Conversion, LLC) to generate the pump pulse centered at 435 nm, less than 50 fs 

(Figure S1-3). The pump pulse was directed through an external prism compressor (LaK21 glass) 

with a 154 mm separation to pre-compensate for second-order dispersion accumulated in 

transmissive optics and the sample cells. The polarization of the pump pulse was set to magic angle 

(54.7) with respect to the probe pulse and attenuated to 300-500 nJ/pulse at the sample. About 

5% of the remaining fundamental was directed along a delay stage before about 2 J/pulse were 

focused into a translated CaF2 crystal (uncoated, 2 mm, <001> cut, Newlight Photonics Inc) to 

generate the probe pulse. The probe pulse was split so that one portion interacted with the sample 

and the other provided a reference pulse. The signal and reference probe pulses were coupled into 

optical fibers and detected using a customized Helios spectrometer and Helios software (Ultrafast 

Systems, LLC).

TA experiments were performed at room temperature (295 K) and at cryogenic temperatures 

(90 and 5.5 K). The room temperature samples were prepared as solutions (less than 1 mM) in 1,4-
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dioxane in 1 mm quartz cuvettes and were stirred to avoid the effects of local heating and sample 

degradation. The cryogenic temperature samples were prepared as solutions in 2-

methyltetrahydrofuran (Me-THF) in a glove box under nitrogen atmosphere (to exclude oxygen) 

and sealed between two quartz windows with an about 0.75 mm PTFE o-ring spacer. The sample 

holder was mounted between two copper plates in an STVP-100 cryostat (Janis Research 

Company, LLC) and the temperature was controlled with a Cryo-Con 32B temperature controller 

(Cryogenic Control Systems, Inc). The pump pulse was focused to a diameter of about 500 m 

and the cryostat was translated normal to the probe pulse after each scan of the delay stage to 

minimize the effects of local heating and sample degradation and to average over inhomogeneities 

in the frozen solution. The instrument response duration of these experiments, IRF, defined as the 

full-width at half-maximum of the Gaussian instrument response function (IRF), reached a 

minimum of about 90 fs at probe frequencies near that of the pump and increased significantly at 

probe frequencies further from the pump. Measurements were performed for each sample on three 

separate days with new samples prepared each day.

2.4 Density functional theory computation

Density functional theory (DFT) calculations were performed at the level of ωB97X-D/6-31G* 

in vacuo using Q-Chem 5.1 to obtain optimized geometries for the neutral, singly reduced, and 

singly oxidized 1NDI and 2NDI (see SI-5).58 The solubilizing octyl chains bonded to the NDI 

imide nitrogen were replaced with a methylene (-CH3) group to simplify the calculation. Normal 

mode analyses were completed using the optimized structures at the same level of theory to 

confirm that no or only one imaginary frequencies were found (Table S1). We then calculated the 

single-point energies of the singly oxidized and singly reduced 1NDI and 2NDI using the 
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optimized neutral geometries to determine the internal reorganization energy for each sample (vide 

infra). 

3. Results and Discussion

3.1 Synthesis

The two DA complexes reported here employ a p-(9-anthryl)-N,N-dimethylaniline moiety 

(DMA-An) as the chromophore and initial electron donor state. We employ naphthalene-1,8:4,5-

bis(dicarboximide) (NDI) as the electron acceptor bonding either one NDI through the imide 

nitrogen to the 4-position of the anthracene (An) moiety in DMA-An or two NDIs to the 4- and 

5-positions of the An moiety yielding 1NDI and 2NDI, respectively (Figure 1A).

   
Figure 1. (A) Molecular structures for the compounds in these studies and (B) normalized 
steady-state absorption spectra obtained in 1,4-dioxane at 295K with the typical excitation pulse 
spectrum superimposed.

3.2. Steady-state electronic absorption spectroscopy

The normalized electronic absorption spectra of 1NDI and 2NDI dissolved in 1,4-dioxane 

at 295K are shown in Figure 1B. Both compounds display a prominent vibronic progression of 
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about 1450 cm-1 primarily due to the NDI moieties with absorption maxima at 3.27, 3.46, and 3.63 

eV (379, 358, and 342 nm).59 The An moiety also contributes to the observed absorption maxima, 

though only weakly as a result of a charge-transfer (CT) interaction with DMA which is evidenced 

by the broad tail extending from the lowest energy vibronic feature to about 2.5 eV (496 nm) in 

both 1NDI and 2NDI.60 The CT transition only results in partial ET between DMA and An to 

yield DMA•+-An•, especially in low polarity environments where the TA spectra do not 

resemble a linear combination of the radical ion spectra.60,61 In 2NDI compared to 1NDI, the 3.27 

eV vibronic transition decreases in relative absorption with respect to the two higher energy 

vibronic transitions at 3.46 and 3.63 eV. This results from positive dipolar coupling between the 

two H-aggregated NDI moieties,62 as has been observed previously for a similar arrangement of 

NDIs.63 

3.3 Electrochemistry

DPV experiments were conducted on 1NDI and 2NDI to determine the reduction and oxidation 

(redox) potentials for calculation of the CS driving force GCS in each system. Figure 2 shows 

voltammograms collected for both compounds and values for the measured redox potentials are 

shown in Figure 2 as well as listed in Table 1. The oxidation potential for DMA was observed in 

both compounds at about 0.9 V vs the saturated calomel electrode (SCE), though it shifted 40 mV 

more positive in 2NDI compared to 1NDI, possibly due to an additional electron withdrawing 

effect of the second NDI. In 1NDI, two reduction events were observed at -0.54 V and -1.05 V vs 

SCE corresponding to one electron reductions generating NDI• and NDI2, respectively. In 2NDI, 

however, the first reduction wave split by 0.18 mV to yield two similar intensity reduction waves 

at -0.45 V and -0.63 V vs. SCE which indicates interaction between the lowest unoccupied 

molecular orbitals (LUMO) on the two NDI moieties. The more negative reduction wave shifted 
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30 mV positive to -1.02 V vs. SCE and would likely show a similar splitting as the less negative 

reduction wave if more negative potentials were scanned. As the splitting of the reduction waves 

in 2NDI is driven by electronic interaction between the two NDI moieties, we employed the 

voltage of the lower energy reduction event for the calculation of GCS in 2NDI.
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Figure 2. Differential pulse voltammograms of 1NDI and 
2NDI in DCM with 0.1 M TBAPF6. 

3.4 Density functional theory computation and energetic parameters

DFT calculations were performed to obtain optimized geometries for 1NDI and 2NDI in 

the neutral, singly oxidized, and singly reduced states which were used to estimate GCS and the 

internal reorganization energy . We conducted normal mode analyses on each system to affirm 

the validity of the optimized structures as determined by the presence of no or only low frequency, 

less than 100 cm-1, imaginary modes. While four of these normal mode analyses found either no 

or only one low frequency imaginary mode (Table S1), two of the analyses were unable to 

converge under the tight convergence criteria specified (singly oxidized 1NDI and singly reduced 
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2NDI). Considering the frequencies of the one imaginary mode found for each of neutral 1NDI 

and singly reduced 1NDI are particularly low, less than 40 cm-1, we assume their contribution to 

the determined value of  is negligible. Additionally, we note that the 1.0 x 10-8 tolerance for 

convergence used in these calculations, as compared to the more relaxed default 1.0 x 10-7 

tolerance typically employed, is less likely to yield optimized structures with high frequency 

imaginary modes. 

GCS is the free energy change between the initial donor state and the final radical ion pair 

(RP) state and can be calculated using Equation 1,64

           Equation 1Δ𝐺𝐶𝑆 = ― 𝐸00 +𝑒(𝐸𝑜𝑥 ― 𝐸𝑟𝑒𝑑) ―
𝑒2

4𝜋𝜀0𝑅𝐷𝐴𝜀𝑠
+

𝑒2

4𝜋𝜀0( 1
2𝑟 +

+
1

2𝑟 ― )(1
𝜀𝑠

―
1

𝜀𝑠𝑝)
where E00 is the energy of the initial excited state, Eox and Ered are the donor (DMA) oxidation and 

acceptor (NDI) reduction potentials, respectively, e is the elementary charge, 0 is the permittivity 

of free space, s is the static dielectric constant of the experimental medium, sp is the static 

dielectric constant of the solvent in which the electrochemical measurements were performed, RDA 

is the distance between the DMA•+ and NDI•- moieties, and r+ and r- are the hard-sphere radii of 

DMA•+ and NDI•-, respectively. r+ and r- were assumed to each be equal to half of RDA. GCS 

values calculated via Equation 1 are provided in Table 1. For these estimates, we assumed E00 was 

equal to the photon energy of the pump pulse since the DMA•+-An• excited state is known to 

have complex relaxation dynamics occurring on longer timescales than CS.65 The estimated GCS 

values indicated that CS is more favorable for 2NDI than for 1NDI, primarily due to the less 

negative reduction potential.

The reorganization energy  represents the energy associated with rearranging the system to 

accommodate the new charge distribution.  is typically estimated by separately considering the 
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reorganization energy of the solvent shell S and  which accounts for changes in the 

intramolecular vibrational modes of the donor and acceptor. S was estimated for the room 

temperature solutions using the Born continuum model (Equation 2) which treats the solvent as a 

dielectric continuum where n is the refractive index.

Equation 2𝜆𝑆 =
𝑒2

4𝜋𝜀𝑜( 1
2𝑟 +

+
1

2𝑟 ―
―

1
𝑅𝐷𝐴)( 1

𝑛2 ―
1
𝜀𝑠)

At cryogenic temperatures the solvent has frozen and is restricted to small translational motions, 

so S approaches zero and becomes negligible with respect to .66 Therefore, we estimated  as 

S +  at room temperature and  at cryogenic temperatures. The energies determined for the 

optimized geometries along with single-point energies of the singly reduced and singly oxidized 

1NDI and 2NDI at the optimized neutral geometries were used to calculate  using Equations 3-

4, values for which are given in Table 1.

Equation 3𝜆𝜈 = 𝜆 +
𝜈 + 𝜆 ―

𝜈

Equation 4𝜆 +/ ―
𝜈 = 𝐸 +/ ―

𝑛𝑒𝑢𝑡𝑟𝑎𝑙 ― 𝐸 +/ ―
𝑜𝑝𝑡


+/ is the internal reorganization energy for oxidation of the donor and reduction of the acceptor, 

Eneutral
+/ is the energy of the oxidized donor or reduced acceptor at the neutral geometry, and 

Eopt
+/ is the energy of the oxidized donor or reduced acceptor at the optimized geometry. 

+ 

contributes about 0.4-0.5 eV to the overall  for 1NDI and 2NDI, nearly twice that of 
 due to 

the planarization of the DMA moiety upon oxidation. That 
 for 2NDI is similar to that of 1NDI, 

showing only a small increase, is expected regardless of how the electron interacts with the pair of 

NDI acceptors. If the electron is localized, then it interacts with a similar number of normal modes 

in both 1NDI and 2NDI and, if the electron is delocalized, then while it interacts with significantly 

more modes in 2NDI compared to 1NDI, it leads to smaller changes in the modes since the electron 
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is spread over the additional modes. Comparison of the estimated GCS and  values for each 

compound indicate that CS is in the Marcus-inverted region at cryogenic temperatures, while at 

room temperature in 1,4-dioxane CS for 1NDI is nearly activationless and CS for 2NDI is slightly 

inverted.67 Additionally, between 2NDI and 1NDI, the increased exoergicity combined with the 

decreased reorganization energy for 2NDI, indicates that CS is slightly further in the inverted 

region for 2NDI compared to 1NDI.

Table 1. Redox potentials in V vs SCE along with donor-acceptor distance, internal reorganization 
energy, total reorganization energy in 1,4-dioxane, and driving force for charge separation in 1,4-
dioxane and glassy Me-THF for 1NDI and 2NDI.

ΔGCS (eV)
E+ (V) E- (V) RDA (Å) λ (eV)  (eV)a

1,4-dioxanea Me-THFb

1NDI 0.92 -0.54 6.65 0.73 0.92 -0.89 -1.03

2NDI 0.96 -0.45 6.51c 0.61 0.80 -0.93 -1.08

a. For samples in 1,4-dioxane at 295 K; calculated S using n = 1.42 and S = 2.2268

b. For samples at 90 and 5.5 K; calculated using S = 2.669

c. Assumes the negative charge distribution is centered between both NDI moieties

3.5 Transient electronic absorption spectroscopy

3.5.1 Charge separation dynamics

TA spectra were recorded following excitation of the DMA-An CT transition with a 435 nm, 

50 fs pump pulse which, as discussed above, generates the polar singlet excited state with partial 

ET DMA•+-An•. The TA spectra of 1NDI following excitation at 435 nm are shown in Figure 

3A-C for solutions in 1,4-dioxane at 295 K and Me-THF at 90 and 5.5 K, respectively. At all the 

temperatures studied here, the transient spectrum of DMA•+-An• is either only briefly observed 

(295 K) or obscured due to sub-picosecond evolution of the TA spectra. Figure 3A shows, at time 

delays immediately following the cross-phase modulation, negative absorption at 405 and 380 nm, 
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assigned to ground state bleach (GSB) features of the CT transition and localized An transition, 

respectively, and positive absorption at 590 and 340 nm assigned to excited-state absorption (ESA) 

from DMA•+-An• to higher lying singlet excited states Sn.61 These features, except for the 405 

nm GSB, decay rapidly yielding new negative features at 378 and 357 nm, assigned as GSB of the 

NDI-localized absorption, and new positive ESA features at 475, 585, 607, 632, and 697 nm. The 

ESA at 475, 607, and 697 nm indicate formation of NDI•.59 The 585, 632, and 697 nm ESA 

closely resemble the steady-state electronic absorption spectrum measured for DMA-An dissolved 

in 2-chlorobutane following photolysis with 355 nm light (Figure S5). We assign these transitions 

to ESA of DMA•+. Notably, the 405 nm GSB does not decay rapidly with the other initial TA 

features, as is expected for the CT transition. Formation of the NDI• and DMA•+ ESA along with 

GSB of NDI and the CT transition provide clear evidence of rapid CS yielding DMA•+-An-NDI•. 

Similar dynamics are observed for 1NDI dissolved in Me-THF at 90 and 5.5 K with CS still 

occurring on the sub-picosecond timescale.

Figure 3. TA spectra of 1NDI in (A) 1,4-dioxane at 295K, (B) glassy Me-THF at 90K, and (C) 
glassy Me-THF at 5.5K. Upper and lower sections of each plot are displayed with logarithmic and 
linear scales, respectively. Pump scatter is blocked for clarity. 

A B C
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The TA spectra of 2NDI following direct CT excitation under identical experimental 

conditions as 1NDI are provided in Figure 4. The signals observed for this compound parallel 

those described for 1NDI apart from changes in the relative ESA band amplitudes. In contrast to 

the NDI• ESA features, absorption by DMA•+ in the 2NDI compound is more intense compared 

to that in 1NDI under all measured conditions. Moreover, comparison of Figures 3 and 4 shows 

differences in the kinetics of species generated by CS in 1NDI and 2NDI. Namely, the anionic and 

cationic ESA features imply more rapid formation of DMA•+-An-NDI•- in 2NDI than 1NDI.

Figure 4. TA spectra 2NDI in (A) 1,4-dioxane at 295K, (B) glassy Me-THF at 90K, and (C) glassy 
Me-THF at 5.5K. Upper and lower sections of each plot are displayed with logarithmic and linear 
scales, respectively. Pump scatter is blocked for clarity.

We quantified the effect of the second NDI acceptor on the sub-picosecond CS dynamics seen 

in Figures 3 and 4 by measuring the CS rate constants kCS for both 1NDI and 2NDI and then 

evaluating the ratio kCS(2NDI)/kCS(1NDI). We conducted global fitting analyses of the most 

prominent anionic TA ESA feature at 475 nm for both 1NDI and 2NDI where group velocity 

mismatch between the pump and probe did not significantly stretch the time resolution IRF of the 

experiment. CS was assumed to be a first-order kinetic process, so the kinetic traces were fit to a 

A B C
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sum of exponential decays (see SI-1.4). The CS rates extracted from these analyses are tabulated 

in Table 2; these values represent the average CS rate constant from measurements made on three 

days along with one standard deviation, <kCS>  . CS rate constants in these experiments were 

measured to range between (200 ± 20 fs)-1 and (890 ± 20 fs)-1, the most rapid of which are still 

resolvable with the about 90 fs IRF of our experiments. As the temperature was decreased, we 

observed a corresponding decrease in the CS rate constant for both 1NDI and 2NDI.  

Table 2. Charge separation and charge recombination rate constants determined from global 
fitting of the short and long-time TA data, respectively, for 1NDI and 2NDI along with the 
ratio of 2NDI rate constants to those of 1NDI.

kCS (fs-1) kCR (ps-1)
295 K 

1,4-dioxane
90 K

Me-THF
5.5 K

Me-THF
295 K 

1,4-dioxane
90 K

Me-THF
5.5 K

Me-THF

1NDI (410 ± 20)-1 (580 ± 60)-1 (890 ± 20)-1 (25 ± 2)-1 (1407 ± 7)-1 (1800 ± 100)-1

2NDI (200 ± 20)-1 (240 ± 20)-1 (340 ± 30)-1 (32 ± 2)-1 (690 ± 50)-1 (1100 ± 200)-1

Rate 
Ratio 2.1 ± 0.2 2.4 ± 0.3 2.6 ± 0.2 0.8 ± 0.1 2.0 ± 0.2 1.7 ± 0.3

To investigate the involvement of coherence in electron transfer within these single- and dual-

acceptor systems, we evaluated the ratio of the 2NDI to 1NDI CS rate constants 

kCS(2NDI)/kCS(1NDI) at each temperature. These ratios along with one standard deviation are 

given in Table 2. At 295K in 1,4-dioxane, kCS(2NDI)/kCS(1NDI) is within experimental error of 

two whereas at cryogenic temperatures in glassy Me-THF kCS(2NDI)/kCS(1NDI) rises above two, 

specifically to 2.4 ± 0.3 at 90 K and of 2.6 ± 0.2 at 5.5 K. Figure 5 shows example kinetic traces 

at a probe wavelength of 477 nm (NDI•- peak maximum), produced from the average of three 

experimental trials, for both 1NDI and 2NDI. The solid lines and shading represent the average fit 
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along with one standard deviation. Refer to Figure S4 for example fits at all experimental 

conditions. Shifting and normalization of these data and fit traces illustrates the deviation of 

kCS(2NDI) from twice that of 1NDI (dashed line shown in Figure 5).

To better understand the role of electronic coherence and dephasing in electron transfer, we 

examine our results within the framework of the spin-boson model.70,71 There are three distinct 

physical scenarios depending on the nature of the interaction between the DMA donor and two 

NDI acceptors and between the two NDI acceptors and the bath, assuming nonadiabatic ET, weak 

system-bath coupling, and fast relaxation of the bath modes (see SI-3).71 In scenario (I) molecular 

vibrations or interactions with the solvent disrupt the equivalency of the two NDI acceptors and 

kCS(2NDI)/kCS(1NDI) = 2; this is the incoherent scenario. In scenario (II) the two NDI acceptors 

remain equivalent but the bosonic bath modes are over-damped giving kCS(2NDI)/kCS(1NDI) < 2 

with the high-temperature limit yielding kCS(2NDI)/kCS(1NDI) = 1; this is the coherent, over-

damped scenario. In scenario (III) the two NDI acceptors are equivalent and the bosonic bath 

modes are under-damped giving kCS(2NDI)/kCS(1NDI) >2 with the low-temperature limit yielding 

kCS(2NDI)/kCS(1NDI) = 4; this is the constructive coherent limit.
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The value of kCS(2NDI)/kCS(1NDI) determined for CS in 1,4-dioxane at 295 K is 

indistinguishable from that described by the incoherent scenario (I) given the experimental error. 

This is expected since thermal motion at room temperature allows for dynamic solvent 

environments and molecular vibrations that can lead to uncorrelated fluctuations in the energies of 

the two NDI acceptors. As a result, the two NDIs couple as distinct, non-interacting sites to the 

donor and kCS increases by a factor of 2. As the temperature is decreased, and specifically as the 

solvent freezes, the determined values of kCS(2NDI)/kCS(1NDI) increase to be statistically greater 

than 2, indicating a transition from the incoherent scenario (I) to the constructive coherent scenario 

(III). The observed values of kCS(2NDI)/kCS(1NDI) > 2 are unlikely to be caused by changes in 

GCS or . As discussed earlier, at low temperatures CS is in the Marcus-inverted region and, 
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Figure 5.  Normalized kinetic traces and fits at the 477 nm probe wavelength for 1NDI 
(blue) and 2NDI (red) in glassy Me-THF at 5.5 K along with a curve illustrating twice 
the CS rate (dashed black) found for the 1NDI compound. Uncertainty in the fits shown 
here represents the standard deviation in the CS rate constants found for measurements 
made on three separate days. To aid direct comparison, we shifted both the data and the 
fits to intersect at the origin and subsequently normalized all traces from 0 to 1.

Page 18 of 36Faraday Discussions



19

furthermore,  for 2NDI decreases compared to 1NDI while GCS is slightly more favorable for 

2NDI than 1NDI. Thus, based on GCS and  alone, and excluding the statistical factor of 2 

enhancement, one would expect kCS to decrease, not increase. Instead, the frozen solvent likely 

shields the two acceptors from the rapid fluctuations present at ambient conditions resulting in 

longer correlations between the energies of the two NDIs so that they couple coherently to the 

donor state. In this scenario, it becomes more convenient to consider the superposition states 

 which couple to the donor state with 𝐴 +/ ―  = (|𝑵𝑫𝑰𝟏 >± |𝑵𝑫𝑰𝟐 > ) 2 𝑉 +/ ― =

. Here |NDI1> and |NDI2> represent the acceptor states of the two equivalent NDI (𝑉𝐷𝐴 ± 𝑉𝐷𝐴) 2

moieties as shown in Scheme 1, VDA is the coupling between the donor and a single acceptor, and 

V+/ is the renormalized coupling between the donor and the A+/ superposition states. Scheme 1 

indicates how coupling between the two NDI moieties in 2NDI causes the A+ state to be stabilized 

and the A- state to be destabilized with respect to the original NDI energy levels. This treatment 

demonstrates how the antibonding state A- is uncoupled from the donor while the bonding state A+ 

has an increased coupling of . In the same manner that the coupling between A+ and the 2𝑉𝐷𝐴

donor is renormalized by a factor of , the coupling between A+ and the bath VSB should also be 2

renormalized by a factor of . In the context of the spin-boson model, ET in a system that 2

interacts only weakly with the bath, which has fast relaxation, can be approximated with Equation 

5

Equation 5𝑘𝐸𝑇 ≈ (𝑉2
𝐷𝐴𝜅) (𝜅2 + 𝜀2

𝐷𝐴)

where VDA is the donor-acceptor coupling,  is a dephasing parameter that is proportional to VSB
2, 

and DA is the instantaneous DA energy gap (see SI-3).71 At low enough temperatures  << DA 

and Equation 5 reduces to kET  (VDA
2)/DA

2 indicating that, since VDA and VSB are both 

renormalized by a factor of , kET can be enhanced by up to a factor of 4 via the presence of the 2
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second acceptor in the constructive coherent limit, i.e. kCS(2NDI)/kCS(1NDI) = 4. The observed 

ratios at cryogenic temperatures clearly do not show a factor of four enhancement, which indicates 

that the assumption  << DA is not completely valid even at 5.5 K. Physically, this suggests that 

the energy fluctuations of the two NDIs are still large enough to lead to dephasing on the CS 

timescale which manifests as a ratio statistically larger than 2 but not reaching the factor of 4 limit. 

The source of dephasing here could be due to low frequency modes of the acceptors or interaction 

between the bath and the relatively large aromatic surface or alkyl solubilizing tail. Regardless, 

these results highlight the importance of controlling the system-bath interactions in a manner that 

minimizes dephasing. While shielding the acceptors from dephasing is achieved here to a small 

degree by drastically decreasing the temperature, it is similar to the proposed role of the protein 

matrix in PS that enables relatively long lifetimes for vibrational coherences.18,20,50

3.5.2 Charge recombination dynamics

 
Scheme 1.  Jablonski diagram showing the relevant states and processes (i.e. population 
flow) in 1NDI (left) and 2NDI (right) at cryogenic temperatures where the two acceptors 
A1 and A2 couple to form the bonding A+ and antibonding A states. Local triplet levels 
are suppressed from this diagram for clarity. 
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The DMA•+-An-NDI• ESA decays on the tens of picoseconds timescale for both 1NDI and 

2NDI in 1,4-dioxane at 295 K as can be seen in Figures 3A and 4A, respectively. Following the 

decay of the RP state, a weak absorption persists on the nanosecond timescale. At cryogenic 

temperatures, the DMA•+-An-NDI• ESA shows a marked increase in lifetime with respect to that 

at room temperature from the tens of picoseconds to single nanosecond timescale (Figures 3-4). 

There is again a weak absorption that persists after the RP signal has decayed completely. At all 

temperatures, the absorption of this final state is too weak to interpret, though, given the energy of 

the RP state it is possible that it results from a fraction of the DMA•+-An-NDI• population 

undergoing CR to a local triplet state, e.g. 3*NDI, via an enhanced intersystem crossing 

mechanism.72 While the absorption of this state could not be interpreted, it was accounted for in 

the kinetic fits to ensure that it did not impact the extracted CR rate constants, kCR. Additionally, 

the TA spectra shown in Figures 3 and 4 indicate a clear enhancement in the charge recombination 

at cryogenic temperatures for 2NDI compared to 1NDI, but not at room temperature.

To quantify the apparent differences in kCR between 1NDI and 2NDI we conducted global 

fitting analyses (i) on the TA data collected at 295 K using the same method as for kCS and (ii) on 

the TA data collected at 90 and 5.5 K using a multi-wavelength global fitting methodology 

described in the SI. Briefly, the differential equations for the sequential A  B  C model were 

solved numerically and the kinetic parameters (e.g. rate constants) that best match the fits to the 

raw data were determined via least-squares fitting. These parameters were then used to extract 

population curves for each species which were then used to deconvolute the raw data and extract 

the evolution-associated spectrum (EAS) for each species. In these fits, we used an extra 

exponential decay to remove the cross-phase modulation contribution to the TA spectra. Species 

A, B, and C refer to the initial photoexcited CT state, the RP state, and the weak long-lived ESA 
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discussed above, respectively. Furthermore, the rate constant for population transfer from A to B, 

i.e. kCS, was fixed to the values listed in Table 2 and only the rate constant for population transfer 

from B to C, i.e. kCR, was fit. The left panels of Figures 6 and 7 show the EAS for 1NDI and 2NDI 

at 90 and 5.5 K, respectively, while the right panels provide representative kinetics at probe 

wavelengths corresponding to key spectral features and the associated fits determined by this 

method. 
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Figure 6. Evolution-associated spectra (left) and selected single-wavelength kinetics (right) for 
(A and B) 1NDI in Me-THF at 90 K and (C and D) 2NDI in Me-THF at 90 K. Rate constants 
for the processes shown in (A) and (C) are given in parentheses, where GS signifies the terminal 
ground state of the system.
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Through comparison of panels (B) and (D) of both Figures 6 and 7, it is evident that CR, which 

is predominantly to S0, is accelerated when two NDI moieties are present in contrast to one. Values 

of kCR determined by our model are given in Table 2 in the right column along with the determined 

ratio values comparing the CR rate constants for 2NDI and 1NDI, kCR(2NDI)/kCR(1NDI). At both 

90 and 5.5 K in glassy Me-THF, we found the value of kCR(2NDI)/kCR(1NDI) to be 2 within the 

experimental uncertainty. In contrast, at 295 K in 1,4-dioxane, we found kCR(2NDI)/kCR(1NDI) to 

be slightly less than 1. Similar to CS, the changes in kCR are unlikely to stem from shifts in the CR 

driving force GCR and the CR reorganization energy, CR. The values for GCR equal the negative 

of the energies of the RP states (i.e. GCR < -1.77 eV) and are much larger than the values for CR, 

which are likely similar to those for CS (i.e. CR < 1.0 eV). This demonstrates that CR is also far 

in the Marcus-inverted region. While GCR is less favorable for 2NDI than for 1NDI, CR also 

decreases for 2NDI and is likely to offset the decreased GCR. This conclusion is further supported 

by the large differences observed for kCR(2NDI)/kCR(1NDI) at room and cryogenic temperatures 

since the relative changes in GCR and CR between 1NDI and 2NDI are similar in both 

temperature regimes. Instead, these kCR ratio values are consistent with the CS observations and 

proposed models describing the interaction of the donor, two acceptors, and bath. At 295 K in 1,4-

dioxane, we found kCS(2NDI)/kCS(1NDI) to be about 2 and attributed that to rapid fluctuations of 

the energies of the two NDI acceptors causing them to couple distinctly to the donor. Since, in this 

scenario, CS occurs to individual acceptor moieties, the electron likely remains localized on a 

single acceptor until CR occurs. If the electron only interacts with a single acceptor, then the 

presence of the second acceptor should have no effect and kCR(2NDI)/kCR(1NDI) = 1. The 

deviation to a value slightly less than 1 could indicate that the electron is hopping between 
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acceptors on a similar timescale than that of CR, a phenomenon we have previously found to 

decrease the CR rate.73 At 90 and 5.5 K in Me-THF, we observed kCS(2NDI)/kCS(1NDI) > 2, 

providing evidence that CS occurs to a superposition of the two acceptors. If the electron remains 

in this delocalized superposition state for a timescale longer than that of CR, then the DA coupling 

for the CR reaction will again be renormalized by a factor of , contributing a factor of 2 increase 2

to kCR(2NDI) compared to kCR(1NDI). The nature of the system-bath interactions is less clear here, 

though two plausible explanations are as follows: (i) the timescale of CR and the temperature place 

the system at an intermediate state between the under- and over-damped scenarios and (ii) CR is 

again predominantly driven by system-bath coupling via the acceptor, which in the CR reaction is 

DMA•+. In this case there is no renormalization of the system-bath coupling upon addition of the 

second acceptor so CR in 2NDI is limited to twice the rate of CR in 1NDI. 
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Figure 7. Evolution-associated spectra (left) and selected single-wavelength kinetics (right) for 
(A and B) 1NDI in Me-THF at 5.5 K and (C and D) 2NDI in Me-THF at 5.5 K. Rate constants 
for the processes shown in (A) and (C) are given in parentheses, where GS signifies the terminal 
ground state of the system.

4. Conclusion

The DA molecules reported here, 1NDI and 2NDI, were synthesized to probe the role of 

electronic coherence between two equivalent acceptor sites and the resultant impact on electron 

transfer rates. Following excitation to an intramolecular CT state, both compounds exhibit CS with 

sub-picosecond rate constants ranging between (890 fs)-1 and (200 fs)-1 followed by CR with rate 

constants ranging from (25 ps)-1 in 1,4-dioxane at 295 K to (1800 ps)-1 in Me-THF at 5.5 K. 

A B

C D
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Comparison of the rate constants for 2NDI and 1NDI indicated that transitioning from a room 

temperature solution to a frozen matrix lead to non-statistical enhancement in the CS rate constant, 

with a small effect observed just below the glassing temperature and a larger effect observed near 

liquid helium temperatures. When system-bath interactions are considered in the context of the 

spin-boson model, the transition from a statistical CS rate enhancement at room temperature to 

greater-than-statistical rate enhancement at cryogenic temperatures can be attributed to a change 

in the magnitude of the fluctuations experienced by the two acceptor sites. At cryogenic 

temperatures, reduced fluctuations enable the two acceptors in 2NDI to remain coherent for longer 

timescales where CS likely occurs to a superposition state of the two acceptors. Furthermore, 

coupling between this superposition state and the bath pushes the rate enhancement beyond the 

statistical limit. The observed CS and CR dynamics have been explained in the context of this 

model and demonstrate the importance of shielding the system from randomizing fluctuations if 

observing or manipulating coherences is desired, which is in concert with current explanations for 

long-lived coherences in protein matrices or the solid state. Though 2NDI demonstrated the effects 

of coherent interactions, the fully coherent limit was not observed and further studies looking at 

other acceptors with different solubilizing groups or structures could provide additional insight 

into the precise source of the dephasing in these and related systems.
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Ultrafast electron transfer occurs with 
greater-than-statistical rate enhancement at 
cryogenic temperatures owing to quantum 
coherence.
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