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Abstract

Solar fuels constructs consisting of discrete light-absorbers and distinct redox-active 

electrocatalysts are well-suited for numerical modeling of their charge-transfer processes. Herein 

by several series of Monte Carlo simulations employing spherical nanoparticle molecular supports, 

we identify conditions that result in the largest yield for forming specific redox states of 

electrocatalysts. In general, the yield for electrocatalyst oxidation/reduction increased as the self-

exchange electron-transfer time constant decreased and/or the recombination time constant 

increased. When the number of electrocatalysts increased to more than one per nanoparticle, yields 

for oxidation/reduction of electrocatalysts decreased because oxidative/reductive equivalents were 

diluted among the larger number of electrocatalysts. As the light intensity increased the yield for 

oxidation/reduction of electrocatalysts again increased both in absolute number and yield per 

absorbed photon. However, at extreme photon fluences the yield per absorbed photon decreased 

due to significantly faster recombination manifest from the equal-concentration second-order 

nature of the recombination reaction in the number of oxidized/reduced molecules per 

nanoparticle. Results obtained using electrocatalysts that only required a single 

oxidation/reduction event for turnover were within error the same irrespective of whether optical 

excitation was simulated to occur as an initial pulse, to mimic pulsed-laser spectroscopic 

measurements, or with repeated photoexcitation events, to mimic conditions of solar illumination. 

However, when electrocatalysts required multiple oxidations/reductions for turnover the intensity 

of pulsed light required to obtain the same electrocatalyst turnover yield that we observed using 

repeated photoexcitation depended greatly on the electron-transfer time constants. In addition, at 
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solar-relevant fluences the equal-concentration second-order kinetic process for recombination 

exhibited a first-order dependence on the number of nanoparticles that contained an 

oxidized/reduced molecule. The rate of electrocatalyst turnover after two redox events was also 

determined to have a first-order dependence in the concentration of oxidized/reduced molecules 

over most of the transient. Collectively the solar-simulated data showed that even under the 

assumption of ideal kinetic processes and molecular and semiconductor densities of states, the 

observed kinetic behavior can be complex and change as a function of time and fluence. These 

observations suggest that results from pulsed-laser spectroscopic measurements are not always 

accurate predictors of the expected behavior of sunlight-illuminated dye-sensitized 

photoelectrochemical cells that drive multiple-charge-transfer reactions.

Introduction

Designing and evaluating architectures for solar fuels generation are worthwhile academic 

research endeavors that may one day lead to an economically pertinent technology that enables 

long-term seasonable energy storage and/or a transportation fuel.1–5 This type of energy storage is 

predicted to be necessary when society is powered by substantial renewable energy.5 Architectures 

for solar fuels constructs generally fall into several broad categories. The most efficient designs 

consist of photovoltaic-grade materials with buried-junctions for effective photovoltaic action and 

that are protected from corrosion using chemically insulating overlayer coatings or direct electrical 

wiring to aqueous electrolytes where materials electrocatalysts perform the electrochemical 

reactions.3,6–11 Other designs rely on coupled processes that together are much less well understood 

and often occur at semiconductor–liquid junctions with or without molecular electrocatalysts 

and/or dye sensitizers.12–31 Each of these constructs has benefited from experimental and 

computational studies of its photophysical and photochemical processes in order to elucidate 

mechanistic details of operation and identify architectures that result in large power-conversion 

efficiencies.

Several types of computational models have been used to simulate and assess the performance 

limitations of solar fuels constructs. Some models capture bulk collective dynamics and overall 

photovoltaic performance using statistical ensemble models. For example, limiting physical 

processes in buried-junction designs and non-molecular photoelectrochemical designs have been 
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simulated successfully using coupled differential equations that capture deterministic behaviors 

expected from statistical thermodynamics.4,32–34 For mesoporous dye-sensitized designs, transport 

phenomena for redox-active species in solution and rates of electron transport between dyes and 

within mesoporous thin films have been modeled using various methods with numerical results 

that are reasonably consistent with experimental observations.35–44 However, a limitation of 

simulations that capture continuous and/or bulk behaviors is that they lack the granularity required 

to capture dynamics that occur at discrete molecular light absorbers and electrocatalysts. The 

molecularity of these photochemical designs can be studied using ab initio quantum calculations, 

density functional theory, electronic structure determination, and molecular dynamics simulations. 

However, these atomic-level calculations are too fine-grained to capture dynamics that occur 

across nanometer-to-micron-sized regions consisting of hundreds to thousands of molecules that 

are critical in order to predict the overall function of the materials system. A modeling domain that 

is intermediate between these two size regimes is required to capture the micro-kinetic behavior 

of these systems on pertinent size scales. This need motivated us to develop a physically pertinent 

numerical modeling and simulation package based on a discrete-time random walk Monte Carlo 

method and that we will share publicly. It is the first of its kind that captures salient features of 

dye-sensitized and cocatalyst-modified constructs with the aim to help guide and progress the 

design of these systems to a practical level of device viability.

An enormous number of fundamental experiments have been conducted on dye-sensitized 

mesoporous thin films using a broad range of techniques.45,46 To better understand observed 

behaviors related to charge transfer, Monte Carlo simulations have been performed that simulate 

Markovian micro-kinetic processes and quantify rates of electron and energy transfer between dyes 

only.45,47 Some of the initial work was reported by Meyer and colleagues in the early 2000s, who 

modeled surface transport processes via classical discrete-time random walk Monte Carlo 

simulations across a two-dimensional lattice with periodic boundary conditions.48 Around the 

same time, Nelson, Durrant and colleagues introduced a mathematically rigorous model for charge 

recombination from these TiO2 nanocrystallites to surface-bound dyes based on a continuous-time 

random walk model.42,49–52 A critical assumption in this type of random walk model is that the 

walkers are independent and also that the location of the oxidized dye does not change appreciably 

on the timescale of the recombination process, which is not often a valid assumption.37,53–62 Since 

that time, additional random walk Monte Carlo models have been reported for analogous processes 
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and using computer code with similar features and limitations as first reported in the early 

2000s.41,63–67 In 2009, Ardo and Meyer were the first to incorporate specifically three-dimensional 

spherical nanoparticle supports into discrete-time random walk models, thus removing the need 

for periodic boundary conditions.58,59 This was an important advance that remedied the non-

physical limitation of the two-dimensional simulations, which occurred because in two-

dimensions, regions on the particles near the poles (top/bottom) inherently had an excess number 

of molecular positions that incorrectly weighted processes in those region. Moreover, the two-

dimensional models did not allow for accurate quantification of the spherical polar angular position 

of the molecules in three dimensions. This spatial information is needed for each perturbed dye in 

order to accurately model experimental data obtained from time-resolved polarization 

spectroscopy techniques, which can be used to quantify rates of transport across surfaces such as 

self-exchange electron transfer or energy transfer across nanometer-scale particles and on the 

nanosecond and longer timescales.58,59 Since then other discrete-time random walk models have 

incorporated three-dimensional semiconductor nanoparticles60,61,68,69 and even included surface-

confined charge transport across interparticle necking regions.67,70 Interparticle charge transport is 

an important process that captures dynamics occurring over the scale of several semiconductor 

nanoparticles. While our code is also able to model and simulate interparticle charge transport 

behavior, herein for our initial studies we do not incorporate this feature because the model 

parameter space is rich enough in its absence. Unique to our model, in comparison to all other 

prior models,45,47,71,72 is that we identify kinetic parameters that lead to the most effective 

utilization of photons for turnover of multiple-electron-transfer cocatalysts under the simulated 

condition of pulsed-light excitation or continuous illumination. We report results from a series of 

parametric time-inhomogeneous random walk Monte Carlo simulation studies using isolated 

spherical nanoparticles arranged as a stack to mimic their spatial location as a thin film. These 

results are highly pertinent to dye-sensitized cocatalyst-modified semiconductor nanoparticles that 

constitute mesoporous photoelectrochemical electrodes or consist of colloidal suspensions.

Experimental

Modeling Framework. The architecture modeled is motivated by mesoporous thin films of 

nanoparticles that are commonly used in dye-sensitized photoelectrochemical constructs, where 
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nominally identical spherical anatase 

TiO2 nanocrystallites contain discrete 

surface-anchored light-absorbing 

moieties and redox-active 

electrocatalysts (Figure 1). In the case 

of traditional dye-sensitized materials, 

both the light-absorbers and the 

electrocatalysts are molecules, but the 

model is general in that, for example, 

the light-absorbing units could be 

surface-confined material units like 

quantum dots or nanocrystalline regions with isolated optical transitions in the solid-state, or the 

electrocatalysts could be materials whose charge localization and transport follows a hopping or 

polaronic transport mechanism.73 The model is able to simulate discrete processes that spatially 

exchange states, such as self-exchange Dexter or Förster energy transfer or self-exchange electron 

transfer initiated at an oxidized or reduced dye. Self-exchange electron transfer is the process 

assumed for the simulations performed herein with hops to only the closest adjacent dyes being 

possible, which is a valid assumption based on reasonable conditions and prior analyses.74 The 

structure is incorporated into the model as 100 spheres that are positioned optically in series as a 

one-dimensional stack but that do not physically interact. The top sphere in this stack is considered 

to be at the surface of the thin film with subsequent spheres further down from the surface, at larger 

z-coordinates. The surfaces of these spheres are tessellated as icosahedra, using Wolfram 

Mathematica’s built-in “Geodesate” function, which results in approximately evenly spaced points 

that represent possible locations of molecules. By tessellating 5 icosahedra, 252 points were 

generated on the surface of the sphere, with 240 hexagonally packed (6 adjacent points), and the 

remaining 12 pentagonally packed (5 adjacent points). It was not necessary to specifically identify 

the nanoparticle radius, molecule radius, film thickness, and film porosity, because they are all 

related and so only their relative sizes are pertinent. However, based on the values chosen for the 

number of locations for molecules per particle (252), the number of particles per stack (100), and 

the use of a stack to model a mesoporous film of ~50% porosity, the geometry is consistent with 

characteristics of typical dye-sensitized mesoporous TiO2 thin films.60,74,75Per particle, a specific 

Figure 1. Model schematic showing the events that are 
included in the model to mimic the major kinetic processes 
that are operative in actual dye-sensitized 
photoelectrochemical constructs.
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number of these 252 points was chosen as positions of electrocatalysts that could be 

oxidized/reduced once or multiple times. Multiple transfers are desired in practical applications 

that make and break stable chemical bonds via multiple-electron/proton-transfer reactions. The 

position of each electrocatalyst on a single particle was chosen at random, with an additional option 

to evenly distribute the electrocatalysts over each particle such that each particle had the same 

number of electrocatalysts. The remaining points were chosen to be dyes, and based on the pulsed 

photon fluence chosen for the experiment, locations for initial photoexcitation were chosen as a 

subset of dye positions. All simulations assumed unity quantum yield for rapid excited-state 

electron transfer between photoexcited dyes and the semiconductor support, such that 

photoexcitation always resulted in an oxidized/reduced dye molecule. For each semiconductor 

nanoparticle, its number of mobile electrons/holes was set equal to the number of oxidized/reduced 

molecular charges on its surface; however the transport processes of the electrons/holes were not 

simulated. Information regarding generation of initial conditions are described in more detail 

below. The simulation proceeded by randomly choosing from a series of options at each timestep, 

including self-exchange electron transfer between two adjacent dyes or electrocatalysts, electron-

transfer recombination between the semiconductor nanoparticle and an oxidized/reduced dye or 

electrocatalyst, photoexcitation of a ground-state dye – when conditions of continuous illumination 

were simulated – or doing nothing. When an electrocatalyst reached a redox state required for an 

electrocatalytic turnover event, the electrocatalyst was immediately regenerated and the same 

number of charges in the semiconductor nanoparticle were removed to simulate their collection 

elsewhere in the system. This occurred repeatedly until all charge-separated states either 

recombined or drove electrocatalysis. Information regarding this simulation loop and the resulting 

output data are described in more detail below.

Generation of Initial Conditions. Initial assignment of photoexcited dyes, and therefore charge 

separated dyes, was performed multiple ways depending on the desired simulated condition. A set 

number of photoexcited dyes was either distributed over the entire stack or placed on each particle 

in the stack, e.g. for the case of 200 photoexcitations over the 100-particle stack (<npe> = 2), either 

2 dye positions were chosen randomly per particle or 200 particle numbers and dye positions were 

chosen randomly across the entire stack. The assignment was made using weights incorporated via 

an assignment matrix, with weights based on one or more geometric considerations. One option 

for the assignment matrix was a Beer–Lambert law generation profile,
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(1)𝑊BL = 10 ―
𝑛
𝑁(Abs) = 10

𝑛
𝑁log10 (𝑇)

where the probability of photoexcitation decreases exponentially as the position of the dye is 

deeper in the stack, WBL is the weight associated with a given position from the Beer–Lambert law 

weighting function and ranges from 0 to 1, n is the particle number in the stack, N is the total 

number of particles, Abs is the absorbance of the entire particle stack, and T is the fraction of 

transmitted light through the entire particle stack. As such, molecular positions closer to the top of 

the particle stack were more likely to be photoexcited. This assignment, if repeated a statistically 

significant number of times, yields a distribution of excited dyes that follows an exponential decay 

with particle height, as predicted by the Beer–Lambert law (Figure S1). Another independent 

option for the assignment matrix was based on polarized light excitation and well-defined radial 

transition dipole moments for the surface-anchored dyes. This assignment weighs each position 

based on the inclination angle of the dye relative to the electric field vector of the polarized 

excitation light,

(2)𝑊A = (cos2𝜃)(sin 𝜃)

where WA is the weight associated with a given position from the anisotropy weighting function 

and  is the angle between the normal from the center of a particle and the molecular position on 𝜃

its surface and the electric field vector of the polarized excitation light. Prior to performing the 

simulations, a list of data for each electrocatalyst, dye, and oxidized dye was generated that 

contained relevant parameters including molecule type (dye or electrocatalyst), recombination 

probability, hopping probability, oxidation state, and an array of positions for 5 or 6 adjacent 

molecules. Adjacent molecules were within 2.5 times the center-to-center distance between 

molecules the size of [RuII(bpy)3]2+ when in van der Waals contact. The recombination probability 

was set to be the same for electron transfer between the semiconductor and either an 

oxidized/reduced dye or an electrocatalyst. Also, when an oxidized/reduced dye is adjacent to an 

electrocatalyst, the hopping probability to the electrocatalyst was set to effectively 90%. This latter 

point is described in more detail below. These hopping and recombination probabilities were 

calculated from time constants ranging from 40 ns to 800 μs in steps of three points on a 

logarithmic scale. For each nanoparticle, the probability of recombination was scaled by the 

number of charges in that semiconductor nanoparticle. A second list of information was generated 
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that was updated at each Monte Carlo iteration during the simulation, which included the two-

dimensional coordinates for all molecules that were altered from their initial state as (particle 

number, position number). At time zero this list only contained the locations of dyes that were 

initially photoexcited; as the initially photoexcited dyes became altered from their initial state over 

time these coordinates were replaced by those of other dyes or electrocatalysts.

Simulation Loop. After initially defining the state of the system at time equal to zero, Monte Carlo 

simulations were performed by looping over the list of molecules that were altered from their 

initial state (second list). For each, a probability, Px, was assigned that ranged from 0 to 1 for the 

possible options of recombination, hopping to an adjacent point, or doing nothing, and with 

probabilities defined as follows,

(3)𝑃𝑥 =
𝑡step

𝜏𝑥

where tstep is the amount of time between time points and τx is the ensemble average time constant 

for the process, x. At the end of each simulated timestep, the list of molecules was altered from its 

prior state and then the Monte Carlo process was repeated, assuming that a small and predefined 

timestep had passed. The value of the timestep varied and was chosen for each condition so that 

Px as a percentage was < 1.1% for self-exchange electron transfer between dyes and was < 0.3% 

for recombination to oxidized/reduced dyes or electrocatalysts. The value of the timestep resulted 

in the probability of transferring a charge from an oxidized/reduced dye to an adjacent 

electrocatalyst being ~30%. This probability was set to be 27 times greater than the probability of 

transferring a charge between adjacent dyes via a self-exchange reaction in order to reflect the 

reasonable condition that electron transfer to/from an oxidized/reduced dye from/to an 

electrocatalyst is thermodynamically favorable and thus much more probable. The exact 27-times-

greater probability was chosen such that there was exactly a 90% probability this would occur after 

an oxidized/reduced dye on hexagonally packed sites became adjacent to an electrocatalyst, with 

a nominally lower probability of occurring on pentagonally packed sites. (The derivation of this 

probability is included in the Supporting Information.) This Monte Carlo process was repeated 

until no oxidized/reduced dyes remained. Specific parameters used for various model inputs are 

listed in Table S1. An additional option in the model was its ability to mimic conditions of 

continuous illumination, which incorporated repeated light excitation events. The initial number 

of photoexcited dyes was set to zero and after each timestep there was an additional probability 
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for photoexcitation that scaled based on the desired intensity of solar illumination and was 

weighted according to the assignment matrix calculated from the Beer–Lambert Law and 

polarization considerations. Simulations using the condition of continuous illumination were 

terminated after 25,000,000 iterations and all data was used to calculate time-averaged steady-state 

values. While these values included the initial data prior to reaching a steady-state condition, its 

influence on the average values was insignificant because its inclusion only resulted in a < 0.25% 

change in the value, on average.

Output Data. During the simulation the number of times that an electrocatalyst is completely 

oxidized/reduced by a dye is recorded, because assuming rapid rates of electrocatalysis it is the 

most useful parameter to quantify the effectiveness that a condition drives solar photochemical 

transformations. Using these data we calculated the yield for electrocatalyst turnover, i.e. the 

percentage of photoexcitations that contributed to turnover of an electrocatalyst due to product 

formation. Photoexcitations that contributed to electrocatalyst oxidation/reduction but did not 

result in electrocatalyst turnover did not count toward this total. To reduce computation time, 

photoexcitations that were not able to contribute to electrocatalyst turnover were identified and 

removed from the simulations before any timesteps had been performed. This occurred when a 

photoexcited dye was on a nanoparticle that either had zero electrocatalysts on its surface or had 

fewer photoexcited dyes than the maximum oxidation/reduction state of an electrocatalyst. When 

these photoexcited dyes were removed, they were counted as being unproductive toward 

electrocatalyst turnover. Data were collected under a wide range of starting conditions including 

varied maximum redox state of the electrocatalysts, number of electrocatalysts, initial excitation 

fluence (i.e. number of initially excited dyes), use of a Beer–Lambert law distribution when 

assigning dye photoexcitations throughout the stack, self-exchange electron-transfer time constant 

between adjacent molecules, and electron-transfer recombination time constant between surface-

anchored molecules and photo-generated charges in the semiconductor support.

Results and Discussion

General simulation conditions and data interpretation for the base case. For each specific 

condition simulated herein, electrocatalyst turnover yield (as a percentage) is reported as a function 

of 1 of 14 logarithmically-spaced hopping time constants, 1 of 14 logarithmically-spaced 
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recombination time constants, and 1 of up to 10 logarithmically-spaced initial excitation fluences. 

These fluences are quantified as the average number of photoexcitations per particle over the stack 

of 100 particles and so a fluence of <npe> = 2 means that there were on average 2 photoexcitations 

per particle, or 200 photoexcitations created over the stack of 100 particles. Each combination of 

parameters for these three variables was simulated 25 times, and therefore 2500 semi-independent 

particles were analyzed resulting in a total of 250 – 400,000 photoexcited dyes being averaged per 

condition. The particles are semi-independent in that electron transfer did not occur between 

molecules on separate particles, but photoexcitation that followed the Beer–Lambert law generated 

an unequal number of initially photoexcited dyes on each particle such that particles nearer to the 

top of the film had more oxidized/reduced dyes while those farther from the top of the film had 

fewer oxidized/reduced dyes.

The data presented are reported as three-dimensional contour plots, one for each excitation fluence, 

as a function of the hopping time constant and recombination time constant (Figure 2a). The base 

case model used to obtain the data shown in Figure 2 included polarized Beer–Lambert law 

weighting to assign a distribution of photoexcited dyes, and electrocatalysts that could be 

maximally oxidized/reduced twice and occupied 1% of the possible molecular positions. Each 

three-dimensional contour plot for this condition changes monotonically as values on either axis 

increase, and therefore a series of single-fluence contour plots can easily be visualized as a series 

of three-dimensional sheet that spans all possible hopping and recombination time constants. This 

method of data visualization helps one identify the optimal fluence for ranges of kinetic 

ba c

Figure 2. (a) Sheet plots representing the percentage of photoexcited dyes that ultimately contribute to 
double oxidation/reduction of an electrocatalyst and turnover, when electrocatalysts are present at 1% 
surface coverage at the indicated initial pulsed-light excitation fluences. (b) Non-linear least squares 
sigmoidal best-fits of the data in panel a as a function of the ratio of the recombination time constant to the 
hopping time constant. (c) Plot of the data in panel a as a function of the initial pulsed-light excitation 
fluence at the indicated ratio of the recombination time constant to the hopping time constant.
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parameters, as evidenced by sheet crossover. An example of this is the band of green shown 

crossing through the light blue sheet in Figure 2a as the turnover yield sharply increases. 

Visualizing the range of kinetic parameters that leads to band formation, i.e. crossing of two sheets, 

can provide insights into differences in nearly identical monotonic behavior. However, it is also 

apparent from Figure 2a that turnover yields are nearly the same for each ratio of the recombination 

time constant to the hopping time constant and thus, the observed independent variable is not the 

hopping time constant and/or the recombination time constant but can instead be their ratio. This 

means that a two-dimensional plot that captures the overall effect represented by the sheets can be 

generated using the recombination-to-hopping time-constant ratio as the independent variable. 

This is shown as two-dimensional plots in Figure 2b, which were obtained by recasting all points 

for each sheet shown in Figure 2a with the recombination-to-hopping time-constant ratio as the 

independent variable and fitting the data using non-linear least-squares to a sigmoidal function (R2 

> 0.975, except for the case of <npe> = 0.1 which resulted in poor signal to noise). As fluence 

increases from <npe> = 0.1 to <npe> = 8, the maximum turnover yield increases monotonically but 

maintains the same functional form. From <npe> = 8 up to the maximum of <npe> = 160, the steep 

portion of the sigmoidal fit shifts to larger recombination-to-hopping time-constant ratios but still 

reaches the same maximum turnover yield. Larger recombination-to-hopping time-constant ratios 

are optimal because hopping is critical to electrocatalyst turnover while recombination is 

detrimental. The maximum turnover yield is only ~90%, because ~10% of dye photoexcitations 

occur on particles containing zero electrocatalysts based on the fact that electrocatalysts are 

distributed randomly at an average of 1% coverage per particle.

The two-dimensional plots shown in Figure 2b report the turnover yield as a function of the ratio 

of the kinetic parameters, and they span the range of excitation fluences. A variation on Figure 2b 

is shown in Figure 2c, where the parameters are rearranged so that the normalized turnover yield 

is reported as a function of the excitation fluence, and they span the range of ratios of the kinetic 

parameters where hopping is more probable than recombination. It is apparent from these data that 

an intermediate fluence is ideal for each specific recombination-to-hopping time-constant ratio. 

The generally downward concave shape to the data occurs because the complete twice-

oxidation/reduction of each electrocatalyst is less likely to occur at low fluence while the equal-

concentration second-order recombination behavior is more detrimental to the turnover yield at 

high fluence. However, even though these data show that higher fluences result in a smaller relative 
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value for turnover yield, the overall rate of turnover events still increases at higher fluences, as 

seen in Figure S2. Also, as the recombination-to-hopping time-constant ratio increases, the optimal 

fluence, indicated by the global maximum of the data, decreases slightly and then greatly increases 

because recombination is relatively slow and therefore equal-concentration second-order 

recombination does not outcompete photoexcitation until large fluences are used.

Effect of electrocatalyst behavior. To understand the role that the redox state required for 

electrocatalyst turnover plays in the outcomes of the simulations, we performed simulations using 

electrocatalysts that each required only a single redox event for turnover (Figure 3). The general 

trends observed are very different than those observed for electrocatalysts requiring two redox 

events for turnover (Figure 2). For example, at lower fluences the probability of electrocatalyst 

turnover is small when it requires two redox events for turnover (Figure 2a,b, in pink) whereas the 

probability can be large when a single redox event is required for electrocatalyst turnover (Figure 

3a,b, in pink). This drastically different behavior occurs at low fluences, because many 

photoexcitation events occur on particles where there are too few oxidized/reduced dyes to perform 

multiple redox reactions with any given electrocatalyst. As the fluence increases, photoexcitations 

become concentrated enough that they are reliably created in sufficient numbers to oxidize/reduce 

electrocatalysts once or twice as needed for turnover. However, then the limitation in turnover 

yield is the ratio τrecomb / τhop(Dye–Dye), where faster relative rates of hopping (small τhop(Dye–Dye) are 

more beneficial to turnover yield (Figure 2b and Figure 3b), as described above. Another notable 

difference that arises from decreasing the number of redox events required for electrocatalyst 

b

Figure 3. (a) Sheet plots representing the percentage of photoexcited dyes that ultimately contribute to 
single oxidation/reduction of an electrocatalyst and turnover, when electrocatalysts are present at 1% 
surface coverage at the indicated initial pulsed-light excitation fluences. (b) Non-linear least squares 
sigmoidal best-fits of the data in panel a as a function of the ratio of the recombination time constant to the 
hopping time constant. (c) Plot of the data in panel a as a function of the initial pulsed-light excitation fluence 
at the indicated ratio of the recombination time constant to the hopping time constant.
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turnover is shown in Figure 3c versus Figure 2c. Unlike the case when each electrocatalyst requires 

two redox events for turnover, single redox events at electrocatalysts are most likely to occur at 

the lowest fluences. At very high fluences, the relative turnover yield is small irrespective of the 

redox state required for electrocatalyst turnover. This behavior is almost entirely dictated by τrecomb 

/ τhop(Dye–Dye), where faster hopping (small τhop(Dye–Dye)) and slower recombination (large τrecomb) are 

optimal and conditions of higher fluence suffer from increased rates of recombination due to it 

being an equal-concentration second-order kinetic process in the number of oxidized/reduced 

molecules per particle. In summary, low fluence is optimum when electrocatalyst turnover requires 

single redox events. However, when electrocatalyst turnover requires two redox events, <npe> ≈ 

10 is optimum at small values of τrecomb / τhop(Dye–Dye) and this optimal value for <npe> increases as 

τrecomb / τhop(Dye–Dye) increases (Figure 2c).

Effect of the Beer–Lambert law. Use of the Beer–Lambert law to model the photoexcitation 

distribution in mesoporous thin films used in dye-sensitized solar cells is in general accurate for 

non-scattering films. However, to understand the influence that the photoexcitation profile has on 

electrocatalyst turnover we compared the condition where photoexcitation events followed a Beer–

Lambert law distribution to the condition where the number of photoexcitation events was the 

same for each particle and therefore spatially homogeneous over the stack (Figure 4 and Figure 

Figure 4. (a) Sheet plots representing the percentage of photoexcited dyes that ultimately contribute to 
double oxidation/reduction of an electrocatalyst and turnover when electrocatalysts are present at 1% 
surface coverage at the indicated initial pulsed-light excitation fluences that follow the Beer-Lambert law 
or a uniform distribution over the stack. (b) Non-linear least squares sigmoidal best-fits of the data in panel 
a as a function of the ratio of the recombination time constant to the hopping time constant. 

ba

10-4 10-2 100 102 104

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Comparison of Beer-Lambert Law Effects

<npe> Beer-Lambert
2
4
8
20

npe Uniform
2
4
8
20

Tu
rn

ov
er

s

τrecomb / τhop(Dye-Dye)
slower

recombination
fasterhopping

Page 13 of 31 Sustainable Energy & Fuels



14

S3, respectively). The lowest possible fluence resulting in homogenous photoexcitation events (npe 

= 1) resulted in only one oxidized/reduced dye per particle, and therefore a 0% chance of turnover 

for electrocatalysts requiring two or more redox events for turnover. In this case, use of the Beer–

Lambert law distribution was beneficial. However, for all other values of <npe> evaluated, turnover 

yield is larger when uniform photoexcitation occurs instead of using a Beer–Lambert law 

excitation profile. For example, Figure 4 shows nearly identical plots for the dark green sheet 

(<npe> = 8, with Beer–Lambert law generation) and the brown sheet (npe = 4, without Beer–

Lambert law generation) meaning that uniformly exciting dyes is approximately the same as 

having twice as many total excitations that follow a Beer–Lambert law distribution. This is because 

the Beer–Lambert law distribution often results in some photoexcitations that occur too sparsely 

to be useful and others that are so concentrated that the equal-concentration second-order nature 

of the recombination process results in more rapid loss of oxidized/reduced dyes. That is, toward 

the bottom of the stack it is likely that some photoexcitations occur on particles with no other 

photoexcitation events and therefore these events are never able to contribute to the two redox 

events required for turnover of an electrocatalyst. And at the top of the stack the rate of 

recombination is fast because these particles often have significantly more photoexcitations per 

particle than <npe>. Also, notably for the condition of <npe> = 2, uniform photoexcitation provides 

little benefit over photoexcitation that follows a Beer–Lambert law distribution, because the rates 

of equal-concentration second-order recombination are not drastically different for particles with 

few photoexcitations. Collectively, these data suggest that optimal conditions include having a 

very thin layer of strongly-absorbing material or a thick layer of weakly-absorbing material. 

Alternatively, introducing scattering particles to more evenly distribute the incoming light across 

the stack is beneficial. Non-uniform photoexcitation is also problematic for fundamental studies 

of charge carrier dynamics and interfacial electron-transfer processes measured using transient 

absorption spectroscopy, because the ensemble kinetic behavior simultaneously reports on several 

simple first-order and/or second-order kinetic processes but under different initial excitation 

conditions. The aggregate transient absorption signal therefore not follow traditional kinetic 

models, which is a behavior that has been reported previously in the literature.45,47,49–52,61
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Effect of electrocatalyst valency. The model herein shows that the yield for electrocatalyst turnover 

is smaller when an electrocatalyst must be oxidized/reduced twice instead of just once for turnover, 

a fact that is relevant to two-electron-transfer reactions like molecular dihydrogen evolution. 

However, many reactions require even more than two redox events for electrocatalytic turnover. 

For example, oxidation of water to molecular dioxygen occurs via a four electron, four proton 

redox reaction, and in Nature’s oxygen-evolving complex this net reaction is thought to occur via 

a single concerted O–O bond-forming step.76 Because of the large interest in the oxygen evolution 

reaction, and other reactions requiring even more redox equivalents like molecular dinitrogen 

reduction to ammonia (6 electrons and 6 protons) and carbon dioxide reduction to methane (8 

electrons and 8 protons), we performed simulations using electrocatalysts that are capable of 

accumulating 1, 2, or 4 charges prior to turnover, and did so at low (<npe> = 1), intermediate (<npe> 

= 8), and high (<npe> = 80) photon fluences. Figure 5 and Figure S4 show that in order to net 

oxidize/reduce an electrocatalyst four times, especially large fluences are required. However, this 

condition is not beneficial from a recombination perspective and therefore, large values for τrecomb 

/ τhop(Dye–Dye) are needed to observe large values for turnover yield. These data follow the trends 

observed in Figure 2c where there is an optimal fluence that results in the largest turnover yield 

when τrecomb / τhop(Dye–Dye) is large. Collectively, these data suggest that optimal fluence scales with 

the number of redox events required for turnover of an electrocatalyst.

Figure 5. (a) Sheet plots representing the percentage of photoexcited dyes that ultimately contribute to 
the indicated single (1X), double (2X), or quadruple (4X) oxidation/reduction of an electrocatalyst and 
turnover, when electrocatalysts are present at 1% surface coverage at the indicated initial pulsed-light 
excitation fluences. (b) Non-linear least squares sigmoidal best-fits of the data in panel a as a function of 
the ratio of the recombination time constant to the hopping time constant.
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Effect of electrocatalyst coverage. Another parameter evaluated was the percent of positions 

occupied by electrocatalysts rather than dyes. In the base case, maximally twice oxidized/reduced 

electrocatalysts with a 1% coverage – or on average 2.52 electrocatalysts per particle – were used, 

and photoexcitation events were distributed according to a Beer–Lambert law distribution. In 

Figure 6, this condition is used to compare effects with other electrocatalyst coverages of 0.5%, 

2%, and 4%, which correspond to on average 1.26, 5.04, and 10.08 electrocatalysts per particle, 

respectively. While 1% electrocatalyst coverage appears to be optimal when τrecomb / τhop(Dye–Dye) is 

large, higher coverages are optimal as τrecomb / τhop(Dye–Dye) decreases. With increasing coverage of 

electrocatalysts, accumulation of charges at electrocatalysts is more difficult, because the same 

number of oxidized/reduced dyes is diluted over a larger number of electrocatalyst sites. This limits 

turnover yield when τrecomb / τhop(Dye–Dye) is large and therefore turnover is overall ineffective when 

there are too many electrocatalysts in the system. These simulation results are consistent with 

behavior that we observed previously via pulsed-laser spectroscopy experiments.60 If τrecomb / 

τhop(Dye–Dye) is small such that electrocatalyst turnover is poor, dilution of charges among 

electrocatalysts no longer limits turnover yield and instead recombination is limiting. In these 

cases, having a larger coverage of electrocatalysts results in a larger turnover yield because 

oxidizing/reducing an electrocatalyst occurs more frequently. This is clear from the data in Figure 

6 where as τrecomb / τhop(Dye–Dye) increases, the optimal coverage of electrocatalysts changes from 

4% (green sheet) to 2% (light green sheet) and ultimately to 1% (yellow sheet). The condition of 

1% coverage of electrocatalysts remains optimal under the fluences, electrocatalyst coverages, and 

values of τrecomb / τhop(Dye–Dye) evaluated. However, the value of τrecomb / τhop(Dye–Dye) where the 

optimal electrocatalyst coverage changes is dependent on the fluence. At low fluence, the size of 

the band in the sheet plot where the 1% electrocatalyst coverage condition is optimum is largest, 

while the transition of 4% to 1% electrocatalyst coverage being optimum occurs over the smallest 

region in the figure (Figure 6a). At high fluence, τrecomb / τhop(Dye–Dye) must be near-optimal in order 

for 1% electrocatalyst coverage to be most effective at electrocatalyst turnover, and bands for both 

2% and 4% electrocatalyst coverage are large (Figure 6d). This observation is extremely pertinent 

to dye-sensitized photoelectrochemical constructs, where most experimental demonstrations 

report that low coverages of electrocatalysts lead to the largest efficiencies for light-driven oxygen 

evolution through water oxidation.77 Data from our simulations suggest that when the 

electrocatalyst coverage is relatively large (≥ 4%), optimal performance is observed at larger 
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fluences and large values of τrecomb / τhop(Dye–Dye). However, if lower fluences are used, our data 

suggest that a lower coverage of electrocatalysts is optimum.

Effect of pulsed-light excitation versus continuous-wave illumination. A major challenge in using 

the results reported above to predict behaviors of dye-sensitized photoelectrochemical constructs 

is that most often efficiencies for light-driven oxygen evolution through water oxidation are 

measured using conditions of continuous illumination and not initial pulsed-light excitation as 

simulated herein. This prompted us to quantify the yield for electrocatalyst turnover during 

Figure 6. Sheet plots representing the percentage of photoexcited dyes that ultimately contribute to double 
oxidation/reduction of an electrocatalyst when electrocatalyst are present at the indicated surface coverage 
at the initial pulsed-light excitation fluence of (a) <npe> = 1, (b) <npe> = 2, (c) <npe> = 4, or (d) <npe> = 8.
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conditions of continuous illumination, which was mathematically implemented as a probability for 

light excitation at each step in the Monte Carlo simulation.

In order to realize efficiency gains in dye-sensitized photoelectrochemical constructs, detailed 

mechanisms and quantum yields for electron, charge, and energy transfer processes are necessary. 

Common techniques used to probe these processes include transient-absorption spectroscopy and 

time-resolved photoluminescence spectroscopy.45 However, it is not known whether these pulsed-

laser pump–probe techniques can replicate behaviors observed under practical conditions of 

continuous-wave illumination, which is the relevant condition for actual application of these 

photochemical materials systems. For this reason, we modeled the effects of repeated light 

excitation under conditions of solar-simulated illumination for a state-of-the-art dye-sensitized 

solar cell (~20 mA/cm2) but under the caveat that surface-anchored electrocatalysts are present 

and that each requires one, two, or four redox events for turnover to mimic common conditions 

required for electrocatalytic reactions. For electrocatalysts requiring a single redox event for 

turnover, results from repeated light excitation at intensities of effectively 1 Sun and 10 Suns are 

in excellent agreement with results obtained using simulated initial pulsed-light excitation at low 

fluences (<npe> = 0.5 – 1.0 excitations) (Figure 7a). Data obtained for conditions of effectively 

100 Suns excitation were very similar to those under lower light intensities, albeit with small 

differences described in more detail below. When each electrocatalyst required two or more redox 

events for turnover, results over the same range of solar-simulated light intensities could not be 

reproduced by any condition utilizing initial pulsed-light excitation (Figure 7b,c). Also, it is clear 

Figure 7. Sheet plots representing the percentage of photoexcited dyes that ultimately contribute to (a) 
single, (b) double, or (c) quadruple oxidation/reduction of an electrocatalyst and turnover, when 
electrocatalysts are present at 1% surface coverage at the indicated initial pulsed-light excitation fluences 
(colored sheets, taken from Figure 2) or continuous illumination solar-simulated fluences (grayscale 
sheets).
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from these data that turnover yields are no longer the same for each value of τrecomb / τhop(Dye–Dye), 

meaning that τrecomb / τhop(Dye–Dye) is not a reasonable single independent variable for these data and 

that all data in a single sheet can no longer be represented by a sigmodal as a function of τrecomb / 

τhop(Dye–Dye). The sensitivity of turnover yield to the light excitation condition depends on which 

time constant is varied. Starting at the optimal condition of small τhop(Dye–Dye) and large τrecomb, 

turnover yield decreases substantially as the recombination time constant decreases; however, 

turnover yield is nearly constant as the hopping time constant increases. This suggests that the 

optimal condition is one where recombination is dictating the overall turnover yield, for 

electrocatalysts requiring two or four redox events for turnover (Figure 7b,c), but not for 

electrocatalysts requiring a single redox event for turnover (Figure 7a).

The plots shown in Figure 7 are rich in information, but interpreting them when τrecomb / τhop(Dye–

Dye) is not a good indicator of turnover yield is challenging. Therefore, we decided to analyze the 

data under conditions where one time constant is fixed while the other time constant is varied. 

Because of the vastly different yields for electrocatalyst turnover under large and small time 

constant values, we decided that this analysis should be performed for multiple values of the fixed 

time constants, and therefore that the perimeter of the plots shown in Figure 7 would be most 

instructive and representative of the overall behavior. The resulting panoramic plots were 

constructed by starting at the condition where turnover yield is smallest, i.e. where τhop(Dye–Dye) is 

largest and τrecomb is smallest, and reporting turnover yield as the time constants are stepped 

clockwise along the perimeter of the plots in Figure 7a,b. This protocol is shown schematically as 

Figure S5 and the resulting plots are shown in Figure 8a,b. As expected, the plots are nearly 

symmetric for the condition when electrocatalysts required a single redox event for turnover 

(Figure 8a), however the plots are clearly asymmetric for the condition when electrocatalysts 

required two redox events for turnover (Figure 8b). The causes of this asymmetry are due to the 

complex interplay of the competing kinetic processes. To understand which kinetic processes are 

rate-limiting for each set of time constants, it is useful to examine the steady-state number of 

oxidized/reduced molecules present on the surface of the nanoparticles as a function of the 

intensity of repeated light excitation (Figure 8c,d and Figure S6). This is because the relationship 

between the number of charges present at steady-state, the photon fluence, and the recombination 

rate is well known based on detailed balance and Kirchhoff’s current law. It follows that under 

steady-state conditions, per particle, the rate of generation of charges due to photon absorption (G 
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= Ilight) equals the rate of loss of charges due to recombination and electrocatalytic turnover (R), 

which by mass action has the following kinetic rate law,

   (4)𝑅 = 𝑘1(𝑛ssc)𝑣1 + 𝑘2(𝑛ssc)𝑣2

where ki are the rate constants for the rate-limiting reactions, nssc is the steady-state number of 

charges on the nanoparticle, and the vi are the order of the reactions in nssc. Assuming only one 

process with vi ≠ 0 dominates the loss term, R, the following log–log relation and derivative hold,

   , and so (5a)log10[𝑛𝑠𝑠𝑐] =
1
𝑣log10[𝐼𝑙𝑖𝑔ℎ𝑡] ―

1
𝑣log10[𝑘]

   (5b)
𝑑(log10[𝑛𝑠𝑠𝑐])

𝑑(log10[𝐼𝑙𝑖𝑔ℎ𝑡]) =
1
𝑣

Further analysis of this equation for the slope (Equation 5b) reveals that when the light intensity 

is increased by an order of magnitude, such that dlog10[Ilight] = 1, the following relation and ratio 

hold,

   , and so (6a)𝑑(log10[𝑛𝑠𝑠𝑐]) =
1
𝑣 = log10[𝑛ssc_high] ― log10[𝑛ssc_low]

   (6b)
𝑛ssc_high

𝑛ssc_low
= 10

1
𝑣

where high and low stand for the relative conditions of high and low light intensity. Using Equation 

6b to compare the ratio of the steady-state number of charges per particle at several light excitation 

intensities (Figure 8e,f), one can glean the order of the rate-limiting reaction for loss of charges 

and therefore, gain information as to the process that limits the yield for electrocatalyst turnover.

Starting with the data in Figure 8c,d, these plots are clearly asymmetric, irrespective of whether 

the trends in electrocatalyst turnover yield are nearly symmetric (Figure 8a) or asymmetric (Figure 

8b). This suggests that the number of charges present at steady-state is not the only indicator of 

the asymmetry in the trends for turnover yield. The number of steady-state charges reaches a 

maximum value when both τhop(Dye–Dye) and τrecomb are at their maximum value (Figure 8c,d, 

boundary 1|2), which is not the optimal condition for turnover yield. Irrespective, this condition 

makes sense because a large value for τrecomb means that recombination is slow and a large value 

for τhop(Dye–Dye) means that a long time is required for an oxidized/reduced dye to encounter an 

electrocatalyst so that the charge can then be lost due to turnover. Under this condition, turnover 
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yield is nearly the same as under the optimal condition where instead τhop(Dye–Dye) is small (Figure 

8a,b). This means that when recombination is slow, hopping does not limit turnover yield, which 

is a conclusion that is consistent with the analysis of the data in Figure 7a,b.
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Before analyzing the trends in the orders of the rate-limiting reactions shown in Figure 8e,f, it is 

useful to understand how each reaction order is manifest in the data shown in Figure 8e,f and what 

reaction order is expected for each rate-limiting reaction. Based on Equation 6b, a reaction that is 

second-order in the number of charges per particle will yield a ratio for the steady-state number of 

charges per particle of 3.16 and a reaction that is first-order in the number of charges per particle 

will yield a ratio of 10. In order to determine the reaction order in the number of charges per 

particle for each kinetic process that results in loss of charge, simulations were performed using 

initial homogeneous pulsed-light excitation in the presence of only one kinetic process for loss of 

charge. The rate of recombination was found to exhibit a second-order dependence on <nssc> due 

to recombination having a first-order dependence on the number of oxidized/reduced molecules 

and a first-order dependence on the equal number of charges in the semiconductor nanoparticle 

(Figure S7a). However, when photon fluence is low such that <nssc> ≤ 1, a single recombination 

event per particle removes all of its charge carriers meaning that each particle only has a binary 

state of having zero or one charge-separated state and therefore the ensemble average behavior 

over all particles is in fact first-order in <nssc> (Figure S7b). This is shown in Figure S7b for the 

hypothetical scenario when npe is the same for each particle, and in which case the observed 

ensemble recombination behavior is second-order in npe when <npe> > 1, but first-order in npe when 

<npe> < 1. Interestingly, the rate of electrocatalyst turnover is approximately first-order in the 

number of charges per particle over the majority of the charge-separated-state lifetime for the 

oxidized/reduced dyes (Figure S7c), irrespective of the number of electrocatalysts per particle.

The data in Figure 8e suggest that under all light excitation intensities studied and irrespective of 

the values of τhop(Dye–Dye) and τrecomb, <nssc> scales nearly linearly with the photon fluence and so 

the ratio of steady-state charges equals 10. At boundary 0|1, a ratio of 10 is expected because <nssc> 

< 1 (Figure 8c) and ~80% of the molecular charges are lost due to recombination while the 

remainder contribute to electrocatalyst turnover (Figure 8a), which is also first-order in number of 

charges per particle. At boundaries 1|2, 2|3, and 3|4, the ratio of ~10 is expected because >80% of 

the molecular charges contribute to electrocatalyst turnover (Figure 8a). At boundary 1|2, <nssc> > 

1 at high fluence and some particles likely have nscc > 1 at low fluence (Figure 8c) and therefore, 

since < 20% of the molecular charges are lost due to recombination some second-order behavior 

should be apparent contributing a ratio of ~3, but this in only a minor contribution to the data in 

Figure 8e. It is challenging to draw additional conclusions from these data due to their near 

Page 22 of 31Sustainable Energy & Fuels



23

independence on the time constants or light excitation conditions on the observed behavior, and 

poor signal-to-noise for the lowest excitation condition. However, this is not the case for 

electrocatalysts that require two redox events for turnover (Figure 8f).

For electrocatalysts that require two redox events for turnover, all processes that result in the loss 

of molecular charges require two oxidized/reduced dyes. However, rates of electrocatalyst 

turnover and rates of recombination when <nssc> < 1 exhibit first-order dependencies in the number 

of charges (Figure S7b,c). Therefore, it is not surprising that the data in Figure 8f exhibit different 

ratios for the steady-state number of charges per particle as a function of time constants and light 

excitation conditions. At boundary 0|1, the ratio of steady-state charges equals ~10, which is 

expected because at all light excitation intensities, <nssc> < 1 (Figure 8d) and ~100% of the 

molecular charges are lost due to recombination (Figure 8b). At boundary 1|2, <nssc> > 1 at high 

fluence and some particles likely have nscc > 1 at low fluence (Figure 8d) and therefore, since > 

70% of the molecular charges are lost due to recombination, a significant contribution from 

second-order behavior should be apparent contributing a ratio of ~3 as shown in Figure 8f. This 

same behavior occurs at boundary 2|3, although at high fluence turnover yield is larger (Figure 

8b), and so there is a more significant contribution from the first-order behavior of electrocatalyst 

turnover. Under this condition, the ratio of steady-state charges equals ~2, which suggests that 

turnover is larger than second order in the number of charges per particle (Equation 6b) or that the 

observed rate constant for turnover increases at higher fluences (Equation 4). The data in Figure 

S7c suggest that for the electrocatalyst coverages and fluences used here, the rate constant does 

increase considerably, which explains the even lower ratio observed as a global minimum near 

boundary 2|3 (Figure 8f). Lastly, first-order behavior occurs at boundary 3|4 and boundary 4|0 

(Figure 8f), which is expected since turnover yield decreases to < 10% in these regions (Figure 

8b).

The consequences of the behavior and limiting mechanisms described above are important in that 

for the case of electrocatalysts that each require one redox event for turnover, the four boundaries 

at 1|2, 2|3, 3|4, and 4|0 = 0|1 show drastically different <nssc> as a function of both illumination 

intensity and time constants, yet the steady-state number of oxidized/reduced molecules is almost 

always entirely linear in the photon fluence, with a ratio equal to ~10. This suggests that the 

fluence-dependence of the rate-limiting recombination reaction is responsible for the symmetric 
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trends in turnover yield observed for the data shown in Figure 8a. This also helps to explain the 

minor asymmetry observed at boundary 1|2 under 100 Suns of repeated light excitation where 

<npe> > 1 and turnover yield only equals ~60%, meaning that second-order recombination with a 

ratio ~3 occurs for ~40% of the oxidized/reduced molecules. Unfortunately, the signal-to-noise 

ratio of the data in Figure 8e is too small to definitely observe that trend. This rationale also 

suggests that the large asymmetric trends in turnover yield observed in Figure 8b are due to the 

order of the photon fluence on the rate-limiting recombination reaction. For these data, the order 

of the rate-limiting reaction on <nssc> ranges from linear (boundary 0|1) to quadratic (boundary 

1|2) to linear but with variable rate constant (boundary 2|3) and again to nearly linear (boundary 

3|4). The anomalous asymmetry in Figure 8b is most apparent near boundaries 1|2 and 3|4, which 

are regions that are symmetric in turnover yield behavior at low fluence for electrocatalysts that 

require a single redox event for turnover (Figure 8a). The asymmetry in turnover yield near these 

regions and for any simulated fluence with electrocatalysts that require two redox events for 

turnover is due to second-order recombination-limited loss and partially first-order electrocatalyst 

turnover loss that dominate near boundary 1|2 in comparison to the predominantly first-order 

ensemble recombination loss that dominates near boundary 3|4.

The implications of these results are very important for dye-sensitized photoelectrochemical cells 

and related solar fuels constructs. It is clear that a range of observed kinetic dependencies will 

occur for the various processes that are operative in dye-sensitized photoelectrochemical materials 

under constant solar-simulated illumination at 1 – 100 Suns. This means that performing simple 

kinetic fits to data and analysis of trends will be greatly convoluted by whether each semiconductor 

nanoparticle has greater than or less than one charge at steady-state. In reality, this behavior is 

even more complex than reported herein because our models assumed that charges on 

oxidized/reduced dyes could not transport to other semiconductor particles, that all particles were 

identical in size, and that there was no distribution in the electronic states in the semiconductor or 

in the molecular states such that the kinetics could be described by straightforward traditional 

kinetic rate laws based on the law of mass action. Collectively, these data suggest that kinetic 

behaviors observed in dye-sensitized photoelectrochemical cells may not be due to heterogeneous 

environments or non-ideal kinetic processes, but rather the complex interplay of limiting regimes 

in chemical catalysis that are pertinent to these constructs. Data from these simulations also suggest 

that, experimentally, kinetics observed using pulsed-laser spectroscopies may represent a 
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convolution of several traditional kinetic equations even if there is a single underlying kinetic 

phenomena present. This underscores an even broader conclusion from this study, which is the 

observation that for electrocatalysts that required multiple redox events for turnover, the conditions 

of initial pulsed-light excitation could not reproduce the behavior observed based on simulations 

that mimic the conditions of continuous illumination. Thus, the fundamental time constants for 

kinetic processes must be obtained using any pulsed-laser fluence but then based on the values 

obtained, a specific pulsed-laser fluence must be used in order to predict the performance of the 

materials system under real-world sunlight illumination. This is unfortunate because it requires a 

larger degree of experimental specificity and interpretation when performing meaningful 

experiments on these materials systems. For materials systems whose electrocatalysts only require 

that they are oxidized/reduced once for turnover, a specific laser fluence consistent with exciting 

approximately one dye per particle should mimic the performance under continuous illumination, 

assuming the underlying materials geometry, molecular arrangements, and mechanistic kinetic 

processes used in the models presented herein are accurate for the systems under study. These 

conclusions are consistent with experimental observations and analyses previously reported in the 

literature, which are conflicting on the mechanisms, kinetics processes, and even order of reactions 

in charges that are operative in dye-sensitized photoelectrochemical constructs45,78,79 and therefore, 

this remains a very active area of research.

Conclusions

This work developed and reported a new and advanced model for charge transport across dye-

sensitized materials that is most pertinent to photoelectrochemical cells for solar fuels constructs. 

Results from simulations indicate that the largest yields for electrocatalyst turnover occur when 

the ratio τrecomb / τhop(Dye–Dye) is large and that while higher fluences result in larger absolute rates 

of electrocatalyst turnover, the yields decrease for electrocatalysts that require two 

oxidations/reductions for turnover. In general, simulation results also suggest that yield for 

electrocatalyst turnover is largest when the total absorbance of the sample is low or scattering 

particles are introduced to randomize excitation over the thickness of the nanoparticle stack. 

Results also suggest that having 1% coverage of electrocatalysts, which equates to ~2.5 

electrocatalysts per particle, maximizes the turnover yield for the geometry and parameters 
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considered in the model. The simulations also show that simulated continuous illumination can be 

attained through repeated light excitation and in this case observed kinetic behavior can be first-

order or second-order in the number of charges per particle, or some linear combination of these 

processes. Under simulated 1 Sun excitation conditions incorporating dyes used in state-of-the-art 

dye-sensitized solar cells, on average less than one oxidized/reduced dye is present per particle at 

steady-state and the purely second-order kinetic processes for recombination results in ensemble 

first-order kinetic behavior due to the binary redox state of each nanoparticle. This suggests that 

for effective dye-sensitized photoelectrosynthetic cells for solar fuels production, a low coverage 

of electrocatalysts is best and depending on the illumination intensity and electron-transfer time 

constants, yields for electrocatalyst turnover can be quite high under solar-simulated conditions.
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