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Abstract

Thermochemical looping splitting of water and carbon dioxide (CO2) with greenhouse-gas-free 

(GHG-free) energy has the potential to help address the Gt-scale GHG emissions challenge. 

Reaction thermodynamics largely contributes to the main bottlenecks of cost reduction for 

thermochemical looping water/CO2 splitting cycle. Here, we analyze thermodynamic driving 

forces in such cycles with two-phase ternary ferrites as model systems. We find that cation 

configurational entropy chiefly determines the change of partial molar entropy with oxygen 

stoichiometry. In addition, our phase diagram analysis accurately predicts the optimal Fe ratio for 

maximal water/CO2 splitting capacity in thermal reduction and in chemical reduction based cycles, 

underlining the significance of phase boundary positions. With chemical reduction, >10% CO2 

conversion and high oxygen exchange capacity can both be achieved. Furthermore, our reduced 

Gibbs free energy model illustrates critical thermodynamic factors that influence the water/CO2 

splitting capacity. Our research reveals the thermodynamic driving forces underlying the 

unconventional high-capacity Fe-poor ferrites, further explained via phase diagrams of Fe-Co-O, 

Fe-Ni-O and Fe-Mg-O. Future materials improvements can be guided by our reduced Gibbs free 

energy model. 
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Introduction

Greenhouse gases (GHGs) are now being emitted globally at a rate of ~50 Gt-CO2-equivalent per 

year from transportation, electricity/heat production, industry, agriculture and land use 1. As a 

result, atmospheric carbon dioxide (CO2) concentration recently has gone beyond 400 ppm, while 

it never exceeded 300 ppm before the industrial revolution 2. To hold “the increase in global 

average temperature to well below 2°C above pre-industrial levels” 3–8, the net emission of GHGs 

from human activities needs to reduce to negligible or negative levels in the upcoming decades 
9,10. 

A promising way to lower GHG emissions is to produce GHG-free hydrogen (H2) at around $1/kg 

cost, which would be competitive with its production via steam reforming of fossil fuels 11. Low-

cost, Gt-scale and GHG-free H2 can help decarbonize industrial heat and feedstocks (e.g., heat 

needed to make steel, cement, ammonia, and hydrogen feedstock for ammonia, petrochemical, and 

biofuel industries) and potentially transportation (biofuel vehicles and heavy-duty hydrogen 

vehicles), and it can also act as an energy storage medium for intermittent renewables 12. Using 

GHG-free energy, water splitting can produce GHG-free H2 through electrolysis 13–15, 

photo(electro)chemistry 16 and artificial photosynthesis 17. While these routes have advantages 

such as flexibility, mild conditions, and reasonably high efficiency, it is noteworthy that the 

chemical infrastructure today at the Gt-scale relies almost exclusively on thermochemical 

processes. Hence, such dominance of thermochemistry warrants research in creating options for 

thermochemical looping water splitting to leverage existing industrial expertise. 

Another approach to help achieve the GHG emission reduction goal is synthetic transformation of 

CO2 into chemicals and fuels, which can offer the potential for emission reductions and even 

negative emissions 18–25. Splitting CO2, a relatively stable molecule, into oxygen (O2) and carbon 

monoxide (CO), a more energy-rich molecule that can form the basis for organic compounds 

including hydrocarbon fuels 20, is a critical first step to transforming CO2. Similar to the discussion 

above on water splitting routes, thermochemical looping CO2 splitting has the promise of 

leveraging the Gt-scale chemical infrastructure today.
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Chemical looping breaks down a target reaction into several reactions and it is a versatile platform 

technology to produce heat and chemicals 26–29. Such cyclic processes often involve a solid 

material going through thermochemical reactions. Hydrogen production research and development 

include several examples of chemical looping with a metal oxide as an oxygen carrier. 

When the metal oxide is reduced by increasing temperature, the chemical looping water splitting 

usually refers to two-step thermochemical water splitting 30–35. Here a metal oxide ( , where M MOx

can be a combination of multiple metal cations) goes through two oxygen exchange reactions:

Thermal reduction at high temperature TH: (1)MOx → MOx * + 
(x - x * )

2 O2

Water splitting at a usually lower temperature TL: MOx * + (x - x * )H2O → MOx + (x - x * )H2

(2)

And the net reaction is [H2O→
1
2O2 +  H2](x ― x ∗ )

Instead of the thermal reduction in (1), the metal oxide also can be reduced chemically at a 

temperature usually lower than TH. Commonly investigated reducing agents include coal and 

natural gas28,36–41. CO2 emission from the reduction reaction needs to be avoided by measures like 

CO2 capture and sequestration to achieve GHG-free splitting of water/CO2. Taking CH4 as an 

example:

Chemical reduction at temperature TLooping:

                                                                 (3)MOx +  
(x - x * )

4 CH
4
 → MOx * + 

(x - x * )
2 H

2
O +

(x - x * )
4 CO2

Additionally, instead of the water splitting in (2),  alternatively can split CO2 into CO 42: MOx *

CO2 splitting at TL:    (4)MOx * + (x - x * )CO2 → MOx + (x - x * )CO

In chemical reduction based thermochemical looping cycles, TL is usually the same as TLooping. 
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The CO2 splitting thermochemical looping cycles (with either thermal reduction or chemical 

reduction) are used for analyses in this paper unless otherwise noted. Since the reaction 

thermodynamics is very similar between water and CO2 splitting 43,44, the analysis and conclusions 

are applicable to both situations.

The main technological requirements for lowering the product cost in the thermochemical looping 

cycle include: 1) large thermodynamic equilibrium CO2/water splitting capacity (45; defined in 

Subsection 1 of Results and discussion) at feasible conditions, usually described as a large 

oxygen release from the oxide at a practical temperature and oxygen partial pressure ( ) 46, and 𝑝𝑂2

a high CO2/water conversion; 2) fast reaction kinetics that enables a short cycle time 47–49; and 3) 

long-term cyclability of both the reactor and the redox material. 

Reaction thermodynamics affects many of the bottlenecks above. For reactions (1) - (4) to proceed 

(i.e., have a negative Gibbs free energy change), we derived constraints with respect to the partial 

molar enthalpy ( ) and entropy ( ) of oxygen for MOx (Subsection 1 of Results and discussion). ℎO 𝑠O

Common metal oxides for two-step thermochemical CO2/water splitting have  spanning a large ℎO

range but  is usually lower than needed 43,44. Therefore, analyzing the source and change of  𝑠O 𝑠O

is critical for directing materials design. For example, a strategy of simultaneous cation redox in a 

perovskite was reported to increase absolute  50.𝑠O

Recently, iron(Fe)-poor ferrite (FeyM1-yOx where y < 2/3) was found to have a counterintuitively 

high capacity of CO2 splitting compared to the traditional Fe-rich ferrites (y ≥ 2/3) in the two-step 

thermochemical cycle (with thermal reduction) 51. Even more recently, in the case of 

thermochemical looping hydrogen production with chemical reduction, various Fe-poor ferrites 

were shown to have much higher capacity and water-to-H2 conversion compared to the benchmark 

material, Fe3O4-FeO-Fe 52. Technoeconomic analysis suggests that such Fe-poor ferrites offer the 

promising prospect of thermochemical looping H2 production at  < $2/kg-H2 52. 

In both cases above, Fe is the redox active element. The H2O/CO2 splitting capacity of these ferrites 

comes from phase transformation, where one phase is oxygen-poor and the other is oxygen-rich. 

In CO2 splitting thermochemical looping cycle, a larger phase swing between thermal/chemical 

reduction and CO2 splitting conditions gives a higher CO2 splitting capacity. For Fe-Co-O, Fe-Ni-
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O and Fe-Mg-O systems, under thermal reduction based thermochemical looping conditions, the 

oxygen-poor phase is usually rocksalt and the oxygen-rich phase is spinel; when doing chemical 

reduction based thermochemical looping, the phases can be an oxygen-poor metallic phase and an 

oxygen-rich spinel phase 53–55. Van’t Hoff analysis was conducted on these ferrites to derive  ℎO

and  51. However, the fundamental reasons that cause the counterintuitive dependence of CO2 𝑠O

splitting capacity on the Fe ratio remain unidentified. 

Here, we analyze the thermodynamic driving forces in Fe-poor (represented by ) Fe0.45Co0.55Ox1

and Fe-rich (represented by , namely, ) ferrites during thermochemical Fe2/3Co1/3Ox2
CoFe2O3x2

looping cycles. By means of CALPHAD-FactSage simulations 56, we find that the change in partial 

molar entropy  with oxygen stoichiometry x is determined primarily by cation configurational 𝑠O

entropy for these ternary ferrites. We computed the other main entropy component, lattice 

vibrational entropy, via Hubbard-corrected density functional theory (DFT), known as DFT+U 57–

60. Additionally, we analyzed a generic phase diagram of two-phase systems to derive the optimal 

Fe ratio for maximal CO2 splitting capacity, illuminating the significance of phase boundary 

positions. Finally, we built a reduced Gibbs free energy model to illustrate fundamental 

thermodynamic factors that influence the CO2 splitting capacity.

Results and discussion 

1. Entropic driving force in ternary ferrites

In this section, we extract thermodynamic equilibrium properties of the metal oxide from the 

CALPHAD database, the accuracy of which we verified by our own thermogravimetric 

measurements and elemental analyses (see Figs. S1-S2, Table S1, and Subsections 1-4 in 

Supplementary Text of Electronic Supplementary Information (ESI)). The thermodynamic 

requirements for reactions (1)/(3) and (4) to proceed are 51

( ― ℎO) < 𝑇H( ― 𝑠O) ―
1
2(𝐻°

O2
― 𝑇H[𝑆°

O2
― Rln

𝑝O2

𝑝𝑟𝑒𝑓]) (5)
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where  is the (equivalent) oxygen partial pressure during thermal or chemical reduction.𝑝O2

and

( ― ℎO) > 𝑇L( ― 𝑠O) ― (𝐻°
CO2

― 𝐻°
CO) + 𝑇L[𝑆°

CO2
― 𝑆°

CO ― Rln
𝑝𝐶𝑂2

𝑝𝐶𝑂 ] (6)

where  and  are partial pressures of CO2 and CO, and the partial molar properties are 𝑝𝐶𝑂2 𝑝𝐶𝑂

defined as

ℎO(𝑥1) = lim
𝑥2→𝑥1

𝐻MO𝑥1
― 𝐻MO𝑥2

𝑥1 ― 𝑥2

and

𝑠O(𝑥1) = lim
𝑥2→𝑥1

𝑆MO𝑥1
― 𝑆MO𝑥2

𝑥1 ― 𝑥2

Expressions (5) and (6) have a linear form of  vs.  (red and blue lines, respectively, ( ― ℎO) ( ― 𝑠O)

in Figs. 1C-1D). In the plane of  vs. , if the properties of an active oxide  lie ( ― ℎO) ( ― 𝑠O) MOx

below the red line formed by (5), it can be reduced until the oxygen content x reaches a value such 

that an equality of (5) would hold; if an  lies above the blue line formed by (6), it can get MOx

oxidized by CO2 and produce CO at temperature TL until x reaches a value such that the equality 

of (6) holds. Temporarily neglecting the temperature dependence of  and , the purple area ℎO 𝑠O

formed by these two lines is the thermodynamically feasible zone of the thermochemical looping 

cycle. 

The case of a thermal reduction based cycle is used in this subsection for illustration purposes. 

Figs. 1A-1B depict an equilibrium cycle constructed to separate temperature change and oxygen 

exchange, though the equilibrium cycle does not exactly reflect a real reaction pathway of a 

thermochemical looping cycle in practice. Solid red and blue curves in Figs. 1A-1B correspond to 

the representative Fe-poor (panel A) and Fe-rich (panel B) ferrites at TH and TL, respectively. In 

the equilibrium cycle, a ferrite heats up from state 1 to state 2 (yellow circles denoting states 

discussed) with a constant oxygen stoichiometry x and then isothermally releases O2 at TH to reach 

state 3; afterwards, the reduced ferrite cools down to state 4 with a constant x and then isothermally 
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splits CO2 at TL to get back to state 1. Since state 3 has the same solid-state oxygen to metal ratio 

as state 4, the thermodynamic equilibrium CO2 splitting capacity is defined as the change of x in 

 between states 1 and 3. In Fig. 1, state 1 has TL = 800 °C and  = 1:400 (  = 10-13.25 atm), MOx
𝑝𝐶𝑂

𝑝𝐶𝑂2
𝑝𝑂2

and state 3 has TH = 1300 °C and  = 10-5 atm. Given a temperature,  corresponds to an 𝑝𝑂2

𝑝𝐶𝑂

𝑝𝐶𝑂2

equivalent  via the equilibrium of . Simple inspection of the specific case drawn 𝑝𝑂2 CO2⇌
1
2O2 +CO

in Figs. 1A-1B reveals that the thermodynamic equilibrium CO2 splitting capacity of 

 is about 50% larger than that of : The change of x for the Fe-poor Fe0.45Co0.55Ox1
Fe2/3Co1/3Ox2

ferrite is 0.6, and that for the Fe-rich ferrite is 0.4.

The equilibrium cycle can be visualized in the plot of thermodynamic requirements of reactions 

(1) and (4), which illustrates the thermodynamic driving force of these reactions. In Figs. 1C-1D, 

the set of dots connected by line segments show  and  of ferrites at 1300 °C (red) and 800 °C ℎO 𝑠O

(blue), where the change of x between two neighboring dots is a constant of 0.0035 (mol-O/mol-

M) for . The  vs.  trajectories show a strong dependence on temperature, and the dots MOx ℎO 𝑠O

connected by line segments should only be compared against the line for the same temperature. 

Despite the temperature mismatch, the dot for state 4 happens to be close to the 1300 °C straight 

line, and the dot for state 2 is close to the 800 °C line (especially for the Fe-poor ferrite in Fig. 

1C). This shows that neglecting the temperature dependence of  and  when using diagrams ℎO 𝑠O

like Figs. 1C-1D can still give a relatively accurate estimation of thermodynamic equilibrium CO2 

splitting capacity, as often seen in published van’t Hoff analyses 44,51. In general, for a material 

whose dots are dense in the thermodynamically feasible zone, its  and  properties remain ℎO 𝑠O

feasible for the two-step cycle across a large range of x, leading to a large thermodynamic 

equilibrium CO2 splitting capacity. The density of dots between 1 and 4 and between 2 and 3 is 

higher for  than for , and therefore,  has a higher Fe0.45Co0.55Ox1
Fe2/3Co1/3Ox2

Fe0.45Co0.55Ox1

oxygen exchange capacity because of a larger range of x, giving a larger total entropy of reduction. 

Since analyzing the source and change of  is critical for directing materials design as mentioned 𝑠O

in the Introduction, we compare the contribution from cation configurational entropy to the partial 

molar entropy of oxygen, , against  in Figs. 1E-1H. 𝑠O, config 𝑠O
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𝑠O,config(𝑥1) = lim
𝑥2→𝑥1

𝑆config,MO𝑥1
― 𝑆config,MO𝑥2

𝑥1 ― 𝑥2

where  is the cation configurational entropy of , assuming random mixing of Fe2+, 𝑆config,MO𝑥 MOx

Fe3+, Co2+ and Co3+ cations within each type of site (rocksalt octahedral, spinel tetrahedral, and 

spinel octahedral sites). Thus  represents partial molar cation configurational entropy of 𝑠O,config(𝑥)

oxygen.

The change of  with x is similar to that of  at both 800 °C (Figs. 1E-1F) and 1300 °C 𝑠O 𝑠O,config

(Figs. 1G-1H). Therefore, the dense dots in Fig. 1C of the high-capacity Fe-poor ferrite 

 originates from the slow change of  and with x, and the change of  is largely Fe0.45Co0.55Ox1
𝑠O ℎO 𝑠O

determined by the cation configurational entropy.

Note that among the two phases that exist in equilibrium, spinel and rocksalt, the rocksalt phase 

exhibits higher configurational entropy than spinel because of the distribution of four distinct 

metallic species over a larger number of degenerate cation sites. Specifically, rocksalt has 33% 

more cation sites than spinel per O and all cation sites in rocksalt are octahedral while spinel has 

a distinct set of tetrahedral and octahedral cation sub-lattices. Hence, if a higher amount of the 

rocksalt phase emerges during thermal reduction, the resultant larger change in cation 

configurational entropy will drive up the overall entropy change in the solid.

2. First-principles calculation of vibrational entropy 

To evaluate the contribution of vibrational entropy to the overall entropy change upon thermal 

reduction and/or CO2 splitting, we obtained the phonon density of states via DFT+U calculations 

(see Subsection 5 in Supplementary Text of ESI and Fig. S3 for details). The initial lattice 

parameters of both the rocksalt and spinel phases came from synchrotron X-ray diffraction data of 

quenched materials (Fig. S4), described in Subsection 6 in Supplementary Text of ESI. 

Specifically, we calculated the molar vibrational entropy ( , see Fig. 2A), normalized per mole 𝑆𝑣𝑖𝑏

of oxygen, for the rocksalt and spinel compositions that correspond to states 1 and 3 in Figs. 1A 

and 1B. We based our  calculations on special quasirandom structures (SQSs) 61, since both 𝑆𝑣𝑖𝑏

the rocksalt and spinel phases are disordered at TH and TL (Fig. S5). We chose the specific 
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compositions of the spinel and rocksalt at the two different temperatures to minimize errors against 

CALPHAD-simulated compositions at the corresponding temperatures (Fig. S6, Table S2). The 

vertical dotted red lines in Fig. 2A correspond to the thermal reduction and CO2-splitting 

temperatures, while solid (dashed) lines indicate the solid phases with compositions corresponding 

to TL (TH). Importantly, the  for the rocksalt phase is always higher than the corresponding 𝑆𝑣𝑖𝑏

spinel phase at all temperatures considered, which is consistent with the fact that rocksalt has more 

atoms per O (nominal stoichiometry of MO, where M = Fe, Co) than the spinel (M0.75O). Fig. 2B 

displays the contribution of  to the solid entropy change as the ferrite is heated and reduced 𝑆𝑣𝑖𝑏

from state 1 to state 3, along with the total entropy changes and cation configurational entropy 

changes obtained from CALPHAD simulations. Although the total solid entropy change of the 

rocksalt+spinel two-phase state is quite similar between Fe-poor and Fe-rich ferrites, the 

contribution of  is lower in Fe-poor compared to Fe-rich ferrites, highlighting that 𝑆𝑣𝑖𝑏

configurational entropy is the predominant entropic driver in Fe-poor ferrites for the two-step cycle, 

as it has the same trend as the total entropy change.   

3. Predicting the optimal iron ratio from phase diagrams

Here we develop a generic phase diagram analysis method that predicts the optimal metal 

composition for maximizing phase swing in phase transformation reactions. In the case of thermal 

reduction based thermochemical looping, we can predict the optimal Fe ratio for high CO2 splitting 

capacity by analyzing phase diagrams like those of Fig. 3A, which displays the spinel-rocksalt 

phase boundaries of the Fe-Co-O system at 1300 °C and 800 °C. The two horizontal dashed lines 

are at  = 10-5 atm for thermal reduction (top panel) and  = 10-13.25 atm (CO:CO2 = 1:400) for 𝑝𝑂2 𝑝𝑂2

CO2 splitting (bottom panel). 

A large phase swing is desirable, so the optimal Fe ratio should occur in the two-phase region with 

boundaries delineated by the two vertical dashed lines in Fig. 3A. For an arbitrary Fe ratio y (such 

as the vertical solid purple line), the rocksalt phase fraction is  at the thermal reduction condition, 
𝑚

|𝐴𝐵|
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TH, and drops to  at the CO2 splitting condition, TL.  and  are the extents of the 
𝑛

|𝐶𝐷| |𝐴𝐵| |𝐶𝐷|

miscibility gap at TH and TL, respectively. The goal is to maximize the phase fraction swing, 

 = (6)
𝑚

|𝐴𝐵| ―
𝑛

|𝐶𝐷| =
𝑛 + 𝑚0

|𝐴𝐵| ―
𝑛

|𝐶𝐷| = 𝑛( 1
|𝐴𝐵| ―

1
|𝐶𝐷|) +

𝑚0

|𝐴𝐵|

Equation (6) shows that  is a linear function of , which can take any value from 0 to  𝑛 |𝐶𝐷| ― 𝑛0

in the two-phase region. Then the sign of  determines the  value that maximizes . ( 1
|𝐴𝐵| ―

1
|𝐶𝐷|) 𝑛

For Fig. 3A, , which is typical for most systems since the extent of miscibility gap 
1

|𝐴𝐵| ―
1

|𝐶𝐷| > 0

tends to decrease in size as temperature increases. Hence,  gives the optimal 𝑛 = 𝑛𝑚𝑎𝑥 = |𝐶𝐷| ― 𝑛0

Fe ratio, which occurs at the rocksalt phase boundary of the 1300 °C phase diagram. In other 

words, given temperature and  conditions for thermal reduction and CO2 splitting reactions, the 𝑝𝑂2

maximum CO2 splitting capacity, max, will be achieved if the overall Fe ratio of the two-phase 

system coincides with that of the rocksalt (oxygen-poor) phase boundary at the thermal reduction 

condition, TH.

The phase diagram analysis above accurately predicts the optimal Fe ratio, shown in Figs. 3B-3D 

and Fig. S7 for Fe-Co-O, Fe-Ni-O and Fe-Mg-O. The vertical dashed black lines indicate the 

optimal Fe ratios predicted by the phase diagram analysis. The curves are thermodynamic 

equilibrium CO2 splitting capacities from the CALPHAD model, represented by the change of 

oxygen stoichiometry, Δx, between thermal reduction and CO2 splitting conditions (Subsection 4 

in Supplementary Text of ESI). Different curve colors correspond to different CO:CO2 ratios. 

Just as indicated by the phase diagram analysis above, the optimal Fe ratio depends on the thermal 

reduction condition but not on the CO:CO2 ratio of the CO2 splitting step. Importantly, our phase 

diagram analysis correctly predicts the composition corresponding to the maximal capacity, which 

occurs at the rocksalt phase boundary at TH.

Combining the phase diagram analysis results in Fig. 3 and Fig. S7, we can tell that the best 

spinel/rocksalt Fe-M-O materials need to have the following: (i) at TL, the phase boundary between 

rocksalt (MO-rich) and spinel (Fe3O4-rich) should be as wide as possible. This would give a large 

|CD|. (ii) at TH, rocksalt phase MO has as high solubility of FeO as possible. This would give a 

small |AB|.
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The CO:CO2 ratios when analyzing the thermal reduction based thermochemical looping above 

are generally too small for practical CO2 splitting applications. On the other hand, CO:CO2 ratios 

and the corresponding (equilibrium) CO2 conversions are much higher in the case of chemical 

reduction based thermochemical looping. For such a cycle at TLooping = 700 °C, we use the phase 

diagram Fig. 4A where BCC and FCC metallic phases are merged into a single region just for the 

purpose of the current analysis. The original full phase diagram is given in Fig. S8. The chemical 

reduction condition is  = 10-20.5 atm, a typical value with a reducing agent present 52. Two CO2 𝑝𝑂2

splitting conditions used in this study are  = 10-18.5 atm (CO:CO2 = 1:24, equilibrium CO2 𝑝𝑂2

conversion = 4%), and  = 10-19.5 atm (CO:CO2 = 1:8, equilibrium CO2 conversion = 11.1%). 𝑝𝑂2

Note here that the chemical reduction and CO2 splitting happen with the spinel+metal phase 

combination instead of the spinel+rocksalt combination. Nevertheless, the expression (6) for phase 

ratio swing still holds in this case. For Fig. 4A, , therefore,  
1

|𝐴𝐵| ―
1

|𝐶𝐷| > 0 𝑛 = 𝑛𝑚𝑎𝑥 = |𝐶𝐷| ― 𝑛0

gives the optimal Fe ratio, which occurs where the metals phase boundary crosses the line for 

chemical reduction . Our phase diagram analysis correctly predicts the optimal metal 𝑝𝑂2

composition as Fig. 4B shows.

Because this approach does not require information on oxygen stoichiometry, such predictions that 

are based on inspecting phase diagrams can expedite both materials searches for the maximal 

oxygen exchange capacity as well as the selection of thermal/chemical reduction and CO2 splitting 

conditions. Additionally, the analysis above highlights the importance of miscibility gap in 

materials design, so strategies to tune phase boundary and miscibility gap such as size effects 62,63 

and cation mixing 64,65 may be utilized to improve the CO2 splitting capacity of phase swing 

materials.

4. Reduced Gibbs free energy model

The previous section showed that phase boundary positions determine the maximal phase fraction 

swing of a two-phase material for thermochemical looping water/CO2 splitting, while the phase 

swing in turn determines the water/CO2 splitting capacity. Hence, connecting material 
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thermodynamic parameters with phase boundary positions should help uncover the critical 

parameters for CO2 splitting capacity improvement.   

Inspired by the phase diagram analysis in Fig. 3A, we develop a simple approach to determine the 

phase diagram by using the following Gibbs free energy (G) function for spinel and rocksalt phases 

in Fe-Co-O, Fe-Ni-O, and Fe-Mg-O systems. For each phase at a specific temperature, we used 

the following relation to fit the CALPHAD-based Gibbs energy plotted in Figs. S9-S11:

𝐺 = 𝐶 +  ∆𝐺y + 𝑅𝑇[𝑦ln𝑦 + (1 ― 𝑦)ln (1 ― 𝑦)] + [𝛽1𝑦 + 𝛽2(1 ― 𝑦)]𝑦(1 ― 𝑦) + 𝛼𝑅𝑇𝑦log10 𝑝𝑂2

G is the Gibbs energy of the solid phase (per mole of metal) which depends on y (the Fe ratio) and 

, resulting in a 3D “G surface”. Here a binary sub-regular solution model was used to log10 𝑝𝑂2

approximate the CALPHAD model of spinel and rocksalt phases with four types of cations (Fe2+, 

Fe3+, Co2+ and Co3+) plus cation vacancies. The fitting parameters have the following physical 

meanings: C determines the global position of the G surface; ΔG is the difference in Gibbs energy 

between the two end members of y = 0 and y = 1; β1 and β2 are sub-regular solution model 

parameters; and α captures the sensitivity of G with respect to  variation. This simplified form 𝑝𝑂2

fits the CALPHAD data reasonably well (Figs. S12-S14). The mechanisms of G variation with  𝑝𝑂2

include Fe redox reactions and the change of solid-state oxygen-to-metal ratio, with details for the 

latter in the Subsection 7 in Supplementary Text of ESI.

Using the reduced model, we constructed tie lines between the spinel and rocksalt phases to give 

the phase boundaries at the  and temperatures for thermal reduction (TH = 1300 °C and  = 𝑝𝑂2 𝑝𝑂2

10-5 atm) and CO2 splitting (TL = 800 °C and  = 10-13 atm) conditions (Subsection 8 in 𝑝𝑂2

Supplementary Text of ESI and Figs. S15-S16 explain the method). Thereafter, the optimal Fe 

ratio that produces the maximal swing in phase fraction can be extracted from the phase diagram 

analysis described in the previous section. Then, we undertook a sensitivity analysis by artificially 

changing each model parameter independently by up to ±10%. Fig. 5 and Figs. S17-S18 display 

the resultant variations in the maximal phase fraction swing for Fe-Co-O, Fe-Ni-O, and Fe-Mg-O. 

Improving the CO2 splitting capacity requires increasing the phase fraction swing (red color in 

Fig. 5), which for Fe-Co-O occurs most significantly when ΔG (affected by end member choices) 

increases for the rocksalt phase at TH before entering unfeasible grey regions in Fig. 5, when ΔG 

decreases for the spinel phase at TH, and when α (affected by cation redox at varied ) decreases 𝑝𝑂2
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for the rocksalt phase at TH. Often, when large artificial changes of parameters are applied, a 

common tangent tie line cannot be found for the G curves (indicated by grey boxes), which 

suggests that the artificial material would enter a single-phase regime in the two-step cycle. Overall, 

the results of Fig. 5 suggest that tuning thermodynamic parameters at TH of thermal reduction is 

more impactful on the CO2 splitting capacity than tuning parameters at TL. Since entropic effects 

are more significant at higher temperatures, entropic tuning of oxides by methods like cation 

mixing is desirable when exploring materials for improved thermochemical cycle (TCC) 

performance. 

Conclusions

We analyzed thermodynamic driving forces here by CALPHAD simulations and DFT+U 

calculations for Fe-Co-O as an example of a phase transformation material for thermochemical 

looping water/CO2 splitting. We expressed the thermodynamic requirements for reactions in the 

thermochemical looping cycle in terms of partial molar properties of the metal oxide, where the 

temperature dependence of partial molar properties was considered to separate the effects of 

temperature and phase change. We compared examples of Fe-poor and Fe-rich ferrites in the same 

thermodynamic framework, where the change in partial molar properties with oxygen 

stoichiometry determines the thermodynamic equilibrium water/CO2 splitting capacity. 

Specifically, we showed that cation configurational entropy determines the change of partial molar 

entropy with oxygen stoichiometry. The other main contributor to solid-state entropy is lattice 

vibration, calculated here by DFT+U theory. 

We used a generic phase diagram analysis to find the optimal Fe ratio to maximize the water/CO2 

splitting capacity of two-phase materials including ternary ferrites. The optimal Fe ratio predicted 

by the phase diagram analysis is consistent with CALPHAD calculations of oxygen stoichiometry 

swing in both thermal reduction based and chemical reduction based thermochemical looping 

cycles. With chemical reduction, >10% CO2 conversion and high oxygen exchange capacity can 

both be achieved. Finally, we developed a reduced Gibbs free energy model to determine the 

critical thermodynamic parameters that affect CO2 splitting performance of Fe-Co-O, Fe-Ni-O, 

and Fe-Mg-O systems. 
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This work focuses on the thermodynamics of phase swing materials; for practical applications of 

thermochemical looping cycles, kinetics and cyclability are also important factors affecting final 

product cost, so strategies for improving those performances are worth investigating. Overall, our 

research uncovered the thermodynamic driving forces underpinning high-capacity Fe-poor ferrites 

and further explained the phenomenon via phase diagram analysis. Future materials improvement 

can be guided by our reduced Gibbs energy model. 
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Fig. 1. Comparison between iron-poor and iron-rich ferrites for the entropic and enthalpic 

driving forces in a thermal reduction based equilibrium thermochemical looping cycle for 

CO2 splitting. Ferrite thermodynamic data are from CALPHAD simulations (see Subsection 4 in 

Supplementary Text of ESI). A, C, E and G are for , while B, D, F and H are for Fe0.45Co0.55Ox1

. (A-B), isotherms of oxygen stoichiometry x versus oxygen partial pressure . Fe2/3Co1/3Ox2
𝑝𝑂2

Condition 1 is TL = 800 °C and CO:CO2 = 1:400 (  = 10-13.25 atm); condition 3 is TH = 1300 °C 𝑝𝑂2

and  = 10-5 atm. In a thermal reduction based cycle, the material cycles between conditions 1 𝑝𝑂2

and 3, indicated by the big yellow circles. Conditions 2 and 4 are defined as having the same 

oxygen stoichiometry as 1 and 3, respectively, to form an equilibrium cycle. (C-D), red indicates 

1300 °C and blue indicates 800 °C; the solid straight lines are generic partial molar properties of 

an oxide that achieves equilibrium at conditions 1 and 3, and the purple region is 

thermodynamically feasible for both thermal reduction and CO2 splitting reactions. Each set of 

points connected by line segments forms an isotherm for varying , where the difference in x 𝑝𝑂2

between two neighboring points is 0.0035. (E-F), the change of partial molar entropy of oxygen 

 and partial molar cation configurational entropy of oxygen  with oxygen stoichiometry 𝑠O 𝑠O,config

x at 800 °C around conditions 1 and 4. (G-H), the change of  and  with oxygen 𝑠O 𝑠O,config

stoichiometry x at 1300 °C around conditions 2 and 3.
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Fig. 2. Simulation of lattice vibrational entropy for thermal reduction based thermochemical 

looping. (A), the dependence of vibrational entropy on temperature, from DFT+U calculations on 

special quasirandom structure (SQS) models. These SQS models were set up with cation 

occupancies close to CALPHAD thermodynamic equilibrium simulations of thermal reduction 

(condition 3) and CO2 splitting (condition 1) (see Table S2). The initial lattice parameters of the 

rocksalt and spinel phases for DFT+U calculations came from synchrotron X-ray diffraction 

measurements of quenched materials. (B), changes in entropy components and changes in total 

entropy going from condition 1 to 3 (See Fig. 1 for definition of the conditions). The change of 

vibrational entropy is from DFT+U calculations while the changes in total solid entropy and in 

cation configurational entropy are from CALPHAD simulations. Note the entropy in panel A is 

normalized per mole of oxygen in a given solid phase (spinel or rocksalt), while the change in 

entropy in panel B is normalized per mole of metal in a spinel-rocksalt two-phase equilibrium. 
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Fig. 3. Phase diagram explanation of the optimal metal composition to maximize the 

thermodynamic equilibrium capacity of ternary ferrites in thermal reduction based 

thermochemical looping CO2 splitting. (A), phase boundaries and miscibility gap of the spinel 

and rocksalt phases in the Fe-Co-O system. Not all phase boundaries are shown. TH = 1300 °C and 

TL = 800 °C phase diagrams are used. Most values on the axes are omitted as the analysis method 

is generic. The horizontal dashed lines show the  for thermal reduction and CO2 splitting 𝑝𝑂2

reactions. The vertical dashed lines mark the considered range of metal compositions inside the 

two-phase looping regime. The vertical dash-dotted line is the traditional ferrite CoFe2O3x. (B-D), 

thermodynamic equilibrium CO2 splitting capacity curves, expressed by the change of oxygen 

stoichiometry in ferrite materials, Δx, between thermal reduction and CO2 splitting conditions. The 

vertical black dashed lines are the optimal metal compositions by the phase diagram analysis, 

which agree well with peaks of the capacity curves. These B, C and D are for thermal reduction 

conditions of  = 10-5 atm and TH = 1250, 1300 and 1350 °C, respectively. TL = 800 °C is for 𝑝𝑂2

the CO2 splitting step and different CO2-to-CO conversions are shown: the blue line is for  = 𝑝𝑂2
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10-11.49 atm (CO:CO2 = 1:3000), the cyan line is  = 10-12.44 atm (CO:CO2 = 1:1000), and the 𝑝𝑂2

green line is  = 10-13.25 atm (CO:CO2 = 1:400). The phase diagrams and thermodynamic data 𝑝𝑂2

are from CALPHAD simulation of Fe-Co-O, but the analysis for the optimal metal composition 

can be applied to other phase transformation materials.
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Fig. 4. Phase diagram explanation of the optimal metal composition to maximize the 

thermodynamic equilibrium capacity of ternary ferrites in chemical reduction based 

thermochemical looping CO2 splitting. (A), phase boundaries and miscibility gap of the spinel 

and metallic phases in the Fe-Co-O system at TLooping = 700 °C. Not all phase boundaries are shown, 

and BCC and FCC metallic phases are merged into one region for analysis purposes. Most values 

on the axes are omitted as the analysis method is generic. The horizontal dashed lines show the 

 for chemical reduction and CO2 splitting reactions. The vertical dashed lines mark the 𝑝𝑂2

considered range of metal compositions inside two-phase looping regime. The vertical dash-dotted 

line is the traditional ferrite CoFe2O3x. (B), thermodynamic equilibrium CO2 splitting capacity 

curves, expressed by the change of oxygen stoichiometry in ferrite materials, Δx, between chemical 

reduction and CO2 splitting conditions. The vertical black dashed lines are the optimal metal 

compositions by the phase diagram analysis, which agree well with peaks of the capacity curves. 

The chemical reduction condition is  = 10-20.5 atm and different CO2 splitting conditions are 𝑝𝑂2

shown: the blue line is  = 10-18.5 atm (CO:CO2 = 1:24, CO2 equilibrium conversion 4%), and 𝑝𝑂2

the cyan line is  = 10-19.5 atm (CO:CO2 = 1:8, CO2 equilibrium conversion 11.1%). The phase 𝑝𝑂2

diagrams and thermodynamic data are from CALPHAD simulation of Fe-Co-O, but the analysis 

for the optimal metal composition can be applied to other phase transformation situations.
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Fig. 5. Variations of the maximal phase fraction swing in the thermal reduction based 

thermochemical looping cycle, when artificially changing each parameter of the reduced 

Gibbs free energy model for the Fe-Co-O material system. The reaction conditions are thermal 

reduction at TH = 1300 °C and  = 10-5 atm, and CO2 splitting at TL = 800 °C and  = 10-13 𝑝𝑂2 𝑝𝑂2

atm. Without artificial changes of any model parameter, the reduced G model gives the maximal 

phase fraction swing of 0.37 when the Fe ratio is 0.32. Then each model parameter was changed 

artificially by up to ±10% to investigate its influence on the maximal phase fraction swing. Grey 

boxes indicate that no common tangent tie line could be found for the G curves of rocksalt and 

spinel phases in those regions of model parameter changes. 
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