
Quantum simulations of thermally activated delayed 
fluorescence in an all-organic emitter

Journal: Physical Chemistry Chemical Physics

Manuscript ID CP-ART-03-2022-001147

Article Type: Paper

Date Submitted by the 
Author: 08-Mar-2022

Complete List of Authors: Francese, Tommaso; The University of Chicago
Kundu, Arpan; The University of Chicago
Gygi, Francois; University of California Davis
Galli, Giulia; The University of Chicago

 

Physical Chemistry Chemical Physics



1

Quantum simulations of thermally activated delayed fluorescence in an all-organic emitter

Tommaso Francese1, Arpan Kundu1, Francois Gygi2 and Giulia Galli1,3,4*

1Pritzker School of Molecular Engineering, University of Chicago, Chicago, IL 60637, USA

2Department of Computer Science, University of California, Davis, CA 95616, USA

3Materials Science Division and Center for Molecular Engineering, Argonne National Laboratory, Lemont, 

IL 60439, USA

4Department of Chemistry, University of Chicago, Chicago, IL 60637, USA

KEYWORDS: TADF, DFT, FPMD, Nuclear Quantum Effects, NAI-DMAC

ABSTRACT

We investigate the prototypical NAI-DMAC thermally activated delayed fluorescence (TADF) emitter in 

the gas phase- and high-packing fraction limits at finite temperature, by combining first principles 

molecular dynamics with a quantum thermostat to account for nuclear quantum effects (NQE). We find a 

weak dependence of the singlet-triplet energy gap (ΔEST) on temperature in both the solid and the molecule, 

and a substantial effect of packing. While the ΔEST vanishes in the perfect crystal, it is of the order of ~ 0.3 

eV in the molecule, with fluctuations ranging from 0.1 to 0.4 eV at 300 K. The transition probability 

between HOMO and LUMO molecular orbitals has a stronger dependence on temperature than the singlet-

triplet gap, with a desirable effect for thermally activated fluorescence; such temperature effect is weaker 

in the condensed phase than in the molecule. Our results on ΔEST and oscillator strengths, together with our 

estimates of direct and reverse intersystem crossing rates, show that optimization of packing and 

geometrical conformation is critical to increase the efficiency of TADF compounds. Our findings highlight 
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the importance of considering thermal fluctuations and NQE to obtain robust predictions of the electronic 

properties of NAI-DMAC.

INTRODUCTION

Organic light-emitting diodes (OLEDs) are light sources used for a variety of applications, including 

displays and lighting1, and they have been realized based on three generations of molecular emitters, relying 

on fluorescence (first generation), phosphorescence (second generation), and thermally activated delayed 

fluorescence (TADF, third generation) processes (see Fig.1). Fluorescent OLEDs use organic dyes where 

only the transition of singlet excitons to the singlet ground state (S1→S0) is allowed, and thus about 25% 

of the excitons are typically harvested for luminescence. Hence the external quantum efficiency (EQE) of 

fluorescent OLEDs is rather low, below 5%. Phosphorescent OLEDs use molecular complexes containing 

heavy metals (e.g., Iridium or Platinum) to enable spin-orbit coupling between the lowest lying singlet (S1) 

and triplet (T1) excited states. Such coupling can accelerate the radiative deactivation from T1 to S0 and 

facilitate inter-system-crossing (ISC) from S1 to T1. The strategy adopted in the second-generation OLEDs 

has led to a considerable increase of the emission efficiency but also to environmental and cost concerns 

due to the utilization of rare heavy metals. One solution has been proposed in the pioneering work of 

Adachi2, using all organic TADF3 molecules without heavy metals, thus paving the way to the third 

generation of OLEDs. TADF molecules usually exhibit a small energy gap of few meV (ΔEST) between S1 

and T1. If the lifetime of the T1 excitons is sufficiently long, the reverse intersystem crossing (rISC) process, 

spin-forbidden at T=0 K, may be thermally activated; hence the triplet excitons can up-convert into the S1 

state from which they radiatively relax to the ground state, leading to a theoretical internal QE of 100%. 

The triplet state T1 effectively acts as an exciton “reservoir”, hosting 75% of the excitons generated by 
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injections of holes (h+) and electrons (e-) carriers into the OLED organic molecule. Some TADF compounds 

have shown4, 5 up to 38% external QE. 
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Figure 1. Schematic representation of OLED technologies. (1) Fluorescence (blue), (2) Phosphorescence (red) via 

intersystem crossing (ISC) and (3) Thermally Activated Delayed Fluorescence (TADF) (yellow) via reverse 

intersystem crossing (rISC). The excitons generated by holes and electrons recombination are formed in a 1:3 ratio in 

the singlet (S1) and triplet (T1) excited states, respectively, separated by the energy ΔEST. S0 is the ground state.

Unfortunately, the potential use of TADF-OLEDs is still hindered by the intrinsic difficulty of precisely 

controlling the harvesting of excitons and avoiding the non-radiative recombination processes in the T1 

level, which may lead to the conversion of excitons into heat. The realization of a functioning rISC 

mechanism requires a delicate balance between two conflicting requirements: a small S1/T1 energy splitting 

(a value ΔEST <0.37 eV has been suggested by Yersin6) and a high radiative rate constant (>106 s-1), in 

addition to favorable direct and reverse intersystem crossing rates. To meet the requirements several TADF 
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molecules have been explored, with different donor (D) - acceptor (A) linking architectures7-13. Although 

robust structural descriptors have not yet been identified, it has been suggested14 that the nature of the donor 

and acceptor moieties should be carefully chosen so as to obtain a torsional angle (𝜃°) between them that 

minimizes the overlap between the highest occupied molecular orbitals (HOMO) and lowest unoccupied 

molecular orbitals (LUMO) of the TADF compound. 

Here we focus on a prototypical and promising TADF compound, NAI-DMAC15, and present insights into 

the optimal conditions of operation based on first principles calculations. NAI-DMAC is one of the few 

orange-red emitters16-20 reported in the literature with high EQE (>23%), and displays a relatively simple 

D-A conformation (see Fig.2). The NAI-DMAC molecule has also been recently used as a basic unit to 

create a polymer21, expanding its potential application for medical purposes as a contrast emitter. 

Experimentally, the S1 and T1 energy levels of NAI-DMAC have been determined via fluorescence (T=300 

K) and phosphorescence (T=77 K) measurements22, 23, and the TADF nature of the system has been 

confirmed6 through transient photoluminescence of prompt (PT) and delayed (DL) fluorescence. 

Spectroscopic measurements have been performed both in solution (i.e., toluene) and by employing the 

host matrix (mCPCN)24. The observed change in photoluminescence as a function of the NAI-DMAC 

concentration has been attributed to a variation in the molecule rigidity, or in the geometrical conformation 

induced by the matrix.

From a theoretical standpoint, although the properties of the isolated molecule at T=0 K have been 

investigated using calculations based on TDDFT25, 26, no theoretical investigation has so far been reported 

of the NAI-DMAC crystal or of molecular aggregates in condensed phases.  Thus, a mechanistic 

understanding of how the properties of NAI-DMAC vary from the gas to the condensed phase is not yet 
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available. 

Figure 2. Schematic representation of the NAI-DMAC (C37H32N2O2) compound in the gas phase and solid state. In 

(a) the NAI-molecule is shown, with the acceptor in red, and the DMAC-donor in blue. In (b) we show the four 

molecules in the crystal unit cell which are separated into two pairs (shown in red and blue, respectively). The 

molecules in each pair have similar geometrical conformations (see text).

However condensed phases of other molecular TADF molecules have been investigated using either 

continuum models or quantum mechanics/molecular mechanics (QM/MM)27 approaches. For example, 

Lingling et al.28 have included screening effects in the description of four TADF Cu(I)-based complexes in 

the solid state, by using an effective dielectric constant within a polarizable continuum model (PCM)29, 30 

approximation. Similarly, the apolar and polar dielectric environments were included in the study of F1, 

PTZ-DBTO2 and ACRXTN systems, and their influence on the fundamental key parameters of TADF 

molecules considered by J.-M. Mewes31.  Their studies pointed at the importance of environmental effects, 

with results consistent with experiment. T. Hu32 and collaborators investigated the influence of molecular 

orientation and torsional disorder of DMAC-TRZ with respect to mCPCM and mCP host matrixes via 

classical MD simulation combined with DFT and TDDFT electronic structure calculations. We note that in 

the study of ΔEST and transition dipole moments from MD snapshoots, T. Hu and co-workers found that 

the B3LYP33-35 functional provides similar results to those obtained by using the 𝜔*B97Xd functional, 

where the “𝜔” parameter is optimized with a “gap-tuning”, system-dependent  procedure36. In addition, 

investigations of several other D-A molecules, i.e., AI-Cz37, PPZ-PXZ and mDPBPZ-PXZ38, and a D-A-D 
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system, DMF-BP-DMAC39, have been reported using a QM/MM method27 and TDDFT to study excited 

state levels (S1 and T1). These studies showed that ΔEST increases in going from a single solvated molecule 

to a solid-state aggregate of molecules at T=0 K. However, several other authors40-44 reported an opposite 

trend, namely a sizeable decrease of ΔEST from the solvated molecule in the gas phase to the condensed 

phase, for a series of D-A systems, e.g., TXO-TPA40, SBF-BP-DMAC41, DBT-BZ-PXZ42, FDBQPXZ43, 

PFBP-n44. These conflicting results have been obtained with similar computational methodologies (e.g., 

QM/MM approaches combined with DFT and TDDFT electronic structure calculations) for different, albeit 

similar, systems. We note that one of the reasons of this discrepancy might be related to the different 

descriptions of environmental effects45.
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Figure 3. Schematic representation of vertical and adiabatic processes investigated in this work. At T=0, the vertical 

ΔEST energy difference is calculated as E(3)-E(2) and the adiabatic energy difference is computed as [E(4)- E(5)] (see 

text for the definition of vertical and adiabatic ΔEST at finite temperature). The zero-phonon line (ZPL) at T=0 K is 

given by E(4)-E(1).
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Several levels of DFT and TDDFT theory have been adopted in the literature to describe the electronic 

properties of molecular TADF compounds (see e.g., Bredas et al.40) and to interpret measured UV-vis 

absorption spectra46-57, with calculations performed at zero temperature. Although TDDFT has been the 

method of choice in most cases, high level quantum chemistry techniques have also been adopted for some 

compounds, including Spin-Component Scaling second-order approximate Coupled-Cluster (SCS-CC2)58, 

59 or Density-Fitted second-order Quasidegenerate Perturbation theory60 (DF-QDPT2). In addition to 

environmental effects, recent studies have focused on the vibrational contributions to TADF process, 

Wada61 and co-workers investigated emission spectra,  and S.W. Park62 and collaborators studied 

fluorescence spectra. 

Here we present a series of first principles calculations at zero and finite temperature aimed at understanding 

how conformation and temperature affect the ΔEST energy splitting and the electronic transition probability 

between ground and excited states of NAI-DMAC. We also present estimates of direct and reverse 

intersystem crossing rates. For the first time we carry out not only electronic structure calculations but also 

first principles MD (FPMD) at finite T and we include nuclear quantum effects (NQE) by coupling FPMD 

with a colored noise Langevin thermostat, or quantum thermostat63. Our results highlight the key role of 

thermal fluctuations and NQE in obtaining robust predictions of the electronic properties of NAI-DMAC. 

Furthermore, we analyze the difference between the structural and electronic properties of the system in the 

gas and solid state, showing the importance of packing and conformation in determining the excited state 

properties of this representative TADF compound.

RESULTS AND DISCUSSION
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The geometry of the NAI-DMAC molecule in the gas phase and the unit cell of the solid are shown in 

Figure 2. The system is composed of a N-(4-tert-butylphenyl)-1,8-naphthalimide (NAI) acceptor unit and 

a 9,9-dimethyl-9,10-dihydroacridine (DMAC) donor unit; the NAI64-66 moiety combines a highly rigid and 

planar geometry together with a strong electron-withdrawing character. DMAC67, on the other hand, has an 

electron-donating character. In the following we report results on the energy difference between singlet and 

triplet excited states (ΔEST, see Fig.3) and the transition probability between the lowest singlet excited state 

and the ground state, which we simply characterized by the transition probability oscillator strength 

(hereafter referred to as fOS), given the low dielectric constant of the condensed system. 

We first optimized the geometry of the molecule and of the solid at T=0 K, and we computed the energies 

of the S1 and T1 states at the ground state equilibrium structures. We then optimized the geometries of the 

singlet and triplet in the excited states using constrained DFT (see Fig. 1 and 3). To investigate finite T 

properties, we carried out FPMD at T=300 K using both classical and quantum nuclear trajectories (see 

Methods). We have recently shown that FPMD with a quantum thermostat accurately reproduces the 

nuclear quantum effects on the electronic properties of a variety of carbon systems, by comparing QT results 

to those of path-integral first principles MD simulations.68 

From the equilibrated quantum (QTMD) and classical (FPMD) trajectories, we extracted sets of 

uncorrelated configurations (see Method section) for which we computed the energies of S1 and T1 in both 

the ground and excited state geometries. Our simulations were performed using the PBE69, 70 functional, and 

on PBE trajectories we computed both PBE and B3LYP excitation energies. We report below B3LYP 

results, which for all the main, qualitative conclusions of this work agree with those of PBE calculations. 
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Following the notation of Fig. 3, we define vertical excitations at T=0 as the energy differences [E(3)- 

E(2)]; where E(3) and E(2) are computed at the geometry of E(1) (ground state geometry). During a QTMD 

or FPMD simulation we sample configurations around E(1), obtaining N values Egs [I] with I=1,…N, where 

N=total number of configurations extracted from the MD simulations. The vertical energy difference 

between S1 and T1 (ΔEV
ST) as a function of a MD run is computed as [E(3)- E(2)]I; where E(3) and E(2) are 

computed at the geometry of Egs [I]. Adiabatic energy differences (ΔEA
ST) at T=0 K are computed as [E(4)- 

E(5)]; where E(4) and E(5) are evaluated at the geometry optimized in the S1 and T1 states, respectively. If 

the parabola defining the potential energy surfaces of S0, S1 and T1 were parallel (that is if the equilibrium 

geometries of S0, S1 and T1 coincided) then ΔEA
ST   would equal [E(4)I- E(5)I], where the energy of S1 and 

T1 are computed at the geometries “I” sampled during the MD for the ground state. However the S0, S1 and 

T1 parabola are not parallel; we take into account, in an approximate way, how much the minima of the 

excited states are shifted relative to the minimum of the ground state by computing: ΔEA
ST  (I) = [E(4)I- 

E(5)I] + [E(7)-Egs(I)] -[E(6)-Egs(I)] where E(7) is computed at the equilibrium geometry of T1 and E(6) is 

computed at the equilibrium geometry of S1. By doing so we assume that the thermal contributions of the 

S1 and T1 states are approximately the same and hence cancel out. All total energies have been obtained 

with constrained DFT. 

The transition probability between HOMO (H) and LUMO (L) states is proportional to 𝐷2
𝐻𝐿 =

; in the case of the crystal, it is obtained using a method for periodic systems71 implemented |⟨𝜑𝐿│𝑥│𝜑𝐻⟩|2

in the Qbox72 code. The oscillator strength is defined as:

𝑓OS =
2
3 ∙

𝑚𝑒

ℏ2𝑒2 ∙ (𝑒𝐿 ― 𝑒𝐻) ∙ 𝐷2
𝐻𝐿
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where ,  and  are the mass of the electron, the reduced Planck constant and electron charge in atomic 𝑚𝑒 ℏ2 𝑒2

units, respectively. The  is the energy difference between the single particle HOMO and LUMO (𝑒𝐿 ― 𝑒𝐻)

singlet levels. Note that these oscillator strengths are only indicative of radiative processes as electron-

phonon interaction is not included in the calculation of fOS. However, as we discuss below the distribution 

of fOS computed over MD trajectories provides an estimate of the effect of vibronic coupling on non-

radiative processes.

Gas Phase Limit

At T=0 K, we find an equilibrium torsion angle of the molecule, 𝜃 = 84.2° similar to that reported 

experimentally15, 83.7°, with HOMO and LUMO wavefunctions highly localized on the DMAC and NAI 

units (see Fig. 4a), respectively. In the optimized excited state structures the torsion angles are different 

from that of the ground state, 𝜃 = 80.9° for S1 and 𝜃 = 75.3° for T1 states. The corresponding electronic 

structure indicate that different excitation processes occur in the singlet and triplet states: charge-transfer 

(CT) for S1 and localized excitation (LE) in T1. Unfortunately, we could not directly compare with the 

optimized structures studied in the literature15, since structural data were not reported. We found a HOMO-

LUMO gap at the B3LYP level of theory, EGap = 2.61 eV, in good agreement with previous results, EGap = 

2.64 eV15.

Page 10 of 34Physical Chemistry Chemical Physics



11

Figure 4. Electronic structure of the optimized S0, S1 and T1 configurations of the molecule NAI-DMAC. (a) HOMO 

and LUMO levels in the S0 state; (b) hole (h+) and electron (e-) localization in the S1 state, yielding a charge transfer 

(CT) transition; (c) hole (h+) and electron (e-) localization in the T1 state, yielding a LE transition.

Before proceeding with dynamical simulations, we investigate the dependence of the vertical energy 

difference ΔEV
ST as a function of the torsion angle at T=0 K. We carried out a series of calculations for the 

isolated molecule by constraining the dihedral angle 𝜃 to a set of fixed values, as shown in Figure 5a. We 

found that ΔEV
ST is minimum when the moieties D and A are orthogonal to each other. Note that the smallest 

value is obtained when the coordinates of the NAI and DMAC units are the same as in the ground state T=0 

K structure (unrelaxed configuration in Figure 5a), indicating that the dihedral angle is a necessary albeit 

not sufficient geometrical parameter to determine the S1/T1 splitting. Unfortunately, the configuration where 

D and A are orthogonal to each other, while desirable to minimize ΔEV
ST, yields an undesirable small value 

of fOS, as shown in Figure 5b.  We also estimated the reorganization energies of the singlet transition in the 

molecule as the difference between the vertical excitations (E[4]-E[1]) and the ZPL (see Fig.3) and we 

found that it is of the order of ~ 0.1 eV at the B3LYP level of theory.
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Figure 5. Electronic properties of NAI-DMAC in the gas phase as a function of the torsion angle 𝜃. (a) The vertical 

energy difference between triplet and singlet states (ΔEST), as a function of the molecular torsion angle (shown in the 

inset) between NAI and DMAC moieties for two sets of geometrical configurations: unrelaxed (only the torsion angle 

is varied) and relaxed (full geometrical optimization at each torsion angle value). (b) The oscillator strength fOS (see 

text) as a function of the torsion angle. The values of this figure were obtained at the PBE level of theory.

We now turn to analyze the electronic structure of the molecule at finite T, to understand whether at 300 K 

the molecule may attain conformations for which both singlet-triplet splitting and the oscillator strength fOS 

have desirable values. 
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Figure 6. Structural and electronic properties of the isolated molecule as a function of temperature. (a) Probability 

distributions of the dihedral angle 𝜃 between NAI and DMAC moieties (see Fig. 5b) in the isolated molecule at 300K 

as obtained on classical (CL) and quantum (QT) trajectories (see text). The average values (𝜃fit) of the distributions 

and the experimental (𝜃exp) value are indicated. (b) Probability distributions of the HOMO-LUMO Gap (EGap) of the 

isolated molecule at 300K as obtained on classical (CL) and quantum (QT) trajectories. Averages values are indicated. 

(c) Values of the vertical singlet-triplet energy difference (ΔEST) as a function of 𝜃 for CL and QT trajectories.

Figure 6a shows the distributions of dihedral angles in the molecule at T=300 K, obtained with FPMD 

(classical nuclear trajectories, denoted as CL) and QTMD (quantum nuclear trajectories, denoted as QT). 

The two distributions cover a broad range of angles, with the average value of the quantum distribution 
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being about four degrees smaller than the classical one, and in closer agreement with experiments. 

Interestingly, at 300 K, the HOMO-LUMO gap of the molecule slightly increases relative to T=0 K in the 

case of classical trajectories but decreases when nuclear quantum effects are accounted for. The average 

values of ΔEST computed for the CL and QT distributions are instead the same, within error bars. The 

vertical energy differences slightly increase with temperature, but the approximate adiabatic values are 

basically the same at T=0 K and 300 K showing a weak dependence of the reorganization energy as a 

function of T (Fig. 7a and 7b). 

The distribution of vertical ΔEST values as a function of the dihedral angle is shown in Figure 6c. As 

observed in the case of the molecule at T=0 K, we find that the value of the torsion angle is not a sufficient 

structural descriptor to predict the values of ΔEST. Indeed, we find rather different values of the singlet-

triplet splitting for the same dihedral angle, depending on the overall configuration, both for CL and QT 

trajectories. 
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Figure 7. Impact of nuclear quantum effects on the electronic properties of the molecule at finite temperature. 

Probability distribution of the vertical (V) and adiabatic (A) singlet-triplet energy difference (ΔEST) at 300 K for 

classical (a) and quantum mechanical (b) trajectories. Probability distribution of the oscillator strength (fOS) between 

HOMO and LUMO states of the molecule at 300 K computed on classical (c) and quantum (d) trajectories. The results 

shown in blue correspond to the values at T=0 K.

We have seen so far that while increasing the temperature leads to an increase of the vertical ΔEST, there is 

hardly any in the average adiabatic values relative to T=0 K. Interestingly, the temperature has a desirable 

effect on the oscillator strength which increases at 300 K, relative to T=0 K, by a factor of ~ 7 in the classical 

case and by a factor of ~ 3 when we include nuclear quantum effects. Hence our results show that in the 
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gas phase limit there is an overall desirable effect of the T on the electronic properties of NAI-DMAC. We 

now turn to analyzing the properties of the solid, which is representative of the high-packing fraction limit.

High Packing Fraction Limit

There are four inequivalent molecules in the unit cell of the solid, that we have divided into pairs: P1-2 and 

P3-4 (see Figure 2b). The torsion angles of molecules 1 and 2 are similar to the corresponding angle in the 

gas phase, and different from those of molecules 3 and 4, which exhibit angles notably larger by more than 

15 degrees. The optimized structure of the solid at T=0 K is in good agreement with that reported 

experimentally (𝜃#1
X-ray = 84.3° vs 𝜃#1

Opt = 85.7°, 𝜃#3
X-ray = 97.4° vs 𝜃#3

Opt = 99.3°). Figure 8 shows the 

wavefunction corresponding to the electronic energy levels close to the valence band maximum and 

conduction band minimum of the solid at T=0 K. The HOMO level is mostly localized on one of the 

molecular pairs, but not entirely, suggesting that finite temperature fluctuations may give rise to inter-

molecular transitions between neighboring pairs, as discussed below. 
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Figure 8. Schematic representation of the electronic structure of the solid at T=0 K. Left - Electronic energy levels 

(computed using the B3LYP functional); the color of the levels depends on whether they are localized on blue or red 

pair of molecules. To the right of the graph are pictured iso-surfaces of the square-moduli of the HOMO and LUMO 

wavefunctions. The inset shows the partial localization of the wavefunction on the blue pair, suggesting the possibility 

of inter-molecular transitions.

Following the same computational protocol adopted for the isolated molecule, we carried out FPMD and 

QT-FPMD simulations of the solid at T=300 K at the PBE level of theory and we computed the electronic 

structure at the PBE and B3LYP level. Similar to the isolated molecule we found that the average angles of 

the QT distributions are slightly smaller than those of the CL ones and in overall better agreement with 

experiments (Fig. 9 a and b). As expected, the HOMO-LUMO gap (EGap) of the solid is smaller than that 

of the molecule (2.45 eV vs 2.61 eV at T=0 K, see Fig. 9 c and d) and as in the case of the molecule, it 

decreases with temperature and more so when nuclear quantum effects are included. Again, as expected, in 

the case of the crystal the vertical and adiabatic ΔEST are both close to zero, and interestingly with very 

small fluctuations induced by disorder at finite temperature. We note that for a perfect classical, periodic 

crystal at T=0 K, ΔEST = 0 eV. However due to thermal fluctuations the perfect periodicity is broken and 

ΔEST may become different from zero. When quantum effects are included, due to zero-point motion ΔEST 

can be different from zero also at zero temperature. For the nuclear displacements due to zero-point motion 

and due to thermal fluctuations at finite T, we find that the variations of vertical and adiabatic ΔEST are 

within ~0.01 eV, hence much smaller than in the molecular case. Hence a high packing fraction is beneficial 

to minimize ΔEST. Unfortunately, the oscillator strength for the electronic transition, while close to that of 

the gas phase limit at T=0 K, shows a more moderate increase with temperature than in the molecular case: 

a factor of two for both classical and quantum trajectories (see Fig.10a and b). This difference with respect 

to the molecular case is due to the occurrence of inter-molecular transitions at finite temperature in the 
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solid, as shown in Figure 11 for classical trajectories.  In Fig. 11 we show consecutive configurations 

extracted from a first principles MD trajectories (total length ~ 10 ps). For each of these configurations we 

marked the HOMO-LUMO transitions (vertical bars) and we indicated which orbitals are involved in the 

transition. The orbitals are marked as red or blue depending which type of molecule they are localized upon, 

following the color code adopted in Fig. 2. We find that in about 33% of the cases transitions occur between 

HOMO and LUMO states belonging to different molecules, and these are unfavorable transitions 

contributing to an overall decrease of the oscillator strength relative to the molecule. About 32 % (2.4%) of 

the transitions occur between HOMO and LUMO orbitals between molecules marked red (blue). Finally, 

about 32% of the transitions involve at least one orbital that is shared between different types of molecules. 

The important result shown here is that, by carrying out molecular dynamics simulations, we were able to 

observe temporal variations of the orbitals between which transitions occur and understand the effect of 

intra-molecular transitions in packed configurations such as those found in the solid phase.
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Figure 9. Impact of nuclear quantum effects on the structure and energy gap of the solid at finite temperature. 

Probability distribution of the torsion angles (𝜃) distributions at finite obtained on classical (a) and quantum (b) 

trajectories at 300 K. Probability distributions of the HOMO-LUMO obtained on classical (c) and quantum (d) 

trajectories. Results obtained at the B3LYP level of theory.
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Figure 10. Oscillator strength (fOS) in the solid at finite temperature. The fOS distribution calculated for classical (a) 

and quantum (b) trajectories at 300 K. 
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Figure 11. Energy levels of the solid at finite temperature. The HOMO-LUMO transitions are represented in blue 

(solid black line with blue contour) when they occur between levels localized on pair 1-2, and in red (solid black line 

with red contour), when they occur between levels localized on pair 3-4 (see Fig. 2). Mixed transitions are indicated 

by dashed lines with blue or red contour. The relative percentages of each transition over the whole trajectory are 

reported at the bottom of the graph. These transitions have been calculated at the B3LYP level of theory (see method 

for the definition of the configurations chosen here).

Finally we note that the vibronic contribution to non-radiative recombination processes are expected to be 

less favorable in the solid than in the molecule, due to a smaller reorganization energy in the solid than in 

the molecule, which can be estimated from the difference between ΔEA
ST and ΔEV

ST, and due to a broader 

distribution of fOS over MD trajectories found in the case of the molecule relative to that of the solid 

(compare Fig. 7c&d with Fig. 10a&b).

Estimate of the ISC and rISC Rates

As a final step in understanding the efficiency of the TADF process, we estimated the intersystem (ISC) 

and reverse intersystem crossing (rISC) rates.  As mentioned in the introduction, ISC (a downwards process) 

occurs (driven by spin-orbit coupling and facilitated by vibronic effects) at all temperature 

(phosphorescence is indeed measured also at very low T), rISC instead is a spin-forbidden upward process 

that occurs again thanks to spin-orbit plus vibronic coupling but is only possible if thermal energy is 

compatible with the singlet-triplet gap. We chose three representative configurations, namely: a) the 

optimized structure of the molecule at T=0 K; b) one representative molecular snapshot from our FPMD 

trajectories in the gas phase limit; and c) a molecule which displays the highest fOS extracted as a snapshot 

of our FPMD simulations conducted in the high packing limit (see Method section for the computational 

details and Supplementary Table S1 for a summary of data – Supplementary Section S7). The goal of this 
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analysis is to understand the impact of the geometry of the system on the rates, and not to compare in detail 

with experiment15, 73 where the NAI-DMAC molecules are embedded into the host matrix (mCPCN). The 

computed ISC (kISC) and rISC (krISC) rates were obtained by assuming an almost complete harvesting of the 

triplet excitons (see Ref. 15 for details). The kISC rates are 2.93 x106 s-1, 4.70 x105 s-1 and 5.80 x106 s-1 for 

the a), b) and c) models, respectively, while the krISC rates are 5.63 x105 s-1, 1.43 x105 s-1 and 8.32 x104 s-1 

for the a), b) and c) models, respectively.  Our results show that model c), extracted from trajectories 

obtained for the solid (high-packing fraction limit), exhibits a rISC/ISC ratio (0.01) of the same order of 

magnitude as that obtained from the available experimental data (kISC
Exp. = 2.50x107 s-1, krISC

Exp. = 4.50x105 

s-1 with (rISC/ISC = 0.02). Instead, models a) and b), representing gas-phase configurations, present similar 

rate ratios (rISC/ISC = 0.20 and 0.30, respectively), which are one order of magnitude larger than the 

experimental ones. Although firm conclusions on rates would require averaging over multiple 

configurations obtained from MD trajectories, the results presented here give a qualitative picture of the 

difference in rates between gas phase and condensed phase configurations, confirming our findings on the 

importance of packing.

CONCLUSIONS

Using first principles simulations at finite temperature, coupled with a quantum thermostat, we investigated 

the structural and electronic properties of a prototypical TADF compound, NAI-DMAC. We studied 

vertical and adiabatic processes as a function of temperature for the molecule and the crystal. Here the 

molecule is representative of the gas phase limit and the solid of a high fraction packing limit. We find that 

increasing the temperature from 0 K to 300 K weakly affects the average value of the adiabatic ΔEST of the 

molecule. However, increasing the temperature has a desirable and more sizeable effect on the oscillator 
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strength that increases by a factor of ~ 3 in the molecule. Packing has a beneficial effect on the ΔEST, which 

is close to zero in the solid also at 300 K, also in the presence of finite temperature fluctuations. Compared 

to the molecule, in the solid we find only a more moderate increase in the oscillator strength as a function 

of temperature, due to the presence of inter-molecular transitions with low oscillator strength. However, 

the reorganization energy is smaller in the solid than in the molecule, pointing at a more pronounced effect 

of non-radiative recombination processes in the molecules than in the solid, thus confirming once more the 

importance of packing and the desired effect of rigid configurations in condensed phases relative to the gas 

phase molecule. We note that the adiabatic value for ΔEST computed for the molecule (~ 0.3 eV) is an upper 

limit to the value measured experimentally, reported to be between 0.04 and 0.09 eV, depending on the 

matrix where NAI-DMAC is embedded. Indeed, in the crystal (i.e., for the highest packing), ΔEST vanishes. 

Interestingly the onset of adiabatic values at 300 K is below 0.2 eV in the molecule, namely quite a bit 

lower than the average value. Our estimates of the ratio of direct and reverse inter-system crossing rates 

point again at the importance of optimizing packing, since the rISC/ISC ratio varies substantially for 

configurations in the gas phase and in the crystal. Our theoretical predictions of rate ratios in condensed 

phases are consistent with experiments, unlike those obtained for the gas phase, although we cannot yet 

draw robust quantitative since we could not average over multiple MD trajectories. Overall, our results 

indicate that packing should be designed to have periodic conformations similar those in the crystal, so as 

to minimize ΔEST but with a spacing between molecules large enough so as to avoid the occurrence of inter-

molecular transitions. To achieve such a delicate balance, one might attempt to ‘protect’ the NAI-DMAC 

core by adding steric ligands or 𝜋-bridges. In the first case, the substitution of the terminal methyl groups 

with, e.g., toluene, naphthalene or carbazole units in the head and tail of the molecule may separate the 

emitter molecules while maintaining the desired van der Waals interactions required for packing, consistent 

with the suggestions of Park et al.74 and Chen et al. 75, and recently discussed by Penfold76. Alternatively, 
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by adding 𝜋-bridges (e.g., phenylene) a new design of NAI-DMAC derivates may be obtained, with a D-

𝜋-A-𝜋-D ‘butterfly’ concept8, where the enlargement of the structure may induce a more stable 

conformation while keeping the solid state system in place. 

Our results also indicate that an optimization of the overall geometrical conformation of the molecule is 

important. We find that the value of the torsion angle between the donor and acceptor moieties is a necessary 

but not sufficient structural descriptor to predict the values of ΔEST.  Indeed, our simulations show rather 

different values of the singlet-triplet splitting for the same dihedral angle, depending on the overall 

configuration, both in classical and quantum trajectories. 

Finally, our results points at the importance of including nuclear quantum effects in the simulations of all 

organic TADF compounds, which we could efficiently consider in our calculations by coupling first 

principles molecular dynamics with a quantum thermostat. Work is in progress to apply the protocol 

developed in this work to other TADF compounds and to complex molecular arrangements.

COMPUTATIONAL METHODS

QUANTUM SIMULATIONS AND ELECTRONIC STRUCTURE CALCULATIONS 

We carried out first principles molecular dynamics (MD) and electronic structure calculations with the 

plane wave pseudopotential code Qbox72 for a) single point calculations, b) geometry optimizations, both 

in the ground and excited states via ΔSCF-DFT77, 78 , and c) FPMD simulations. Nuclear quantum effects 

were included by coupling Qbox in client-server mode with iPI (d), adopting the scheme recently described 

in Kundu et al.68, where the iPI code79 updates the nuclear coordinates and the Qbox code supplies forces 

acting on the nuclei computed within Density Functional Theory (DFT) to iPI. The PBE69, 70 exchange-

correlation functional was used for all calculations, while the B3LYP33, 34, 35 exchange-correlation functional 
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was employed in a) and on the geometries obtained in b), c), and d). The SCAN80, 81, 82 exchange-correlation 

functional was also employed to carry out FPMD simulations to validate the accuracy of PBE trajectories, 

with agreement of results not only for structural data but also for vibrational spectra (these will be discussed 

in detail in a forthcoming publications). In all the cases, the Optimized Norm-Conserving Vanderbilt 

(ONCV)83, 84 pseudopotentials were used with a kinetic energy cutoff of 60 Ry, together with a 𝚪-point 

sampling of the Brillouin zone of the solid and the Preconditioned Steepest Descent with Anderson 

(PSDA)85 acceleration for the wavefunction optimization. The geometry optimizations were considered 

converged at PBE level when the forces acting on the atoms were found below 10-4 Hartree/Bohr for the 

gas phase system and 10-3 Hartree/Bohr for the high packing fraction case, respectively. FPMD and QTMD 

simulations, both in gas phase and high packing fraction limits, were performed using the Born-

Oppenheimer algorithm propagation scheme, with a timestep set to 20 a.u. (∼ 0.5 fs). In FPMD simulations, 

we used the Bussi-Donadio-Parrinello86 (BDP) stochastic thermostat, while for the QTMD simulations we 

used a colored noise Langevin equation. The equilibration runs were performed for ≃ 3 ps for FPMD and 

2.5 ps for QTMD for both the molecule and solids, with a subsequent production run of 10 ps.

The D-A nature of the system, which mainly involves transitions between localized HOMO and LUMO 

levels, offers the possibility to exploit the advantageous ΔSCF-DFT computational method to study and 

predict the excited state electronic structures of S1 and T1 levels, as well as to optimize their geometries, 

instead of the TD-DFT method, which is more expensive and may, in some cases, pose problems in 

describing charge-transfer states87, 88 and excitations in large 𝜋-conjugated molecules89, 90, 91, depending on 

the functional used. Note however that ΔSCF-DFT can only be used to study low-lying excited states 

energies involving HOMO-1 → LUMO, HOMO → LUMO and HOMO → LUMO+1 transitions and not 

the full excitation spectrum, which is instead available to TDDFT calculations. Specifically, the method 

relies on the possibility of promoting 1 e- from, for example, the HOMO to the LUMO level (along spin 
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channel #1 for S1 and spin channel #2 for T1), and to self-consistently optimize the resulting configuration. 

In particular, in the gas phase limit we investigated the HOMO → LUMO transition by choosing an integer 

occupation of the electronic levels, thus setting occupation for the HOMO = 0 and occupation for the 

LUMO = 1. The more challenging high packing fraction limit with degenerate single particle states required 

a more careful choice of electronic occupations. We chose a fractional occupation of 0.75e- x 4 for the 

HOMO levels (thus creating 1 h+) and 0.25e- x 4 in the LUMO levels (thus promoting 1e-). These 

occupations have been used both for the single point and geometry optimizations to estimate the ΔEST 

energy splitting in absorption and emission.

SAMPLING PROTOCOL

The post-processing analysis of our trajectories involved: 1) the validation of the “accuracy” of the 

trajectories (see Supplementary Figure S1-S5) as well as 2) an estimate of the autocorrelation function of 

the dihedral angle to extract non-correlated frames for a meaningful statistical evaluation of the ΔEST and 

fOS-value parameters. By using an exponential decay function (i.e., f(x)=exp(-x/𝜏)), in the gas phase limit 

trajectory we found a decay time of 𝜏 = 43.7 ± 2.2 fs (corresponding to ≃ 90 configurations); thus, we 

sampled frames every 100 FPMD steps, resulting in a total number of structures equal to 50. However, the 

complexity of the solid-state system requires a more careful inspection. The computational model 

representative of the high packing fraction limit is the experimental triclinic unit cell (P ) structure as 1

deposited by Zeng et al.15 in the Cambridge Structural Database92 (CSD Identifier: TESJEJ – 1450555). 

The structure comprises four molecular units, with the asymmetric unit featuring two molecules with a 

mutually opposite head-tail orientation (see Fig. 2b). The blue pair molecules in Figure 2b (conf. 1-2), 

display a torsion angle very close to the gas phase molecule (𝜃 ∼ 84°); the red pair molecules (conf. 3-4) 
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present instead a highly distorted arrangement induced by steric hindrance (𝜃 ∼ 97°). The selection of the 

structures was performed, like for the gas phase limit case, by estimating the decay time (𝜏) of the dihedral 

angle autocorrelation functions of the asymmetric unit, where 𝜏#1 = 65.0 ± 1.0 fs (≃ 134 configurations) 

and 𝜏#3 = 51.0 ± 1.0 fs (≃ 105 configurations). To ensure a complete set of uncorrelated configurations, we 

decided to sample 1 configuration every 250 FPMD steps, obtaining a total number of 84 uncorrelated 

configurations (see Fig.9).

ISC AND rISC RATES

The ISC and rISC rates between the S1 and T1 optimized excited state geometries obtained from the ΔSCF-

DFT method, have been computed at T=300 K with the ESD93, 94 module as implemented in the Orca95, 96 

code (v. 4.2.1), at the B3LYP level of theory, using the Def2-SVP97 basis set, with the RIJCOSX98 

approximation to accelerate the DFT calculation. The spin-orbit coupling integrals were calculated by 

means of the RI-SOMF(1X) approximation99. The excited states at TDDFT level were computed by means 

of the TDA approximation100. The final rates between the S1 state and the T1 sublevels (T1
1, T1

0, T1
-1) were 

calculated as <k> = (k[S1-T1
1] + k[S1-T1

0] + k[S1-T1
-1])/3 for both ISC and rISC. (See Supplementary 

Information for details).
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