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Efficient Sampling of Molecular Orientations for Cu(II)-based DEER 
on protein labels
Zikri Hasanbasri,a Nicholas A. Moriglioni,a and Sunil Saxena *a

Combining rigid Cu(II) labels and pulsed-EPR techniques enables distance constraint measurements that are incisive probes 
of protein structure and dynamics. However, the labels can lead to a dipolar signal that is biased by the relative orientations 
of the two spins, which is typically unknown a priori in a bilabeled protein. This effect, dubbed orientational selectivity, 
becomes a  bottleneck in measuring distances. This phenomenon also applies to other pulsed-EPR techniques that probe 
electron-nucleus interactions. In this work, we aim to dissect orientational selectivity by generating an in-silico sample of 
Cu(II)-labeled proteins to evaluate pulse excitation in the context of Double Electron-Electron Resonance (DEER) at Q-band 
frequencies. This approach enables direct observation of the contribution of each protein orientation to the dipolar signal, 
which provides direct insights into optimizing acquisition schemes to mitigate orientational effects. Furthermore, we 
incorporate the excitation profile of realistic pulses to identify the excited spins. With this method, we show that rectangular 
pulses, despite their imperfect inversion capability, can sample similar spin orientations as other sophisticated pulses with 
the same bandwidth. Additionally, we reveal that the efficiency of exciting spin-pairs in DEER depends on the frequency 
offset of two pulses used in the experiment and the relative orientation of the two spins. Therefore, we systematically 
examine the frequency offset of the two pulses used in this double resonance experiment to determine the optimal 
frequency offset for optimal distance measurements.  This procedure leads to a protocol where two measurements are 
sufficient to acquire an orientational-independent DEER at Q-band.  Notably, this procedure is feasible with any commercial 
pulsed-EPR spectrometer. Furthermore, we experimentally validate the computational results using DEER experiments on 
two different proteins. Finally, we show that increasing the amplitude of the rectangular pulse can increase the efficiency of 
DEER experiments by almost threefold.  Overall, this work provides an attractive new approach for analyzing pulsed-EPR 
spectroscopy to obtain microscopic nuances that cannot be easily discerned from analytical or numerical calculations.

Introduction
Cu(II)-based spin labels1 are a powerful class of labels for EPR 
measurements of protein structure and dynamics. Specifically, 
Continuous Wave (CW) EPR experiments on Cu(II) labeled 
biomolecules can measure site-specific dynamics when the 
Cu(II) label is attached to a selected site on a protein2,3. 
Additionally, when two or more sites are labeled, distance 
measurements can be obtained between these sites using 
pulsed dipolar spectroscopy4–10. While these experiments are 
routinely conducted using many other spin labels 11–13, Cu(II) is 
unique due to its labeling strategy. For protein labeling, a 
chelated Cu(II) coordinates to two strategically engineered 
histidine residues, known as a dHis motif14. Because two 
residues anchor Cu(II), the conformational space of Cu(II) is 
highly correlated with the structure, flexibility, and motion of 
the protein backbone15. As a result, room temperature CW-EPR 

experiments on dHis-Cu(II) are incisive probes of backbone 
dynamics and are sensitive to time scales as small as 50 ps2,3. 
Furthermore, distance measurements between two dHis-Cu(II) 
sites are up to five times narrower than commonly used 
nitroxide labels14. Such narrow distributions enable the 
resolution of multiple conformations that otherwise would be 
indistinguishable using other labels16. The measurements can, 
in principle, obtain distances up to 9 nm when the system is 
deuterated17. In addition to distances, the rigidity of the label 
enables the straightforward measurement of the relative 
orientation between two sites18, and the trilateration of a native 
binding site with a minimal number of distance constraints19. 
The dHis-Cu(II) labeling can also be paired with other labels to 
allow measurements at nanomolar concentrations20,21. Such 
orthogonal labeling schemes have also provided a new pathway 
to measure equilibrium properties at concentrations lower than 
Isothermal Titration Calorimetry22. Cu(II)-based labels have also 
been developed for DNA. For example, the dipicolylamine can 
be incorporated into DNA strands in a nucleotide-independent 
manner, allowing distance measurements that directly assay 
the backbone conformations of the DNA23,24 to measure DNA 
conformational changes25. Another Cu(II)-based DNA label uses 
a G-quadruplex motif to attach Cu(II) at the ends of the DNA 
strand26–28. 
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Despite the success of Cu(II)-based labels, these labels suffer 
from the broad EPR spectral width. The Cu(II) EPR spectrum is 
ca. 5 GHz at Q-band frequencies, which is ~18 times broader 
than nitroxide labels. This broad spectrum leads to two 
problems. First, rectangular pulses with narrow bandwidth in 
commercial spectrometers cannot efficiently excite Cu(II) 
labels. As a result, the probability of exciting the intramolecular 
signal is low compared to other spin labels, reducing the 
sensitivity. This loss is somewhat compensated by operation at 
ca. 20 K, leading to higher spin polarization29,30. Such 
temperatures are often impractical with other labels. The 
recent developments of Ultra-Wideband arbitrary wave 
generators31 and loop-gap resonators32 further alleviate the 
sensitivity problem. These approaches enable pulses with large 
excitation bandwidths to excite larger portions of the Cu(II) 
spectrum. In addition, sample deuteration reduces dephasing 
during spin evolution17. As a result, the deuteration increases 
the relaxation time of Cu(II), increasing the echo signal. 

The second concern is that the low excitation bandwidth of 
pulses can lead to the excitation of only specific molecular 
orientations in pulsed EPR33. Because the intramolecular signal 
is sensitive to the orientations of the inter-spin vector with 
respect to the applied magnetic field, the interpretation of 
distance measurements becomes convoluted since a single 
experiment cannot properly sample all orientations. This effect 
is generally referred to as orientational selectivity18,26,34. Note 
that orientational selectivity also occurs in other pulsed-EPR 
methods that probe electron-nuclear interactions35–38. These 
effects also apply to other spin systems, such as Co(II)39, Fe 
cation40–44, and even Tyrosine radicals45, with anisotropy in their 
spectra. Due to orientational selectivity with rigid Cu(II)-labels, 
pulsed-EPR distance measurements require multiple 
acquisitions at different positions of the Cu(II) spectrum as an 
attempt to sample all Cu(II) orientations completely18. In 
response, our group has established a DEER acquisition scheme 
that is 6-fold faster46 than a previous scheme18. This acquisition 
scheme allows for proper orientation sampling of the Cu(II)-
labeled protein with only ca. 10% excitation of the Cu(II) 
spectrum.

While simulations validated the acquisition scheme, there 
remained several limitations. Specifically, the simulations 
assumed idealistic rectangular inversion profiles. However, 
realistic pulses have inversion pulses that deviate from a perfect 
rectangular inversion. Additionally, with the recent 
development of shaped pulses, the inversion profiles vary 
among different types of pulses. Overall, understanding how 
different pulses affect orientational selectivity is lacking, yet 
crucial for pushing the limit of commercial spectrometers. In 
addition, the earlier work did not systematically optimize the 
frequency offset between the two pulses used in the double 
resonance experiment. 

In this work, we used simulations to explore these effects 
for orientation-independent distance measurement. 
Specifically, we implemented a new procedure that can 
incorporate inversion profiles of realistic pulses for Double 
Electron-Electron Resonance (DEER) experiments5,6. 
Additionally, we demonstrate how the optimal frequency 

offsets between observer and pump frequencies depend on the 
angle between the two orientations of the Cu(II) spins. 
Moreover, by combining the rectangular pulses and a 
judiciously determined frequency offset, we show that 
orientation-independent DEER distance measurements can be 
achieved in just two DEER experiments, which removes the 
need for an additional experiment from the acquisition 
protocol18,46. Next, we show that increasing the power of the 
rectangular pulses can lead to DEER experiments with almost 
three-fold higher sensitivity. Finally, we demonstrate the 
applicability of the acquisition scheme for two separate 
proteins to showcase the robustness of the acquisition scheme. 

Experimental
Generation of in-silico sample

To make an in-silico sample, we used a home-written 
Python47 code that generated 50,000 sets of three vectors 
representing -axes of two Cu(II) spins (Spin A and Spin B) and 𝑔 ∥

the interspin vector, . The relative orientations of the three 𝒓
vectors were defined using , , and 33. The parameter  𝜒 𝛾 𝜂 𝜒
represents the angle between the -axis of Spin A and ,  𝑔 ∥ 𝒓 𝛾
represents the angle between the two -axes of Spin A and 𝑔 ∥

Spin B, and  represents the angle between the -axes of Spin 𝜂 𝑔 ⊥

A and Spin B. Each of , , and  were sampled using Gaussian 𝜒 𝛾 𝜂
distributions with user-defined means and a 10  standard °
deviation for all three angles. The 10  standard deviation is a °
reasonable lower estimate for the rigid dHis-Cu(II) label, as 
previously shown1,15,18. A comprehensive analysis of several 
cases of , , and  is discussed in the Results section and in ESI.𝜒 𝛾 𝜂
In addition to the three angles, we sampled the magnitude of  𝒓
from a Gaussian distribution with a mean of 5.2 nm and a 
standard deviation of 0.05 nm. The small standard deviation is 
the lowest limit of the breadth of distance distribution observed 
for dHis-Cu(II)14. Furthermore, a mean of 5.2 nm is long enough 
that a 0.1 nm variation can cause a discernable 159 ns 
difference in the dipolar modulation period. The combination of 
a long mean and a small standard deviation represents a system 
more prone to orientational selectivity than real dHis-Cu(II) 
labeled proteins.

After the generation of 50,000 spin-pairs, we tabulated the 
orientations of the -axis of each spin with respect to the 𝑔 ∥

applied magnetic field, . This angle is crucial for obtaining 𝜙
properties that are unique to each spin. The  angle of a spin 𝜙
dictates the effective  and -values, as follows48:𝑔 𝐴

 EQ.1𝑔(𝜙) = 𝑔2
⊥ sin2 𝜙 + 𝑔2

∥ cos2 𝜙

   EQ.2𝐴(𝜙) =
𝐴2

⊥ 𝑔4
⊥ sin2 𝜙 + 𝐴2

∥ 𝑔4
∥ cos2 𝜙

𝑔2
⊥ sin2 𝜙 + 𝑔2

∥ cos2 𝜙 

We used the , ,  G, and 𝑔 ∥ =  2.277 𝑔 ⊥ = 2.057 𝐴 ∥ = 162 𝐴 ⊥ =
10 G, which are canonical for the dHis-Cu(II)3,49. 

In addition to , we tabulated the orientation of  with 𝜙 𝒓
respect to the applied magnetic field, . The angle  affects the 𝜃 𝜃
magnetic dipolar interaction of each spin-pair, as follows:

EQ.3𝜈𝑒𝑒 =
𝜇0𝑔𝐴𝑔𝐵𝛽2

𝑒

4𝜋ℎ𝑟3 (3cos2 (𝜃) ―1)
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where  is the magnetic dipolar frequency of the interaction 𝜈𝑒𝑒

between the two spins,  is the vacuum magnetic permeability, 𝜇0

and  or  represents the -value of Spin A or Spin B. 𝑔𝐴 𝑔𝐵 𝑔

Simulation of the dHis-Cu(II) spectum 

The dHis-Cu(II) spectrum represents  from all of the dHis-𝐵𝑟𝑒𝑠

Cu(II) spins in the sample. However, due to unresolved splittings 
and molecular strains, an EPR spectrum manifests as broadened 
line shapes rather than discrete lines50,51. Therefore, we 
calculated a Lorentzian line shape for each  of a spin in 𝐵𝑟𝑒𝑠,𝑚𝑙

the in-silico sample as follows:

  EQ.4𝐼𝜙(𝐵) = ∑
𝑚𝑙

𝛽2

(𝐵 ― 𝐵𝑟𝑒𝑠,𝑚𝑙)
2 + 𝛽2

where  is a broadening parameter for the Lorentzian 𝛽
lineshape. The  value was chosen to be 40 G, as previously 𝛽
published46. We generated a dHis-Cu(II) spectrum of the in-
silico sample by summing all lineshapes.

More importantly, we tabulated the set of excitable spins at 
each field, described as follows:

 EQ.5X(𝐵) = {𝜙 ∈ 𝑈|𝐼𝜙(𝐵) ≥ 𝛼}
where  represents the set of spins excitable at the 𝑋(𝐵)
magnetic field ,  represents all  angles in the in-silico 𝐵 𝑈 𝜙
sample, and  is a threshold parameter. The parameter  𝛼 𝛼
dictates whether the intensity of the spectral lineshape is 
considered significant or not. This threshold is crucial since EQ.4 
provides a non-zero value for all field values. We consider a spin 
excitable if the intensity of the spin’s spectral lineshape at that 
field is above . More details of this approach are available in 𝛼
earlier work46.  In this work,  was set as 0.4, as previously 𝛼
established46. Overall, EQ.5 describes the set of spins that 
resonate at a specific magnetic field.

Protein sample preparation

We used two proteins in this work. The first system is a 
15H/17H/28H/32H variant of the immunoglobulin binding 
domain of protein G (GB1). The GB1 mutant was expressed and 
purified as previously published work52,53. The second protein is 
the S-hexylglutathione (GSHex)-bound human Glutathione S-
Transferase A1-1 (hGSTA1-1). The expression and purification of 
hGSTA1-1 mutant 211H/215H used a previously published 
protocol2,46,54, while the ligand, GSHex, was purchased from 
Sigma Aldrich. The purified proteins were concentrated and 
aliquoted to ~200 M in pH = 6.5 buffer with 150 mM NaCl and 𝜇
50 mM sodium phosphate and stored at -80 . For labeling, ℃
Cu(II) chelated to nitrilotriacetic acid (NTA) was used to ensure 
selective binding55. We prepared a 10 mM Cu(II)NTA stock using 
published protocol49,56. The choice of MOPS buffer allows for 
efficient Cu(II)NTA binding to dHis-motifs in the proteins used49. 
Preparation of each protein sample used a 1:1 ratio of Cu(II)NTA 
to dHis-motif in 50 mM MOPS and 100 mM NaCl in D2O (pH = 
7.4). Regarding hGSTA1-1, GSHex was added with 1:1 
stoichiometry with the protein before adding Cu(II)NTA. We 
incubated the samples at 4  for 35 min. Finally, we added 40% ℃
of deuterated glycerol, and the final solution was flash-frozen in 
liquid methylacetylene-propadiene propane (MAPP) gas. A 

step-by-step protocol for spin labeling and flash freezing is 
available in literature56.

EPR measurements

Dead-time free 4-pulse DEER6 experiments at Q-band 
frequencies were performed at 18 K using a Bruker ElexSys 
FT/CW spectrometer with either Bruker ER5106-QT2 resonator 
or Bridge12 resonator and a 300 W amplifier. To maintain stable 
cryogenic temperature, an Oxford CF935 dynamic continuous-
flow cryostat attached to Oxford LLT 650 low-loss transfer tube 
and an Oxford ITC503 temperature controller were used. The 
following pulse sequence was used: ( ) - -( ) - +t -( )𝜋/2 𝜐𝐴 𝜏 𝜋  𝜐𝐴 𝜏 𝜋  𝜐𝐵

-T-t-( ) -T-echo. The exact pulse length and type used are 𝜋 𝜐𝐴

described in the results section for each experiment. For GB1, 
the initial values of T was 1200 ns and t was -200 ns. Then, t was 
incremented by a step size of 10 ns over 140 points. For 
hGSTA1-1, the initial value for T was 6500 ns and t was -400 ns. 
The variable t was incremented by a step size of 26 ns over 266 
points. A 16-step phase cycling was used to remove unwanted 
signal6. All DEER experiments were done by setting the pump 
frequency at 124 G and 803 G lower than the maximum of the 
Cu(II) spectrum unless stated otherwise. The DEER signals were 
normalized to the intensity of the Electron Spin Echo Field 
Swept (ESE-FS) spectrum and summed together to obtain the 
final DEER signal. ConsensusDEERAnalysis (CDA)57,58 was used to 
analyze the data. 

Results and Discussion
The intramolecular DEER signal is given by EQ.6:
𝑉𝑖𝑛𝑡𝑟𝑎(𝑡) =

   EQ.6∫𝑟𝑚𝑎𝑥

𝑟𝑚𝑖𝑛
∫90°

0° 𝜆(1 ― cos (2𝜋𝜈𝑒𝑒𝑡))𝑃(𝜃)𝑃(𝑟) 𝑑𝜃𝑑𝑟

where  is the modulation depth of the signal,  is the 𝜆 𝜈𝑒𝑒

frequency of the intramolecular magnetic dipolar interaction of 
the two spins, and  is the angle between the applied magnetic 𝜃
field and the interspin vector, . In EQ.6, sampling of all 𝒓
statistical orientations in the powder sample leads to 𝑃(𝜃) =

. When a DEER experiment fails to sample all orientations 𝑠𝑖𝑛𝜃
properly,  deviates from , and orientational 𝑃(𝜃) sin (𝜃)
selectivity will occur, which can lead to improper extraction of 
the distance distribution. Additionally, orientational selectivity 
affects the amplitude of the DEER signal, 34. The theory 𝜆
describing orientational selectivity is well understood59 and 
demonstrated for nitroxides and Cu(II) labels18,40,59–76. However, 
the analytical formalism cannot, in general, provide information 
on  values sampled [i.e., ] by an orientational selective 𝜃 𝑃(𝜃)
DEER at a given field, creating a bottleneck for analysis. 
Therefore, we recently developed a different approach using an 
in-silico analysis to simulate DEER experiments46. The in-silico 
sample allows for direct identification of the spin-pairs and the 
corresponding  angles and   at a given magnetic field. 𝜃 𝑃(𝜃)
With this approach, we can evaluate the proper sampling of  𝜃
to obtain orientation-independent DEER measurements.

For any given sample, we modeled each spin-pair on a 
protein as a set of three vectors; two vectors for the direction 
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of the  of Spin A and Spin B and the inter-spin vector, , as 𝑔 ∥ 𝒓
shown in Figure 1A. We describe the orientations of the -axis 𝑔 ∥

of the spins and  with respect to the applied magnetic field as 𝒓
 and , respectively, as shown in Figure 1B. Note that for any 𝜙 𝜃

rigid label system,  is correlated with  in a manner that 𝜃 𝜙
depends on the relative orientations of the g-tensors and . The 𝒓
angular relationships between the three vectors with three 
parameters, , , and 33, are depicted in Figure 1A. Note that 𝜒 𝛾 𝜂
these three angular parameters that describe the relative 
orientations of the g-tensors depend on the position of the 
labeled sites. These relative orientations for many systems are 
not known a priori, and therefore the analytical description of  𝜃
is hard to define as a function of . On the other hand, we can 𝜙
easily estimate the  angles of the excited spins in a DEER 𝜙
experiment as they only depend on the resonant field and the 
precise values of - and hyperfine tensors, which are typically 𝑔
available. More importantly, proteins in a powder or frozen 
solution have the same statistical distribution of , shown in 𝜙
Figure 1C. Therefore, this work aims to properly sample  by 𝑃(𝜃)
optimizing the excitation of . 𝜙

Generation of in-silico sample

For the first step, we generated 50,000 randomly oriented 
vectors representing doubly dHis-Cu(II)labeled proteins. For 
each molecule, , , and  are sampled from gaussian 𝜒 𝛾 𝜂
distributions with means of 90 , 45 , and 90  respectively. We ° ° °
chose these angular parameters to model two dHis-Cu(II) labels 
on opposite sides of a simple -barrel protein77. The -barrel 𝛽 𝛽
fold is a promising starting model since approximately 600 
proteins adopt this architecture78. Note that this choice of the 
mean angles is only an arbitrary starting case. We explore other 
relative orientations in later sections. Each Gaussian 
distribution has a standard deviation of 10 .°

A standard deviation of 10  for , ,  is a conservative ° 𝜒 𝛾 𝜂
estimate for the dHis-Cu(II) label15,18. Once generated, we 
randomly rotate each doubly-labeled protein to simulate the 
orientations of a powder or frozen solution sample. 

Excitation of a spin with a given  angle depends on the 𝜙
resonant fields, calculated as follows48:

 EQ.7𝐵𝑟𝑒𝑠,𝑚𝑙(𝜙) =
ℎ𝑣 ― 𝐴(𝜙)𝑚𝑙

𝑔(𝜙)𝛽𝑒

where  is the Planck constant,  is the microwave frequency, ℎ 𝑣
 is the nuclear quantum number, and  is the Bohr 𝑚𝑙 𝛽𝑒

Magneton. Note that the effective g and A values depend on , 𝜙
easily calculated using EQ.1 and EQ.2 in the Methods section. 
As such, we calculated  for each spin in the in-silico sample 𝐵𝑟𝑒𝑠

using EQ.7. These resonant fields were stored to identify which 
spins were excited at a specific magnetic field in the dHis-Cu(II) 
spectrum (cf. Methods section). After the generation of the in-
silico sample, we implemented a procedure that samples the 
spins in the in-silico sample given any pulse.

Sampling of  angles by rectangular pulses primarily depends on 𝝓
the bandwidth of the major lobe in the inversion profile

To identify the sampled  angles, we calculated the inversion 𝜙
profiles of a rectangular pulse and a pulse with uniform 
excitation over a specific range. Figure 2A shows the inversion 
profile of a 20 ns rectangular pulse in the dashed black line 
compared to a pulse that uniformly excites spins over a 100 
MHz bandwidth. The 20 ns rectangular pulse has a sinc inversion 
profile, calculated using the Exciteprofile and Pulse functions79 
of EasySpin51. This profile provides the probability of exciting 
spins as a function of the magnetic field, . At the central 𝑃(𝐵)
field, the probability of 1 corresponds to all spins being excited. 
At other fields, only a portion of the spins gets excited. In 
contrast, the uniform excitation pulse assumes an inversion 
profile with a probability of 1 across a 33.57 Gauss range, 
representing a perfect bandwidth of 100 MHz. The assumption 
of a uniform excitation over a 100 MHz bandwidth was used in 
previous work46. While the uniform excitation pulse allows for a 
straightforward calculation since a spin is either excited or not, 
the rectangular pulse better represents experiments accessible 
for any commercial pulsed-EPR spectrometer. We note that the 
calculated inversion profile ignores experimental distortions 
due to resonator bandwidths,  inhomogeneity, and video 𝐵1

Fig. 1. A) Representation of a Cu(II)-labeled protein as a set of three vectors corresponding to the  of the two spins and the interspin vector, . The relative orientations of 𝑔 ∥ 𝑟

the three vectors are described by angles , , and . B) Relative to the applied magnetic field, the orientation of  for each of the two spins are denoted with  while the 𝜒 𝛾 𝜂 𝑔 ∥ 𝜙,

orientation of  is denoted by . C) All  angles of the in-silico sample were calculated and plotted as a histogram, and overlayed with the expected  distribution, 𝑟 𝜃 𝜙 𝑠𝑖𝑛 (𝜙)

depicted with a dashed black line.
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amplifier bandwidths, that can alter the experimentally 
observed inversion profile80–83. We discuss the effect of this 
contribution later while discussing experimental results. While 
Figure 2A only shows one example of a rectangular pulse, the 
method can be applied to any pulse and pulse length. These 
results are shown in Figure S1.

For demonstration, Figure 2B shows a rectangular pulse set 
at a central magnetic field 11715 G, shown as the shaded blue 
region. The inversion profile is overlaid on a simulated dHis-
Cu(II) absorption spectrum shown as the black line in Figure 2B. 
The simulated dHis-Cu(II) spectrum was constructed by 
summing the resonant fields of all spins in the in-silico sample, 
as described in the Methods section. Overall, the pulse covers 
only a small range of magnetic fields compared to the dHis-
Cu(II) spectrum. As a result, the pulse excites only a limited 
number of the spins in the in-silico sample. 

A spin is excited when the spectral lineshape of the spin, 𝐼𝜙

), overlaps with the probability curve of the pulse, . We (𝐵 𝑃(𝐵)
obtained the spectral lineshape  by applying Lorentzian 𝐼𝜙(𝐵)
broadening of the resonant fields of the spins, described in EQ.4 
in the Methods section. The overlap between the spectral 
lineshape of a spin and the pulse region signifies that the pulse 
has a non-zero probability of exciting that particular spin. 
Therefore, the pulse excites only spins with resonant fields in 
the shaded blue region in Figure 2B. Figure 2C shows the excited 
spins as a scatter plot where the polar coordinates of each dot 
correspond to the angle of a spin.𝜙 

The color-coding on each dot in Figure 2C represents the 
probability of exciting each spin, calculated as follows:

 EQ.8𝑃(𝜙𝑛) =
∫𝐼𝜙(𝐵)𝑃(𝐵) 𝑑𝐵

∫𝐼𝜙(𝐵) 𝑑𝐵 

EQ.8 calculates the probability of exciting spin  with a given  𝑛 𝜙
as the portion of the spectral lineshape, , that overlaps 𝐼𝜙(𝐵)
with the pulse probability curve, . Figure 2C shows that the 𝑃(𝐵)
rectangular pulse excites spins with a ~5  larger range of  ° 𝜙
angles than those sampled by the uniform excitation pulse. The 
5  increase in the range of  angles is due to the minor lobes of ° 𝜙
the sinc inversion profile, shown in Figure 2A. On the other 
hand, the rectangular pulse excites the spins with a smaller 
probability than a pulse with the uniform excitation pulse. We 
can rationalize the lower probability due to the imperfect 
inversion from the sinc profile of the rectangular pulse. On the 
other hand, sophisticated shaped pulses, such as CHIRP and 
hyperbolic secant pulses84,85, are closer to uniform inversion 
than rectangular pulses, as shown in Figure S1. Overall, this 
method of implementing pulses allows for the sampling of spins 
in the in-silico sample, given a realistic inversion profile of any 
pulse.

To explore the effect of pulse types, we calculated the 
distribution of  of excited spins at three different fields in the 𝜙
dHis-Cu(II) spectrum. Figure 3A marks the three fields in gray 
circles, and Figures 3B-3D show the corresponding  angles of 𝜙
the excited spins. In each plot, the solid gray line and the dashed 
black line represent the  angles of the spins excited by the 𝜙

Fig. 2 A) Functions for the probability of spin excitation as a function of either field or frequency relative to the pulse frequency were calculated from the inversion 
profiles of two pulses. The sinc inversion profile of a 20 ns rectangular pulse was calculated using EasySpin51, and is depicted with a black dashed line. The other 
inversion profile describes a pulse with uniform excitation across a 100 MHz band and is depicted with a solid grey line. B) To contextualize the sinc inversion profile 
produced by the 20 ns rectangular pulse, the inversions profile is overlayed in blue on a field swept spectrum calculated from the in-silico sample in grey.  The pulse 
is centred at 124 G lower than the maximum of the Cu(II) spectrum. C) The identified spins by the rectangular and uniform excitation pulses are shown as a scatter 
plot, color-coded by the probability of the excited spin. The coordinates of each dot correspond to the  angle of each spin in cartesian coordinates. The axial black 𝜙

arrow depicts the applied magnetic field in the z-direction. Overall, the rectangular pulse excites a lower probability of spins than the ones excited by the uniform 
excitation pulse but has a slightly larger range. The lower probability is due to the imperfect sinc inversion profile of the rectangular pulse.
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uniform excitation pulse and the rectangular pulse, 
respectively. The  angle distributions are based on  of 𝜙 𝑃(𝜙)
each excited spin, as calculated by EQ.8. The pulses at different 
fields excite spins with different sets of  angles. In each case, 𝜙
the distribution of  follows the trend of the dHis-Cu(II) 𝜙
spectrum in Figure 3A. For example, Figure 3B shows a bimodal 
distribution corresponding to the two peaks surrounding the 
10750 G point in Figure 3A. Similarly, the distribution at 11400 
G shows an upward slope similar to the trend in the dHis-Cu(II) 
spectrum. Finally, the sharp peak in Figure 3D matches the 
sharp feature at 11800 G of the dHis-Cu(II) spectrum. These 
observations are within expectation since the dHis-Cu(II) 
spectrum reflects the statistical distribution of  angles at 𝜙
different magnetic fields.

Interestingly, as  shifts to 0 , the intensity of excited spins 𝜙 °
gets significantly less than the expected , depicted as the 𝑃(𝜙)
dotted black line in Figures 3B-3D. At  angles near 0 , the 𝜙 °
effective hyperfine values, , are close to the  value of 𝐴(𝜙) 𝐴 ∥

~161 G, leading to large splitting. Since the pulse primarily 
excites a range of ~40 G based on Figure 2A, the pulse excites 
only a small portion of the spins with  values near 0 . As a 𝜙 °
result, under-sampling of the  occurs at lower  angles. 𝑃(𝜙) 𝜙

The rectangular pulse has a more prominent under-
sampling than the uniform excitation pulse. The intensity 
difference of the spin excitation between the two pulses is 
within expectation since they have different inversion profiles, 
as predicted by Figure 2C. Additionally, Figure 2C indicates a 
slight increase in the range of  angles due to the minor lobes 𝜙
of the rectangular pulse. However, the difference in  angles is 𝜙
small, making it hard to observe in Figures 3B-3D. The difference 
is only apparent when the  curves from the two pulses are 𝑃(𝜙)

normalized to each other, as shown in Figure S2. Therefore, the 
minor lobes contribute minimally to the excitation of  angles.𝜙

These results indicate that the central lobe of the 
rectangular pulse is the main contributor to the excitation of the 
Cu(II) spins. The main lobe covers the same ~40 G region as the 
100 MHz uniform excitation pulse, as shown in Figure 2A. As a 
result, both pulses effectively excite spins with similar ranges of 

 angles, as shown in Figure 3. Furthermore, the pulse still 𝜙
excites similar  angles even after the contribution from the 𝜙
resonator bandwidth, as shown in Figure S3. On the other hand, 
the imperfection of the rectangular pulse reduces  to 𝑃(𝜙)
approximately half of its uniform excitation counterpart. 
Therefore, rectangular and shaped pulses with near-rectangular 
profiles excite spins with similar  angles, albeit with different 𝜙
efficiencies. 

The frequency offset between observer and pump pulses dictates 
the orientations of Spin A and Spin B

Next, we identified the most optimal field for exciting the 
greatest number of unique  angles. In Figure 4A, we plot the 𝜙
number of unique  angles of the excited spins at each field, 𝜙
referred to as the -curve. This quantification was done by Φ
setting the rectangular pulse at each field and tabulating the 
corresponding  angles of the excited spins. From the -curve, 𝜙 Φ
we observed a maximum, marked by a blue dot. The -curve Φ
maximum resides at 124 G lower than the maximum of the 
Cu(II) spectrum, consistent with previous work46. The difference 
in the -curve maximum and the spectrum maximum is due to Φ
the large  of the dHis-Cu(II) compared to . Thus, spins with 𝐴 ∥ 𝐴 ⊥

 angles as low as 60  still have resonant fields at the -curve 𝜙 ° Φ
maximum, as shown in Figure S4. On the other hand, the range 
of  values at the spectrum maximum is much narrower. 𝜙
Therefore, DEER experiments at the spectrum maximum are not 
optimal in Cu(II) systems with orientational selectivity.

The -curve calculation in Figure 4A uses the arbitrary Φ
model of dHis-Cu(II)-labeled -barrel protein as a starting case. 𝛽
However, the -curve depends on the statistical distribution of Φ
the  angles of the spins, which is independent of the relative 𝜙
orientations of the g-tensors. Therefore, the -curve maximum Φ
provides excitation of spins with the largest range of  angles, 𝜙
regardless of the system.

While the -curve establishes the most optimal field for a Φ
single pulse, DEER is a two-frequency experiment that uses 
pump and observer pulses. Figure 4B shows a pump pulse (red) 
set at the -curve maximum and an observer pulse (blue) set at Φ

 away from the pump pulse. Next, we identified all spins Δ𝜈
excited by the pump and observer pulses, respectively. The 
approach is shown schematically in Figure 4C. The pumped and 
observed spin are shown as red and blue circles, respectively. 
With this method, we isolated all molecules where one spin was 
pumped while the other was observed. For each spin-pair, we 
stored the values of  and . In addition, we used the precise 𝜙 𝜃
values of r and  to calculate the contribution of each spin-pair 𝜃
to DEER.  With this method, we further analyzed the  angles of 𝜙
the spins excited by the two pulses separated by different 
frequency offsets, .Δ𝜈

Fig. 3. A) A 20 ns rectangular pulse and a uniform excitation 100MHz pulse were set 
at three different fields across the dHis-Cu(II) spectrum, marked by the grey circles. 
At each field, the excited  angles were calculated and plotted for the rectangular 𝜙

and uniform excitation pulse, represented as the dashed black line and the solid 
gray line, respectively. The distributions of excited  angles are shown in panels B-𝜙

D. Complete excitation of all  angles was expected to follow a sinusoidal trend, 𝜙

depicted as dotted black lines. The two pulses excite similar ranges of  angles, and 𝜙

the only difference between the two pulses is the intensity of the  excitation.𝜙
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For a specific , we identified the excited spin-pairs and Δ𝜈
plotted the  angles of Spin A and Spin B excited by the observer 𝜙
and pump pulses, labeled as  and , respectively. Figures 𝜙𝐴 𝜙𝐵

4D-4F show the distributions of  and , depicted as blue and 𝜙𝐴 𝜙𝐵

red lines, respectively. For  of 900 MHz, Figure 4F shows the Δ𝜈
distribution of  centered at a lower angle compared to the  𝜙𝐴 𝜙𝐴

in the 200 MHz case. This difference is expected since increasing 
 shifts the observer pulse to lower field where lower  angles Δ𝜈 𝜙

resonate. As a result, a larger  leads to the excitation of a Δ𝜈
more extensive range of  angles in total. However, as is 𝜙
evident in Figure 4F, increasing  to 900 MHz reduces the Δ𝜈
sampling of spins with  angles of ~65  with the observer pulse.  𝜙 °

Excitation of the intramolecular interaction is dependent on the 
relative orientations of the two spins

Given the relationship of  and  (cf. Figure 1A), we expect that 𝜙 𝜃
optimizing  plays a critical role in the efficient sampling of  Δ𝜈 𝜃
values of the excited spin-pairs. As per Figure 1, the correlation 
between  and  is dependent on the relative orientation 𝜙 𝜃
between  and the -axes of the two spins, defined by , , 𝒓 𝑔 ∥ 𝜒 𝛾
and 33. Therefore, we explored how the three angles affect the 𝜂
number of sampled  angles. Figure 5 shows that  significantly 𝜃 𝛾
affects the sampling of  angles.𝜃

Figure 5 shows five cases where  varies by increments of 20𝛾
, depicted by the different orientations of Spin B, shown as the °

green arrow. In each case, we identified the excited spin-pairs 
as described in Figure 4 and quantified the number of sampled 

 with varying  values. The right panels of Figure 5 show the 𝜃 Δ𝜈
scatter plot of the number of the sampled  angles as a function 𝜃
of  for each case of . When  is 0 , both the -axes of Spin Δ𝜈 𝛾 𝛾 ° 𝑔 ∥

A and Spin B are parallel to each other. In this case, the sampling 
of  is the highest when the  is as small as possible, based on 𝜃 Δ𝜈
the scatter plot in Figure 5A. This observation is expected since 
both spins have the same orientation and resonant field. 

As  increases to 40 , the most optimal  shifts to ~400 𝛾 ° Δ𝜈
MHz, as shown in Figure 5C. In this case, the directions of the 
two spins deviate enough that their resonant fields start to 
differ significantly. Consequently, optimal excitation of the spin-
pair requires the observer and pump frequencies to also differ 
by the same extent as the difference in the resonant fields of 
the two spins. Finally, Figure 5E shows the extreme case where 
the largest  leads to the largest difference in the directions of 𝛾
Spin A and Spin B. Therefore, the optimal  is at 1900 MHz for Δ𝜈
this case to accommodate the large difference in the resonant 
fields of the two spins. While Figure 5 explores  from 0  to 90𝛾 °
, Figure S5 shows that  angles from 90  to 180  also exhibit ° 𝛾 ° °

identical patterns. These results show that the optimal  Δ𝜈
primarily depends on the difference between  and .𝜙𝐴 𝜙𝐵

In contrast to , variation in either  or  have minimal effect 𝛾 𝜒 𝜂
on the sampling of , as shown in Figures S6 and S7. In Figure 𝜃
1A, the  angle dictates the orientation of  with respect to the 𝜒 𝒓

-axis of Spin A. However, Figure 5 indicates that the 𝑔 ∥

excitation of spin pairs primarily depends on both  and . 𝜙𝐴 𝜙𝐵

Because  has no relationship with , the number of sampled 𝜙𝐵 𝜒
 angles is independent of the angle . On the other hand, the 𝜃 𝜒

variation of  is effectively an axial rotation between Spin A and 𝜂
B, as shown in Figure 1A. However, octahedrally coordinated 
Cu(II) is an axial g-tensor system. As a result, an axial rotation of 
the spins does not affect the resonant field of the spin. Thus, 
the  parameter minimally affects the resonant fields of Spin A 𝜂

Fig. 4. A) The number of unique  angles excited at each field (dashed blue line) labeled as the -curve.  The maximum of the -curve ismarked by the blue dot. B) DEER 𝜙 𝛷 𝛷

simulations were performed by simulating the pump pulse set at the maximum of the -curve and the observer pulse set at different frequency offsets, , from the pump 𝛷 𝛥𝜈

pulse. C) The pump and observer pulses excite different spins, marked by red and blue circles, respectively. Only protein molecules with both spins excited by the two pulses 
were considered for the intramolecular DEER signal. Plots of the  angles in the spin-pairs excited by either the observer ( ) or the pump pulse ( ) are shown for  of 𝜙 𝜙𝐴 𝜙𝐵 𝛥𝜈

(D) 200 MHz, (E) 550 MHz, and (F) 900 MHz. As  increases, the observer pulse excites lower  angles since lower angles have lower resonant fields.Δ𝜈 𝜙𝐴
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and Spin B. Overall, only the parameter  affects the number of 𝛾
excited spin-pairs, while  and  do not. 𝜒 𝜂

These results conceptually explain how  in EQ.6 is also 𝜆
affected by orientational selectivity34. The variable  is 𝜆
proportional to the amount of spin-pairs excited by a pulsed-
EPR experiment6. By exciting more spin-pairs, a DEER 
experiment also samples more  angles in the sample. As shown 𝜃
in Figures 4 and 5, the relative orientation of the system and  Δ𝜈
affect the efficiency of sampling  angles, which correlates with 𝜃
the efficiency of exciting spin-pairs in the sample. As a result, 
the prediction of  in an unknown orientational selective system 𝜆
is more challenging than those without orientational 
selectivity5,30,86,87. Overall, these results provide an additional 

physical basis for the complicated relationship between 
orientational selectivity and the many facets of DEER. 

Frequency offset of 300 MHz enables orientation-independent 
distance measurement with two DEER experiments

Based on Figure 5, there is no perfect choice of  that can Δ𝜈
optimally sample  angles in all cases. Additionally, given 𝜃
realistic limitations, performing DEER at extremely low  leads Δ𝜈
to problematic ESEEM effects in the signal6, while extremely 
high  requires specialized equipment88–91. Therefore, we Δ𝜈
considered a  of 300 MHz that is accessible in common Δ𝜈
resonators. Additionally, this  seems to be a reasonable Δ𝜈
compromise that does not minimally or maximally sample  𝜃
angles in all cases explored in Figure 5. 

To explore whether proper  is achievable, we simulated 𝑃(𝜃)
a DEER experiment using the two-pulse approach, as described 
in Figures 4B and 4C, with a  of 300 MHz. Additionally, we Δ𝜈
used the -barrel protein with , , and  of 90 , 45 , and 90 , 𝛽 𝜒 𝛾 𝜂 ° ° °
respectively, as a preliminary example. Figure 6A shows the 
dHis-Cu(II) spectrum and the -curve in the dashed blue line. Φ
The blue dot represents the field position, , of the pump 𝐵𝜙0

pulse, which is a 20 ns rectangular pulse. Additionally, we set a 
20 ns rectangular observer pulse at a lower field position, 300 
MHz away from the pump pulse. With these two pulses, we 
identified the excited spin-pairs and the corresponding sampled 

 angles. Note that the excitations of Spin A and Spin B have 𝜃
probabilities of  and , respectively, calculated using 𝑃(𝜙𝐴) 𝑃(𝜙𝐵)
EQ.8. Therefore, we weighted each sampled  angle by 𝜃
multiplying  and  in each excited spin-pair. Figure 𝑃(𝜙𝐴) 𝑃(𝜙𝐵)
6B shows the distribution of sampled  angles as the blue 𝜃
histogram. Compared to the expected , we still 𝑃(𝜃)
undersample the  angles above 50 . Therefore, a single DEER 𝜃 °
at  is insufficient for sampling  with such a pulse, and 𝐵𝜙0 𝑃(𝜃)
excitation of the leftover spin-pairs requires additional 
experimentation.

To obtain another position for the second DEER simulation, 
we eliminated the excited spin-pairs at , and then plotted a 𝐵𝜙0

new -curve from the leftover spin-pairs, Iteration 1, depicted Φ
in the dashed orange line in Figure 6A. A new -curve Φ
maximum, , is marked as the orange dot at 803 G lower than 𝐵𝜙1

the maximum of the dHis-Cu(II) spectrum. Figure 6B shows the 
total distribution of the sampled  after the second DEER as the 𝜃
orange histogram. The additional DEER leads to the sampling of 

 angles above 50 , providing better agreement between the 𝜃 °
expected  and the total sampled  angles. 𝑃(𝜃) 𝜃

With the sampled , we then simulated the expected 𝜃
intramolecular DEER signal, calculated as follows:

EQ.9𝑉𝑖𝑛𝑡𝑟𝑎(𝑡) = ∑𝑁
𝑖 = 1𝑃(𝜙𝐴𝑖)𝑃(𝜙𝐵𝑖)cos (2𝜋𝜈𝑒𝑒𝑖𝑡)

Fig. 5. Analysis of five different cases where the angle between the -axes of the 𝑔 ∥

two spins was incremented by 20 , defined by the parameter . The organization of ° 𝛾

 and the two -axes of the spins are depicted on the left panels as orange, blue, 𝒓 𝑔 ∥

and green, respectively. DEER simulations were done on each case with a variety of 
 values. The number of excited  as a function of  is plotted as gray dots on the 𝛥𝜈 𝜃 𝛥𝜈

right panels. The optimal  varies in each case. As the orientations of the two spins 𝛥𝜈

deviate, the optimal  increases to properly excite the two spins with differing 𝛥𝜈

resonant fields.
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where  is the number of excited spin-pairs,  is the dipolar 𝑁 𝑡
evolution time,  and  are the excitation probability 𝑃(𝜙𝐴) 𝑃(𝜙𝐵)
of Spin A and Spin B, and  is the magnetic dipolar frequency 𝜈𝑒𝑒

of the interaction between the two spins. Calculation of  is 𝑣𝑒𝑒

described in the methods section. EQ.9 assumes a pure 
intramolecular signal and does not account for . Additionally, 𝜆
both  and  are naturally accounted for in the terms 𝑃(𝜃) 𝑃(𝑟) 𝑃(

 and . Figure 6C shows the simulated DEER signal 𝜙𝐴𝑖)𝑃(𝜙𝐵𝑖) 𝑣𝑒𝑒

as a gray line. For comparison, we also calculated the ideal DEER 
signal using EQ.9 by assuming the excitation of all spin-pairs in 
the in-silico sample, shown as the dashed black line. Overall, the 
simulated DEER signal is within the noise of the ideal DEER 
signal, as shown in Figure 6C. These simulations suggest that  Δ𝜈
of 300 MHz is sufficient at sampling  with two DEER 𝜃
experiments. 

While Figure 6 shows promising calculations, we also 
explored whether increasing  can lead to efficient  sampling Δ𝜈 𝜃
by a single DEER simulation. Simulations with larger  are Δ𝜈
shown in Figures S8 and S9. Overall, a single DEER still manifests 
orientational selectivity even when  is 3 GHz, large enough to Δ𝜈
observe at  and pump at of the dHis-Cu(II) spectrum. 𝑔 ∥ 𝑔 ⊥

However, if  decreases to 200 MHz or below, collecting three Δ𝜈
DEER signals becomes necessary, as illustrated in the ESI.  

This observation is consistent with previous work that 
assumed 200 MHz frequency offsets for DEER experiments46. 
Even when pulses have 800 to 1200 MHz bandwidths, proper  𝜃
sampling is still unachievable with a single DEER. Details are 
provided in Figure S11. The simulations support previous work 
that showed orientational selectivity even when using Ultra-
Wideband pulses and powerful loop-gap resonators32. 
Therefore, we conclude that orientational-independent 
distance measurements require  of at least 300 MHz, leading Δ𝜈
to a minimum acquisition scheme of two DEER experiments.

New acquisition scheme provides orientation-independent 
distance measurements for most cases of relative orientations

Note that the simulation in Figure 6 is an analysis for a single 
case of =90 , =45 , and =90 . Therefore, we tested the 𝜒 ° 𝛾 ° 𝜂 °
robustness of the two fields identified from the 300 MHz 

simulations in Figure 6A to all possible combinations of , , and 𝜒 𝛾
. To simulate different proteins, we systematically 𝜂

incremented the three angles by 20 . We simulated the DEER °
signal based on  and  for each combination of , , and 𝐵𝜙0 𝐵𝜙1 𝜒 𝛾

. Figure 7 shows the simulated DEER signal, depicted as the 𝜂
gray line, for all cases of  and  while  value is 0 . Cases for 𝜒 𝛾 𝜂 °
other  angles are shown in Figures S12-S15. Overall, we tested 𝜂
125 possible combinations of , , and . Each DEER signal was 𝜒 𝛾 𝜂
combined with simulated noise to replicate an SNR of 50. Figure 
7 shows the simulated DEER signals within the noise of the ideal 
DEER signal, shown as the dashed black line, for most cases. 
However, 10 out of 125 cases still manifest small deviations 

between the simulated DEER signal and the ideal signal. These 
deviations can lead to a minor distribution appearing in the 

Fig. 7. The simulated and ideal DEER time traces were obtained for different 
angles of  and  while  is 0 . The simulated DEER was obtained using the two 𝜒 𝛾 𝜂 °

identified fields in Figure 6A, given a 300 MHz frequency offset between observer 
and pump frequencies. Acquisition of DEER at two fields leads to properly 
account for orientations is general for several relative orientations of the g 
tensors of the two electron spins.

Fig. 6.  A) -curve analysis, where the DEER simulations used -curve 300 MHz. Each iteration is a -curve obtained from spin pairs that were not yet excited by DEER simulations 𝛷 𝛷 𝛷

from previous iterations. The maximum of each -curve, marked by colored dots, was identified as the most promising field for simulating DEER at a given iteration. B) The 𝛷

distribution of excited  from the simulated DEER performed at the fields shown in panel A after each iteration. C) The simulated DEER signal after performing the DEER 𝜃

experiments at the fields identified in panel A compared to the ideal case where all spins are excited. These results show that acquisition of DEER at two fields can potentially 
provide orientationally averaged DEER signal.
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extracted distance distribution, as discussed in previous work46. 
In these cases, two additional fields at the spectrum maximum 
and 500 G lower than the maximum of the spectrum may be 
needed. More details are shown in ESI. 

Orientational-averaged DEER is achievable with either rectangular 
or CHIRP pulses

To further validate the simulations, we performed DEER 
experiments on 15H/17H/28H/32H GB1 mutant. This mutant 
has two sites that contain two strategically placed histidine 
residues (dHis motif)14. Each dHis motif can coordinate with 
Cu(II) chelated by nitrilotriacetic acid (NTA)55 or iminodiacetic 
acid (IDA)92. The Cu(II) chelation allows Cu(II) to bind 
preferentially to the dHis motifs. Furthermore, efficient 
incorporation of Cu(II)NTA to the dHis motifs of 
15H/17H/28H/32H GB1 mutant has already been 
established20,49. Therefore, this dHis-Cu(II) labeled system is 
suitable to test the simulations performed in this work.

To replicate the 300 MHz frequency offset simulation, we 
first used the QT2 resonator from Bruker. Figures 8A and 8D 
show the observer and pump pulses, depicted as the orange 
and blue regions, used for the two DEER experiments. The pump 
pulse was either a 20 ns rectangular pulse or a 64 ns 200 MHz 
CHIRP. Given the anticipated distance of 2.3 nm, a longer CHIRP 

pump pulse is not recommended85. In both cases, the observer 
pulse was a 36 ns rectangular pulse. The rectangular pump pulse 
was 300 MHz away from the observer frequency. In the other 
case, the 200 MHz CHIRP pump pulse was centered at 200 MHz 
from the observer frequency. Overall, in both cases, the pulses 
were within the resonator bandwidth of QT2. We performed 
the DEER for both cases at ca. 124 G and 803 G lower than the 
maximum of the FS-ESE spectrum.  These positions are shown 
as green and red dots in Figures 8A and 8D. While the pulse 
parameters differ from those used in previous sections, DEER 
simulations based on pulses used in Figures 8A and 8D also 
support the ability of the acquisition scheme to provide an 
orientation-independent measurement. These results are 
provided in Figure S17 in ESI.

Figures 8B and 8E show the DEER signals at 124 G and 803 
G, color-coded green and red, respectively. The gray line is the 
sum of both DEER signals. The summing procedure is described 
in the methods section. From the summed DEER signal, we 
observed a modulation depth ( ) of 0.6% when the pump pulse 𝜆
is a 20 ns rectangular pulse while a 200 MHz CHIRP pump pulse 
provides  of 1.8%. This three-fold difference in  makes sense 𝜆 𝜆
since the 200 MHz CHIRP excites more spins than a 20 ns 
rectangular pulse. The summed DEER signals were analyzed 
using Consensus DEER Analysis (CDA)57,58 to extract the distance 

Fig. 8. A) DEER setup on a QT2 resonator using a 36 ns rectangular observer pulse and a 20 ns rectangular pump pulse set at 300 MHz away from the observer frequency 
on Cu(II)NTA labeled GB1. The experiment was done at two positions marked by the green and red dots. The FS-ESE spectrum of dHis-Cu(II) was collected at 34.693 GHz. B) 
The DEER signal for the respective fields and the sum of these signals in black, overlayed with the background fit dashed black line. C) The distance distribution obtained 
from the summed DEER signal in black, with grey shading to represent error. D) The DEER experiment was repeated using a 64 ns 200 MHz CHIRP pump pulse. E) & F) The 
corresponding DEER signal and the distance distribution are shown in E and F, respectively. These results demonstrate the experimental validation for the two-field 
acquisition scheme. 
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distribution. Figures 8C and 8F show the distance distributions. 
In both cases, the distance distributions are within experimental 
errors, with a most probable distance of 2.3 nm. This distance is 
consistent with previous measurements on this Cu(II) labeled 
GB1 mutant14,17,18,55,92. 

Thus, the experimental results validate the simulations 
showing that proper orientation sampling is achievable in two 
DEER experiments with  of 300 MHz.  Second, rectangular Δ𝜈
pump pulses have the same capability as CHIRP pulses to 
provide orientation-independent distance measurements. This 
result is not unexpected since both rectangular and uniform 
excitation pulses excite spins with similar ranges of  angles (cf. 𝜙
Figures 2 and 3). These results are significant given the 
widespread prevalence of spectrometers that only support 
rectangular pulses. 

Shortening of rectangular pulses increases the sensitivity of the 
DEER experiment

While QT2 can sufficiently sample , we explored whether 𝜃
increasing the power of the pulses can improve the efficiency of 
orientation-independent DEER experiments. Specifically, we 
performed DEER using another commercially available Bridge12 
QLP (B12) resonator. This resonator increases the strength of 
the pulse by using a loop-gap resonator which, on our 
spectrometer, enables pi pulses of 8 ns (cf. Figure S18). 
Therefore, this resonator can excite more spins using 
rectangular pulses compared to the Bruker QT2 resonator.

We performed DEER on dHis-Cu(II) labeled GB1 using the 
B12 resonator at the two fields marked by the green and red 
dots in Figure 9A. At each position, we used 8 ns rectangular 
pulses with a 300 MHz frequency offset between the observer 
and pump frequency.  The pulse positions are shown in Figure 
9A. Figure 9B shows the DEER signals at the two fields as green 
and red lines, while the summed signal is shown as a gray line. 
The 8 ns rectangular pump pulse leads to a summed DEER signal 
with a  of 1.6%. This  from the 8 ns rectangular pulse is about 𝜆 𝜆

2.7-fold higher than the  obtained when using a 20 ns pump 𝜆
pulse, shown in Figure 8B. More importantly, the increased 
power of the rectangular pulse provided  comparable to the 𝜆
1.8% seen in the QT2 DEER using a CHIRP pump pulse, shown in 
Figure 8D. Additionally, the DEER distance measurements with 
the B12 resonator require a 5-fold less absolute number of spins 
compared to the experiment with the QT2 resonator, given the 
smaller resonator volume. However, despite the reduced 
number of spins, the DEER echo in B12 was comparable to the 
DEER echo obtained in the QT2 resonator (cf. as shown in Figure 
S19 in ESI). Therefore, the B12 resonator allows for sensitive 
distance measurements with rectangular pulses while reducing 
the number of proteins required in the sample.

Orientation-independent distance measurement is robust to 
different proteins

To further demonstrate the robustness of the acquisition 
scheme for different systems, we performed a DEER experiment 
on another protein, hGSTA1-1. We expressed and purified 

Fig. 9. A) DEER setup on a B12 resonator using an 8 ns rectangular pulse for both observer and pump pulses separated by 300 MHz on a Cu(II)NTA labeled GB1 protein. The 
experiment was done at two positions marked by the green and red dots. The FS-ESE spectrum of dHis-Cu(II) was collected at 34.693 GHz. B) The DEER signal for the respective 
fields and the sum of these signals in black, overlayed with the background fit dashed black line. C) The distance distribution between labels obtained from the summed DEER 
signal in black, with grey shading to represent error. The distribution is in agreement with the data in Figure 8.  More importantly the use of shorter pulse lengths and resonator 
volume enabled the measurement of distances from ca. five times lower spins. 

Fig. 10. A) DEER signals obtained using a B12 resonator, a 16 ns rectangular pulse 
as the observer pulse and a 250 ns 250 MHz CHIRP pump pulse separated by 150 
MHz. This was done at two fields on Cu(II)NTA labeled hGSTA1-1. The sum of the 
two signals is depicted in black and is overlayed with the background fit dashed 
black line. B) The distance distribution obtained from the summed DEER signal is 
depicted black, with error in grey. These results further validate the generality of 
the two-field acquisition scheme. 
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K211H/E215H hGSTA1-1 as previously described2,54. The protein 
hGSTA1-1 is a homodimer; thus, one dHis mutant is sufficient to 
provide two Cu(II)NTA labeling sites for DEER experiments. 
Furthermore, we prepared hGSTA1-1 in the presence of 
stoichiometric amounts of GS-Hex ligand93. 

We performed DEER on the hGSTA1-1 sample using the B12 
resonator. Figure 10A shows the DEER signal from the two fields 
as green and red lines, while the summed DEER signal is shown 
as a grey line. We note that the summed DEER signal has  of 𝜆
4%, significantly higher than the  in the GB1 DEER experiments. 𝜆
The significant improvement in  is due to using a 250 ns 250 𝜆
MHz CHIRP pump pulse. 

Figure 10B shows the extracted distance distribution by 
CDA57,58. The measured distance distribution has the most 
probable distance at 5.3 nm, consistent with previous work 
using the same hGSTA1-1 mutant46. Additionally, the 
distribution has a minor distance of around 4.2 nm. Previous 
work also observed the minor peak, even when DEER 
experiments were done at ten different fields at Q-band or 
performed at X-band (where orientation effects are not 
observed for this label)46.

These results demonstrate that DEER can be optimized to 
minimize the number of experiments required to achieve 
orientationally averaged DEER. On the other hand, previous 
efforts involved systematic collection of DEER measurements at 
many magnetic fields across the Cu(II) spectrum18,32,33,62. This 
procedure benefits from automation94 while providing 
additional data to extract orientational information. However, 
DEER experiments at lower fields generally have low echo 
intensity and low , leading to long experimental run time to 𝜆
achieve sufficient . As a result, high quality DEER at multiple 𝑆𝑁𝑅
fields requires disproportionate allotment of the overall 
experimental time, skewing heavily towards the low magnetic 
fields. In contrast, this work shows that one can invest less time 
by performing DEER experiments at a select few magnetic 
fields, reducing the experimental run time by as much as 6-
fold18. 

Conclusions
In this work, we showcase an approach for simulating 
orientational selectivity in the context of Cu(II)-DEER 
experiments. Simply, this approach consists of three modular 
parts; creating vectors that represent any type of spins or 
interactions, defining the Hamiltonian of the desired system, 
and the pulses that replicate the desired experiment. Each 
vector is then interrogated to establish its contribution to the 
signal and the molecular orientation. Such a strategy provides a 
means to calculate the spectrum and, more importantly, extract 
information on the orientational dependence. We show that a 
rectangular pulse can sample similar spin orientations, albeit 
with a lower probability, as a pulse with perfect excitation 
across the same bandwidth of the rectangular pulse. 
Additionally, we provide a further understanding of the 
relationship between frequency offsets and the number of 
excited spin-pairs. This physical exploration helps rationalize 
how orientational selectivity affects the amplitude of the 

intramolecular dipolar signal in DEER. Through a comprehensive 
analysis of all possible cases of relative orientations, we 
establish a new acquisition scheme that requires only two DEER 
experiments with frequency offsets of 300 MHz for orientation-
independent distance measurements. Furthermore, increasing 
the power of the rectangular pulse allows for DEER experiments 
with comparable sensitivity to experiments using CHIRP pulses. 
Finally, the new acquisition scheme works for multiple systems, 
as validated by the experimental results of GB1 and hGSTA1-1 
distance measurements.

The approach demonstrated in this work is an early concept 
applicable not only to DEER experiments but also to RIDME95–97, 
ESEEM35, ENDOR36,38,43,98, HYSCORE37, and ELDOR-detected 
NMR99. These techniques probe interactions containing an 
orientation-dependent component at the molecular level while 
limited by current pulse capabilities. This approach provides a 
supplementary analysis tool to several existing software to 
simulate  orientational selective data33,51,100–103, in order to 
comprehensively associate orientational selectivity with 
different techniques, molecular models, and experimental 
parameters. Future expansion of the in-silico sample approach 
may further reveal hidden details and assist with interpreting 
these pulsed-EPR techniques.
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