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Exploring fingerprints of ultrafast structural dynamics in
molecular solutions with an x-ray laser†

Ruslan P. Kurta,∗a Tim B. van Driel,b Asmus O. Dohn,c,d Tim B. Berberich,a Silke Nelson,b

Ivan A. Zaluzhnyy,e‡ Nastasia Mukharamova, f Dmitry Lapkin, f ‡ Diana B. Zederkof,c¶ Matt
Seaberg,b Kasper S. Pedersen,g Kasper S. Kjær,h Geoffery Ian Rippy,k Elisa Biasin,h# Klaus
B. Møller,g Luca Gelisio, f ¶ Kristoffer Haldrup,c Ivan A. Vartanyants, f and Martin M. Nielsen
∗c

We apply ultrashort x-ray laser pulses to track optically excited structural dynamics of [Ir2(dimen)4]2+

molecules in solution. In our exploratory study we determine angular correlations in the scattered
x-rays, which comprise a complex fingerprint of the ultrafast dynamics. Model-assisted analysis
of the experimental correlation data allows us to elucidate various aspects of the photoinduced
changes in the excited molecular ensembles. We unambiguously identify that in our experiment the
photoinduced transition dipole moments in [Ir2(dimen)4]2+ molecules are oriented perpendicular to
the Ir-Ir bond. The analysis also shows that the ground state conformer of [Ir2(dimen)4]2+ with a
larger Ir–Ir distance is mostly responsible for the formation of the excited state. We also reveal that
the ensemble of solute molecules can be characterized with a substantial structural heterogeneity due
to solvent influence. The proposed x-ray correlation approach offers an alternative path for studies
of ultrafast structural dynamics of molecular ensembles in the liquid and gas phases.

1 Introduction
Ultrafast dynamics of photoexcited molecules in solution involves
processes at a range of length and time scales, such as charge
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and spin rearrangements, changes in the atomic structure of the
solute molecules and solvation shell, or coherent vibrations of
molecules1–7. It is not surprising that direct identification of
different aspects of such multifold dynamics in a single experi-
ment is challenging due to complex interplay of different struc-
tural and energetic factors8. As a result, the time-energy land-
scape of chemical reactions has been traditionally in the focus of
spectroscopy studies, while scattering is typically used to probe
the structure9–22. The emergence of ultrabright hard x-ray free-
electron laser (XFEL) sources opened exciting possibilities for
time-resolved x-ray studies23–28. The intense and ultrashort x-
ray pulses produced by XFELs allow one to access high-resolution
structural information from solution scattering at femtosecond
and picosecond timescales29–35, as recently reviewed by e.g. Choi
et al.36.

It was first realized in ultrafast electron diffraction studies of
gas-phase molecules37–41, that the structural information of dif-
fuse scattering measurements can be enhanced by applying a lin-
early polarized optical laser pump. In such a case, preferential
excitation of molecules with specific orientations leads to an-
gular anisotropic diffuse scattering42–44. The ability to detect
and separate the isotropic and anisotropic scattering contribu-
tions allows one to advance in diffuse scattering data interpre-
tation41. A similar approach has been also employed in the x-ray
domain39,45,46, particularly in the time-resolved x-ray solution
scattering (TRXSS)47,48. It is also common to apply Legendre
polynomial expansion of the TRXSS signal measured on a two-
dimensional (2D) detector, where the expansion coefficients can
be directly related to the isotropic ∆S0(q) and anisotropic ∆S2(q)
contributions to TRXSS45,47,49. Such decomposition into ∆S0(q)
and ∆S2(q) components can provide higher fidelity in the analysis
by more clearly disentangling solute and solvent contributions to
the difference signals47,48.

In this work we employ the angular cross-correlation func-
tions50–52, which provide an alternative way for analysis of
TRXSS measurements. This approach is general and can be used
to study dynamics in the liquid or gas phase, by applying either
ultrafast electron or x-ray scattering. The idea to use angular cor-
relations in the structural studies of particle solutions by means
of x-ray scattering was initially proposed to facilitate biological
structure determination53, and has been recently experimentally
realized with an XFEL54,55. In this type of studies, one relies
on a uniform distribution of orientations of illuminated parti-
cles. At the same time, the angular cross-correlation functions
(CCFs) have been also employed to characterize the structure
of partially aligned systems, such as hexatic liquid crystals56,57,
nanoparticle solutions58, or self-assembled lipids59. The first ap-
plication of the CCF analysis in the pump-probe solution exper-
iments on solvated [Pt2(P2O5H2)4]4− molecules with an XFEL
demonstrated its potential to extract information on the struc-
tural dynamics, similar to a more established TRXSS approach60.
In the present work, we expand on these initial efforts by applying
the CCF analysis in combination with hybrid Quantum Mechani-
cal/Molecular Mechanical Born–Oppenheimer Molecular Dynam-
ics (QM/MM BOMD) modeling of structural dynamics follow-
ing photoexcitation of [Ir2(dimen)4]2+ (dimen=1,8-diisocyano-

p-menthane) complexes61 [see Fig. 1]. We determined angular
correlations of x-rays scattered from [Ir2(dimen)4]2+ solutions in
an optical pump – x-ray probe experiment with an XFEL. Model-
assisted Fourier analysis of the angular CCFs was employed for
interpretation of the experimental correlation data.

2 Photochemistry of [Ir2(dimen)4]2+

The [Ir2(dimen)4]2+ molecule belongs to a class of d8 − d8

dimeric complexes with interesting photophysical properties as
recently reviewed by Gray et al.62. Optical spectroscopy and
x-ray diffraction investigations of [Ir2(dimen)4]2+ have demon-
strated that the ground state (GS) population exhibits structural
isomerism with the two isomer populations equally populated at
room temperature and varying in their Ir–Ir distance dIr-Ir, with
the “long/eclipsed” (GSLG) conformers having dIr-Ir = 4.3 Å and
the “short/twisted” (GSSH) conformers having dIr-Ir = 3.6 Å and
exhibiting a dihedrally twisted structure63–65.

The absorption spectrum of [Ir2(dimen)4]2+ indicates distinct
excitation pathways in the ultraviolet-visible (UV-Vis) spectral
range66. Upon photo-excitation in the visible region (450-
650 nm), an electron is promoted from the antibonding highest
occupied molecular orbital (HOMO) dσ∗ to the lowest unoccu-
pied molecular orbital (LUMO) pσ , and as the latter has bonding
character and is located between the two Ir atoms this excita-
tion leads to a pronounced contraction along the Ir-Ir axis, with
the excited state exhibiting an Ir–Ir distance of dIr-Ir = 2.92 Å ac-
companied with a dihedral twist of around 15 degrees64,67 (see
Fig. 1). In the UV range (300-400 nm) the absorption spectrum
of [Ir2(dimen)4]2+ features two relatively narrow UV bands cen-
tered at 316 nm and 375 nm, which are formed by predomi-
nantly 1dπ → pσ and 3dπ → pσ excitations, respectively66. The
Ir-Ir bond distances are expected to decrease in the dπpσ excited
states, although less than in the case of dσ∗pσ state. Different
strength of the Ir-Ir bond in the two GS conformers allows for
preferential excitation of the “long” and “short” conformers in the
visible region within the bands centered at 480 nm and 590 nm,
respectively66. In the UV range both conformers absorb at vir-
tually identical wavelengths, therefore it is impossible to achieve
such selectivity by tuning the optical wavelength.

The electronic excitations in the visible range have been shown
to exhibit a well-defined transition dipole moment (TDM) along
the Ir-Ir axis68. As discussed in reference67 excitation with a
linearly polarized laser pulse leads to an excitation probability
proportional to cos2 Ψ, where Ψ is the angle between the TDM
of the molecule and the polarization direction of the optical laser
pulse. This, in turn, leads to a rotationally anisotropic distribution
of photo-excited molecules.

3 Experiment
The optical pump – x-ray probe experiment [see Fig. 2] was car-
ried out at the X-ray Correlation Spectroscopy (XCS) instrument
at the Linac Coherent Light Source (LCLS) XFEL facility69. A 6
mM sample solution of [Ir2(dimen)4]2+ in acetonitrile was de-
livered to the interaction point in a liquid jet of about 50 µm
in diameter. The sample was excited with 398 nm optical laser
pulses of 40 fs duration and pulse energy of 5 µJ, focused onto
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Fig. 1 A sketch of intramolecular structural changes in [Ir2(dimen)4]2+

upon photoexcitation. Two orthogonal views of the molecule in the GS
(long conformer) and ES states are shown, with the Ir-Ir axis oriented
perpendicular (a) and parallel (b) to the sheet plane. The optical exci-
tation leads to contraction of the Ir-Ir bond, as well as N-Ir-Ir-N dihedral
angle twist in the ES structure (schematically denoted with arrows).

a spot of 150 µm (FWHM). X-ray scattering was produced by
9.5 keV x-ray pulses of duration of 40 fs, focused to a spot of
20 µm (FWHM). The scattered signal was measured in the for-
ward scattering geometry with a large-area hybrid pixel detector
ePix10K (2.16 Megapixel, pixel size of 100 µm× 100 µm) devel-
oped at SLAC70. The detector was placed at a distance of 56
mm downstream from the interaction point, and was recording
the scattering data at the repetition rate of 120 Hz. In our exper-
iment horizontally polarized x-rays were applied, while the po-
larization direction of the optical pulses was tilted by 20◦ of the
vertical direction. The optical pump and x-ray probe pulses were
adjusted to achieve positional overlap at the same sample interac-
tion point. A single pump-probe measurement provides a scatter-
ing image of the sample at a time delay t between the pump and
probe pulses. Absolute time zero (t = 0) was determined from the
optical Kerr response of the solvent to the optical excitation as the
difference scattering signal from this effect exhibits a sub-100 fs
rise time32,71. During sample measurements the time delay stage
was continuously scanned to assure a uniform sampling of delay
times t in the desired range. The XCS timing tool allowed us to
accurately determine the time delays t in the range from -0.5 to

2.5 ps and achieve a sub-100 fs temporal resolution. A data pre-
processing protocol involving data filtering and correcting (see
section S1 of the ESI†) has been applied before computing the
CCFs.

4 Fourier analysis of the angular cross-correlation
functions

We applied angular CCFs and their Fourier components to analyze
ultrafast structural dynamics captured in the scattering patterns.
To detect structural changes in the sample at specific time delay
t after applying an optical trigger it is common to operate with
difference images,

Idiff(q,ϕ, t) = Ion(q,ϕ, t)− Ioff(q,ϕ), (1)

where Ion(q,ϕ, t) is measured from the pumped sample at time
delay t, and Ioff(q,ϕ) is measured from the unpumped sample in
the ground state. It is expected that Ion(q,ϕ, t < 0)≡ Ioff(q,ϕ) for
a properly calibrated experimental time zero (t = 0). In Eq. (1)
we consider diffraction patterns in the polar coordinate system
q = (q,ϕ) defined in the detector plane (x,y) [see Fig. 2(a)]. We
define the time-resolved angular cross-correlation function (CCF)
Cdiff(q1,q2,∆, t) at delay time t for a difference image Idiff(q,ϕ, t)
as

Cdiff(q1,q2,∆, t) = ⟨Idiff(q1,ϕ, t)Idiff(q2,ϕ +∆, t)⟩ϕ , (2)

where q1 = |q1|, q2 = |q2|, and the angles ∆ and ϕ are determined
in the range [0,2π) [see Fig. 2(a)]. Here the averaging ⟨⟩ϕ is
performed over the angular coordinate ϕ, that is ⟨Idiff(q,ϕ, t)⟩ϕ ≡
Idiff(q, t) = 1/(2π)

∫ 2π

0 Idiff(q,ϕ, t)dϕ.

We then determine the Fourier components (FCs) of the CCF
(2) as,

Cn
diff(q1,q2, t) =

1
2π

∫ 2π

0
Cdiff(q1,q2,∆, t)exp(−in∆)d∆, (3)

where n is the order of the FC Cn
diff(q1,q2, t).

One can show that FCs Cn
diff(q1,q2, t) can be generally repre-

sented as a sum of the contributions from the sample in the
ground and excited states, as well as the cross terms (see Sec-
tion S2 of the ESI†). Therefore, Cn

diff(q1,q2, t) can, in general,
have nonzero values at t < 0. In practice, the pump-induced time-
dependent contribution can be determined from the measured
Cn

diff(q1,q2, t) as,

Cn
td(q1,q2, t) = C̃n

diff(q1,q2, t)−C̃n
diff(q1,q2, t < 0), (4)

where the tilde “∼” denotes the statistically averaged quanti-
ties. Statistical averaging can be performed at each t over
a set of Mt difference images determined in the appropriately
chosen range of pump-probe delay times [t1, t2), C̃n

diff(q1,q2, t) =
1/Mt ∑t1≤ti<t2 Cn

diff(q1,q2, ti), while formally assuming t = (t1 +

t2)/2. According to its definition in Eq. (4), Cn
td(q1,q2, t) can have

nonvanishing values only at t ≥ 0, and thus can be used to an-
alyze the pump-induced contribution to the correlation function
Cdiff(q1,q2,∆, t).
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Fig. 2 Scheme of the pump-probe experiment on [Ir2(dimen)4]2+. (a) Experimental setup. An optical pump triggers the dynamics in the sample
solution delivered in a liquid jet, that is subsequently probed by an x-ray pulse following at a time delay t after the optical pulse. Diffuse scattering
patterns I(q,ϕ) are recorded on a large area ePix10K detector at different delays t. Vectors q1 and q2, as well as the angles ϕ and ∆ indicated on
the detector image are used in the definition of the CCF in Eq. (2). (b) A sketch of the sample dynamics. Before the optical excitation (t < 0) all
molecules are in the ground state (GS) and have random orientations. Optical laser pulse at t = 0 selectively promotes [Ir2(dimen)4]2+ molecules to
the metastable excited state (ES), forming cos2 Ψ distribution of the excited molecules, where Ψ is the angle between the TDM D of a molecule and
polarization direction E of the optical pulse. This leads to an anisotropy in the measured x-ray scattered patterns, which decays on the time scale of
rotational motions of the excited molecules. At later times (t > 0) the molecular system eventually relaxes to the ground state.

5 Experimental results

The experimental difference images Idiff(q,ϕ, t) were sorted in
pump-probe delay time bins of equal width t2 − t1 = 100 fs in the
range from -0.5 to 2.5 ps, giving about Mt = 104 images per time
bin t. Difference intensities averaged over 500 images at each
t are shown for selected delay times in Fig. 3. For each time
bin the statistical averaging of the difference intensities was per-
formed over Mt patterns, Ĩdiff(q, t) = 1/Mt ∑t1≤ti<t2 Idiff(q, ti), with
t = (t1 + t2)/2. Both the averaged difference images in Fig. 3 and
azimuthally averaged difference intensity Ĩdiff(q, t) shown in Fig. 4
for -0.5 ps <t<2.5 ps reveal a time-dependent signal that starts
to evolve immediately after the excitation at t = 0, indicating the
pump-induced structural changes in the system.

The q− and t−dependent difference intensity Ĩdiff(q, t) is em-
ployed in the basic analysis of the photoinduced dynamics72.
Alternatively, one can apply Legendre polynomial expansion of
the difference images Idiff(q,ϕ, t)[see Eq. (1)] to gain additional
information by separating the isotropic and anisotropic contri-
butions to the difference intensity45,47–49. In this work we ex-

plore the pump-induced changes by determining C̃n
diff(q1,q2, t)

and Cn
td(q1,q2, t) from the experimental data using Eqs. (2)-(4). In

the case of computation of C̃n
diff(q1,q2, t < 0) we used an extended

time range (t1=-0.4 ps, t2=-0.15 ps) to improve the signal-to-
noise ratio. By considering each FC Cn

td(q1,q2, t) [or C̃n
diff(q1,q2, t)]

at a given time delay t for an arbitrary harmonic order n as a two-
dimensional (2D) function of (q1,q2), the correlation data provide
an alternative view of the photoinduced structural dynamics.

In Fig. 5 the experimental values of FCs |C̃n
diff(q1,q2, t)| and

|Cn
td(q1,q2, t)| determined at t=2.0 ps, as well as the time-

independent contribution |C̃n
diff(q1,q2, t < 0)| are presented (see

also Section S3 of the ESI†). A relatively high magnitude of the
time-independent contribution |C̃n

diff(q1,q2, t < 0)| observed in our
measurements (see Fig. 5b) might be associated with the equilib-
rium solvent or solvent-solute interactions, and possibly also in-
cludes remaining uncompensated background contributions. This
contribution can be removed by applying Eq. (4) to access the
time-dependent part Cn

td(q1,q2, t) (Fig. 5c). As one can see, the
strongest contribution to Cn

td(q1,q2, t) is defined by FCs of the or-
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Fig. 3 Averaged difference scattering images Ĩdiff(q,ϕ, t) from
[Ir2(dimen)4]2+ in acetonitrile shown for selected pump-probe delay times
t. Each image shows the region of interest around the origin of reciprocal
space extending up to 2.2 Å−1 at the edges of each image, where the
most prominent intensity changes can be observed.

ders n = 0 and n = 2, while other orders are characterized with
vanishing magnitudes. This observation is in agreement with
the results of Legendre polynomial analysis of TRXSS intensity,
where orientations of molecules in the excited state obey the co-
sine squared distribution45, thus leading to nonvanishing contri-
butions of the zero-order and 2nd order polynomials.

The evolution of the time-dependent term Cn
td(q1,q2, t) deter-

mined for our system as a function of the pump-probe delay time
t is shown in Fig. 6 for n = 0, and in Fig. 7 for n = 2. As one
can see, the most prominent changes in time are observed for FC
of the order n = 0, while the correlation maps for n = 2 contain
less pronounced, yet clearly distinguishable features. Overall, the
magnitude of |C0

td(q1,q2, t)| rapidly grows after excitation during
the first picosecond, and remains at about the same level during
the second picosecond (see Fig. 6). One can also see a delayed
and slowly rising signal in the low q region of |C2

td(q1,q2, t)| at
t>0.5 ps (see arrows in Fig. 7), that may be also attributed to the
structural dynamics of [Ir2(dimen)4]2+ in acetonitrile.

At the same time, a transient increase of |C2
td(q1,q2, t)| can

be observed in the region around q1 = q2 = 1.7 Å
−1

, reaching

Fig. 4 Difference scattering intensity Ĩdiff(q, t) experimentally determined
for [Ir2(dimen)4]2+ in acetonitrile in the range of pump-probe delay times
t from -0.5 to 2.5 ps.

the maximum amplitude at about t = 200 fs (denoted with a
dashed circle in Fig. 7). In addition to the dominant FCs of
the orders n = 0 and n = 2, we also detected very weak con-
tributions of FCs of the higher orders n = 6 and n = 10, which
peak at about t = 200 fs [see Fig. 8]. In order to detect weak
higher-order contributions we used the integrated quantities,
Sn

td(t) =
∫

q1

∫
q2
|Cn

td(q1,q2, t)|2dq1dq2, with the integration range

1.1 Å
−1 ≤ q1,q2 ≤ 2.1 Å

−1
defined around the round feature ob-

served in |C2
td(q1,q2, t)| (see a dashed circle in Fig. 7). Similar

behavior of Sn
td(t) observed in the sub-ps time range both for the

sample solution [Fig. 8(a)] and pure acetonitrile [Fig. 8(b)] al-
lows us to attribute this feature to ultrafast solvent excitation.

Recently, multiple order contributions in the Legendre poly-
nomial decomposition of the difference intensity have been re-
ported in the ultrafast pump-probe experiment on the gas phase
molecules and attributed to the multi-photon processes49. Se-
quential appearance of FCs of multiple orders (e.g, n = 6, 12, 18,
24, starting from the lowest order n = 6) is a characteristic signa-
ture of the increasing orientational order in the material, for in-
stance as it was shown in the studies of the smectic-hexatic phase
transitions in liquid crystals56,57. In the present case of acetoni-
trile, the situation is different since, considering n = 2 is the low-
est nonvanishing order, the FCs of the orders n = 4 and n = 8 have
vanishing values, and at the same time a weak but detectable
contribution is observed for the orders n = 6 and n = 10. Such se-
lective appearance of higher-order FCs in our experiment points
toward a different origin, e.g., solvent molecules rearrangements
accompanying the optical Kerr effect73–76, and requires further
investigation.

In the present work we focus on characterizing the photoin-
duced structural changes in the solute subsystem by performing
the model assisted analysis of the results shown in Figs. 6 and 7.

6 Simulations
To interpret the experimentally measured correlation data we
compared the obtained results with the simulated correlation
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Fig. 5 (Log scale, arb. units) Experimentally determined magnitudes of (a) difference FCs |C̃n
diff(q1,q2, t)|, as well as (b) time-independent |C̃n

diff(q1,q2, t <

0)| and (c) time-dependent FCs |Cn
td(q1,q2, t)|= |C̃n

diff(q1,q2, t)−C̃n
diff(q1,q2, t < 0)| [see Eq. 4], shown in the range 0.3 Å−1

< q1,q2,< 3.6 Å−1 for harmonic
orders n = 0,2,4 and 6. Here, the FCs C̃n

diff(q1,q2, t) and Cn
td(q1,q2, t) were determined at t = 2.0 ps, and C̃n

diff(q1,q2, t < 0) was averaged over the time
range -0.4 ps <t< -0.15 ps (see the text). The white dashed line in (c) along the direction q1 = q2 defines the section through the map, which produces
the curve at t = 2.0 ps shown in Fig. 11(a).

plots for various structural models. This was accomplished by
simulating x-ray scattering from different samples, and then com-
puting the correlation functions from the simulated difference
scattering images. In our simulations we used atomic models of
[Ir2(dimen)4]2+ molecules from two different sets of computed
structures. The first dataset contains about 120 ground state
(GS) and excited state (ES) structures of [Ir2(dimen)4]2+ deter-
mined in DFT calculations in vacuum as described in Ref.67. The
second set is based on the 44 trajectories produced in QM/MM
BOMD simulations of long [Ir2(dimen)4]2+ conformer in acetoni-
trile reported in Ref.61. For convenience, hereafter we will re-
gard these two sets of structures as DFT and BOMD structures. In
the case of BOMD simulations, the simulation box contained one
[Ir2(dimen)4]2+ molecule surrounded by 237 solvent molecules.
Each BOMD trajectory represents the sample structure evolution
after optical excitation starting from distinct time points of a sin-
gle 18.2 ps-long equilibrated GS trajectory61, and contains atomic
coordinates of molecules recorded with 1 fs step in the time range
from 0 up to about 3.5 ps. Due to the solvent influence, the BOMD
structures sample a larger area of the potential energy surface

than the vacuum DFT calculations (see Section S4 of the ESI†).

We performed x-ray scattering simulations of the pump-probe
difference intensities Idiff(q, t) from disordered ensembles of
[Ir2(dimen)4]2+ molecules. The diffraction geometry assumed
in our simulations was similar to the one applied in the LCLS
experiment: photon energy of 9.5 keV, sample to detector dis-
tance of 56 mm, detector with an active area size 165× 165 mm
(512×512 pixels). The pixel size assumed in simulations is about
3 times larger than in the LCLS experiment to speed up scat-
tering simulations. In our x-ray scattering simulations we con-
sidered a fixed number of N = 104 [Ir2(dimen)4]2+ molecules
randomly positioned inside a box of a cubic shape of 500 nm
in size. We employed composite models, where both Ion(q, t)
and Ioff(q) were defined in terms of several contributions de-
pending on a particular model (see below for details). We did
not include solvent molecules in our diffraction simulations, ex-
cept of a few model cases considered in Section S6 of the ESI†

(see Fig. S7). We used M = 104 simulated difference scatter-
ing patterns Idiff(q, t) = Ion(q, t)− Ioff(q) to compute the average
C̃n

diff(q1,q2, t) for each considered model of the sample.

6 | 1–18Journal Name, [year], [vol.],
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Fig. 6 (Log scale) Evolution of the experimentally determined time-dependent component |C0
td(q1,q2, t)| of the order n = 0 is shown for several pump-

probe delay times in the range −0.4 ps ≤ t ≤ 2.2 ps. Features observed in BOMD simulations are indicated with the dashed line and arrows at t=2 ps.

In the following subsections we investigate various aspects of
the photoinduced dynamics in the ensembles of [Ir2(dimen)4]2+

molecules, including the orientations of the TDMs, excitation
fractions of distinct GS populations, as well as atomic disorder
in the molecules.

6.1 Transition dipole moments

Identification of the orientation of the optical transition dipole
moment (TDM) in the ultrafast time-resolved x-ray measure-
ments can be quite challenging77. Here we show that the TDM
orientations can be determined from the angular correlation func-
tions. We investigate excitation scenarios involving various distri-
butions of the TDMs, where we employ the set of structures from
DFT calculations.

In the simulations of difference intensities Idiff(q, t) from the
DFT structures at a particular time t we operated with two GS
(GSSH and GSLG) and one ES structures. While both GS structures
are time-independent, the interatomic Ir-Ir distance and N-Ir-Ir-N
dihedral angle in the ES structure depends on the pump-probe
delay time t, as it was determined in Ref.67. We assumed that
in the unpumped sample the two ground states GSSH and GSLG

are represented in equal proportion64,78 (NGSSH = NGSLG = N/2 =

5 × 103), and orientations of the GS molecules are distributed
uniformly on the 3D rotation group SO(3). The GS molecules

are selectively excited by a linearly polarized optical pump, with
a probability proportional to cos2 Ψ. The excitation probability
p < 1, and the number of excited particles is NES = pN. The re-
maining fraction (1− p) of non-excited molecules remain in GSSH

and GSLG states in equal proportions, i.e. after the excitation
NGSSH = NGSLG = (1− p)N/2.

We assume the dilute limit approximation, where the average
distance between the solute molecules is much larger compared
to their sizes, and simulate the “laser-off” and “laser-on” scattered
intensities at a particular time delay as (here we omit the q and t
dependence in the expressions of intensities for clarity of presen-
tation),

Ioff = I(GSSH,
N
2
,Uniform)+ I(GSLG,

N
2
,Uniform), (5)

Ion = I(ES, pN,cos2
Ψ)+ I(GSSH, [1− p]

N
2
,Uniform)

+I(GSLG, [1− p]
N
2
,Uniform), (6)

where, for instance, the notation I(GSSH,
N
2 ,Uniform) defines the

scattered intensity calculated from N/2 identical molecules in the
ground state GSSH with a uniform distribution of molecular ori-
entations, and I(ES, pN,cos2) defines the scattering intensity cal-
culated from pN identical molecules in the excited state ES, with
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Fig. 7 (Log scale) Evolution of the experimentally determined time-dependent component |C2
td(q1,q2, t)| of the order n = 2 is shown for several pump-

probe delay times in the range −0.4 ps ≤ t ≤ 2.2 ps. Features indicated with a dashed circle and arrows are discussed in the text.

cos2 Ψ distribution of orientations of the molecules.

We examined several distinct cases of the TDM orientations in
the excited state, assuming the excitation fraction of 10% (p= 0.1)
in Eq. (6). We constructed three different models, ES1, ES1a,
ES1b, with the direction of the TDMs perpendicular to the Ir-Ir
axis, as well as the ES2 model with the direction of the TDMs
parallel to the Ir-Ir axis. Geometric considerations used to gen-
erate orientational distribution of the molecules for these four
models are presented in Fig. 9 and described below. In the ES1a

model we assumed that the TDMs D are orientated perpendicu-
lar to the Ir-Ir bond, and are aligned with a chosen Ir-C-N ligand
bridge, as it is shown in the inset of Fig. 9(a). The orientations
of the NES = pN excited molecules were generated in such a way
that orientations of their TDMs obey cos2 Ψ distribution, where
Ψ is an angle between the TDM D and polarization axis E of
the optical laser pulse. The model ES1b is a “four-fold degen-
erate” variant of the model ES1a, where the orientation of the
TDM can take with equal probability any of four distinct direc-
tions along the Ir-C-N ligand bridges. That is, the angle θ [see
the inset in Fig. 9(a)] takes with equal probability one of the four
values, θ ∈ {θ0,θ0 +

π

2 ,θ0 +π,θ0 +
3π

2 }, where θ0 corresponds to
the direction pointing towards a chosen (reference) Ir-C-N ligand
bridge. In the most “disordered” model ES1 with the TDM orien-
tation perpendicular to the Ir-Ir axis, we assumed that the angle

θ can take any value in the range [0,2π) with equal probability,
thus the distribution of the TDMs is circular isotropic about the
Ir-Ir axis. Finally, in the ES2 model we considered an orthogonal
case where the TDMs are orientated parallel to the Ir-Ir bond [see
Fig. 9(b)].

The intensity scattered from pN molecules in the excited state
I(ES, pN,cos2) [see Eq. (6)] was determined by considering one
of the orientational distributions of molecules (ES1, ES1a, ES1b,
or ES2). All scattering contributions from the GS molecules in
Eqs. (5) and (6) were computed by assuming that the molecules
have random positions and their orientations are uniformly dis-
tributed on SO(3). Using Eqs. (1), (5), and (6) we simulated
M = 104 difference images Idiff(q,ϕ, t) for each model, and then
computed averaged FCs C̃n

diff(q1,q2, t). The magnitudes of FCs of
the orders n = 0,2 and 4 determined at t = 2 ps for ES1, ES1a,
ES1b, and ES2 models are shown in Fig. 10.

As one can see, the plots of |C̃0
diff(q1,q2, t)| at n = 0 deter-

mined for the models ES1, ES1a, and ES1b [Figs. 10(a-c)] are in
good agreement with the experimental result |C0

td(q1,q2, t)|, [see
Fig. 5(c)], in contrast to the ES2 model [Fig. 10(d)]. This is also
clearly visible from the line sections of the experimental and sim-
ulated correlation plots for n = 0 along the direction q1 = q2 = q
shown in Figs. 11(a) and 11(b), respectively. Comparison of the
experimental plots of |C0

td(q1,q2, t)| [Fig. 11(a)] and simulated
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Fig. 8 Experimental values Sn
td(t) for the FC orders n = 2,4,6,8 and 10

determined for solution of [Ir2(dimen)4]2+ in acetonitrile (a) and for pure
acetonitrile (b).

|C̃0
diff(q1,q2, t)| [Fig. 11(b)] shows better agreement of the ES1,

ES1a, and ES1b models with the experimental data, as compared
to the ES2 model. Thus, a characteristic fingerprint in the plot of
FC of the order n = 0 allows us to unambiguously identify that
after excitation with a 398 nm optical laser, the TDMs of the
molecules are predominantly oriented perpendicular to the Ir-Ir
axis. The simulated FCs of the order n = 2 agree only partially
with the experimental results, showing similar features in the low
q region [noted with white arrows in Fig. 7 and Fig. 10(a)]. Fi-
nally, a relatively weak magnitude of FC of the order n = 4 in
the case of the model ES1 [see Fig. 10(a)], as well as a less pro-

nounced bump at about q = 1.3 Å
−1

[noted by a green arrow
in Fig. 11(b)], makes this model more compatible with the ex-
perimental result [see Figs. 5(c) and 11(a)], as compared to the
ES1a and ES1b models. The latter observation points toward the
isotropic distribution of TDMs about the Ir-Ir axis, rather than
aligned TDMs in a specific direction.

In addition to the models ES1 and ES2, we also tested a model
with coexisting orthogonal orientations of the TDMs, with distinct
probabilities p1 and p2 of the ES1- and ES2-type excitations, re-
spectively (see Section S5 and Fig. S5 in the ESI†). The results
are consistent with the UV-Vis spectroscopy measurements66, i.e.,

by exciting [Ir2(dimen)4]2+ with 398 nm optical laser one pre-
dominantly creates the TDMs oriented perpendicular to the Ir-Ir
bond, as it is considered in the ES1 model. In the UV-Vis absorp-
tion spectrum of [Ir2(dimen)4]2+ the wavelength of 398 nm is
located on the shoulder of the UV band centered at 375 nm (see
Section 2), where the expected excitation pathway is predomi-
nantly of 3dπ → pσ character, with TDMs oriented perpendicular
to the Ir-Ir axis.

6.2 Excitation probabilities

Here we consider how variation of the excitation probabilities of
two distinct [Ir2(dimen)4]2+ conformers is reflected in the results
of the cross-correlation analysis. For this purpose we employed
the set of structures from DFT calculations considered above.
Results of simulations for the ES1 model at several distinct ex-
citation fractions (p = 5%,10%,15%, and p = 20%) assumed in
Eq. (6) show that the magnitude of |C̃n

diff(q1,q2, t)| grows with
the increasing excitation fraction p, as it is expected for a system
with increasing degree of orientational order (see Section S5 and
Fig. S6 in the ESI†).

So far, we assumed in Eq. (6) that the molecules in the ground
states GSSH and GSLG are excited with equal probability. Here we
consider distinct probabilities, pSH and pLG, for excitations of the
“short” GSSH and “long” GSLG conformers, respectively. Within
such a model the “laser-on” intensity was determined as

Ion = I(ES, pN,cos2
Ψ)+ I(GSSH, [1− pSH]

N
2
,Uniform)

+I(GSLG, [1− pLG]
N
2
,Uniform), (7)

with the total excitation fraction p = pSH + pLG. The calculated
correlations maps for distinct values of pSH and pLG are presented
in Fig. 12.

The results shown in Fig. 12 look, at first glance, very sim-
ilar for different models, while the distribution of intensity on
the plots of |C̃0

diff(q1,q2, t)| for two opposite cases (pLG > pSH

and pLG < pSH) [see the regions highlighted with dotted curves
in Figs. 12(b) and 12(c)] reveal better agreement of the model
where pLG = 10% and pSH = 1% with the experimental data
[compare with the plot of |C0

td(q1,q2, t)| in Fig. 5(c)]. This also
follows from the comparison of the line sections at q1 = q2 of
the experimental |C0

td(q1,q2, t)| [Fig. 11(a)] and simulated FCs
|C̃0

diff(q1,q2, t)| [Fig. 11(c)], where the model with predominant
excitation of the “long” conformer clearly shows several features
also observed in the experimental data. Considering three pro-
nounced oscillations along q on each curve in Fig. 11(a), one may
notice that both, the experimental curves and simulated profile
at pLG > pSH [red curve with star-shaped markers in Fig. 11(c)],
have a more parabolic-like profile of the first oscillation at low q,
a small kink on the left site of the middle oscillation at about q =

1.5 Å
−1

, as well as a positive skew in the last oscillation (schemat-
ically denoted in Fig. 11(a) with two dashed green curves and an
arrow). Thus, the simulated |C̃0

diff(q1,q2, t)| are quite sensitive to
the variation of the excitation fractions of different conformers,
suggesting that the “long” conformer is preferentially excited in
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Fig. 9 Orientational distribution of the excited molecules in the sample models ES1, ES1a, ES1b (a) and ES2 (b). Two orthogonal cases of the TDM
direction D, perpendicular (a) and parallel (b) to the Ir-Ir axis of [Ir2(dimen)4]2+, are illustrated. The x, y and z axes represent a fixed laboratory
frame, where the incident x-ray beam propagates in the z direction. The optical laser pulse with the polarization axis E parallel to the y direction
creates excited state population with cos2 Ψ distribution of orientations of the TDMs, where Ψ is an angle between D and E.

our experiment.

Recall that two GS conformers can be selectively excited in the
visible range 450-650 nm (see Section 2). For instance, in the pre-
vious pump-probe XFEL experiment on [Ir2(dimen)4]2+ with the
optical pump (λ = 480 nm) triggering the dσ∗ → pσ transitions,
the estimated excitation fraction of [Ir2(dimen)4]2+ molecules
was notably larger for the “long” conformer, as compared to the
“short” conformer67. However such selectivity is seemingly ab-
sent in the UV range (300–400 nm), where both conformers ab-
sorb at virtually identical wavelengths66. At the same time, the
time-dependent density functional theory (TDDFT) calculations
of the oscillator strengths indicated preferential absorption in the
UV range by the “long” conformer66. The results of our pump-
probe experiment (λ = 398 nm) are in agreement with these cal-
culations, suggesting that the “long” conformer can be preferen-
tially excited irrespective of the orientation of the TDMs induced
by the optical pump.

6.3 Structural disorder

We finally study how heterogeneity and disorder in the struc-
ture of the solute molecules manifest themselves in the cross-
correlation analysis. For this purpose, we primarily use the

structures obtained in QM/MM BOMD simulations of “long”
[Ir2(dimen)4]2+ conformers (GSLG) in acetonitrile61, and employ
a similar modeling approach as described above in Section 6.1.
The major difference here is that both GS and ES populations are
represented by a larger number of distinct structures extracted
from 44 BOMD trajectories, in contrast to two GS structures and
a single ES structure (at each t) available from DFT calculations.

We performed x-ray scattering simulations from
[Ir2(dimen)4]2+ molecules only, while acetonitrile molecules
surrounding the metal complex in the BOMD simulation box
were removed. Notice, while in such simulations the solvent is
not contributing directly to the scattered intensity, the effect of
solvent on the [Ir2(dimen)4]2+ molecules, expressed in the bond
lengths and angles fluctuations, can still be indirectly captured
by x-ray scattering (see a brief discussion of the results with
acetonitrile molecules included in the diffraction simulations in
Section S6 of the ESI†). The “laser-off” and “laser-on” intensities
were computed as follows,

Ioff = I(GSLG,N,Uniform),

Ion = I(ES, pN,cos2
Ψ)+ I(GSLG, [1− p]N,Uniform), (8)
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Fig. 10 (Log scale, arb. units) Simulated amplitudes of FCs |C̃n
diff(q1,q2, t)| of the orders n = 0, 2 and 4 determined at t = 2 ps in the range

0.3 Å−1 ≤ q1,q2 ≤ 3.6 Å−1 for the ES1, ES1a, ES1b, and ES2 models. The dotted lines in (a)-(c) parallel to the direction q1 = q2 define the sections
through the maps for n = 0, which produce four curves of the corresponding colors in Fig. 11(b), and the arrows on the map for n = 2 in (a) denote
features discussed in the text.

where the ES1 model with the TDMs oriented perpendicular to
the Ir-Ir axis was applied, with a fixed excitation fraction p= 11%.

The effect of structural heterogeneity is illustrated on the plots
of |C̃0

diff(q1,q2, t)| shown in Fig. 13 for several representative com-
binations of the GS and ES structures from the BOMD dataset.
A substantial spread of the interatomic distances in the ensem-
ble of BOMD structures (see Section S4 and Fig. S4 in the ESI†)
due to thermal solvent influence leads to a significant variation of
|C̃0

diff(q1,q2, t)| determined for distinct selected structures. The re-
sults may look notably different even in the cases when the same
GS is used [in Eqs. (8)] in combination with distinct ES structures
with slightly different distances dIr-Ir between the two Ir atoms
(compare the plots in individual rows in Fig. 13). Clearly, in such
cases a disorder in the ligand structure is fully responsible for the
observed differences in the correlation plots.

For certain combinations of the GS and ES structures in Fig. 13
specific fingerprints can be detected, which look similar to the
ones observed in the experimental data. For instance, a rela-

tively narrow feature at q= 1.4 Å
−1

[denoted with white arrows in
Fig. 13 and Fig. 6]. Another peculiarity observed both in the ex-
perimental correlation plots and computed for BOMD structures
is a rounded corner of the square-shaped region of the zero-order

FCs at large q [denoted with a dashed line in Fig. 13 and Fig. 6].
This highlights the importance of solvent effects in BOMD simu-
lations, where [Ir2(dimen)4]2+ structures sample a larger area of
the potential energy surface (as compared to vacuum DFT calcu-
lations), that enables observation of various features in the corre-
lation plots.

We explored different degrees of freedom in the original BOMD
and DFT structures to understand better how variation of dis-
tinct structural parameters is reflected in the correlation data.
For this purpose we performed x-ray scattering simulations using
sets {GSLG} and {ES} of distinct BOMD structures [in contrast to
individual GSLG and ES structures used in Eqs. (8)], where the
“laser-off” and “laser-on” intensities were computed as,

Ioff = I({GSLG},N,Uniform),

Ion = I({ES}, pN,cos2
Ψ)+ I({GSLG}, [1− p]N,Uniform),(9)

assuming the excitation fraction p = 11%. Results of calcula-
tions of |C̃n

diff(q1,q2, t)| for different model cases are presented
in Fig. 14, and the corresponding sections through the maps
|C̃0

diff(q1,q2, t)| for n = 0 along the direction q1 = q2 are shown
in Fig. 11(d).
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Fig. 11 (Log scale, arb. units) (a) Experimental amplitudes of FCs |Cn
td(q1,q2, t)| of the order n = 0 at q1 = q2 = q, determined at t = 1 ps and t = 2 ps.

The curves in (a) correspond to the sections of the experimental correlation maps along the direction q1 = q2 at the respective time delays t [see, e.g.
a dashed line in Fig. 5(c) at t = 2 ps]. (b-d) Simulated amplitudes of FCs |C̃n

diff(q1,q2, t)| of the order n = 0 at q1 = q2 = q, determined for (b) ES1,
ES1a, ES1b and ES2 models, (c) three ES1 models with distinct excitation fractions of short (pSH) and long (pLG) conformers, and (d) four models with
distinct types of structural disorder in the [Ir2(dimen)4]2+ molecules. The plots in (b), (c) and (d) correspond to the sections of |C̃0

diff(q1,q2, t)| along
the direction q1 = q2 shown in Figs. 10(a)-(d), Figs. 12(a)-(c), and Figs. 14(a)-(d), respectively. Green dashed curves and arrows in (a),(b) and (d)
denote features discussed in the text.

In Fig. 14(a) the results are shown for a set {GS} with 44 struc-
tures and {ES} with 1100 structures extracted from the time in-
terval 2.0 ps< t < 2.03 ps of the BOMD trajectories. Distinct struc-
tures from the set {GS} were reused in the same sample multiple
times (in random positions and orientations) with approximately
equal probability to achieve the required total number N = 104 of
molecules in the sample. The correlation plots in Fig. 14(a) are
in reasonable agreement with the results of simulations for DFT
structures [see e.g., Fig. 10(a)], as well as experimental results
[see Fig. 5(c)], in spite that only the “long” conformer was con-
sidered in BOMD simulations. This is another indication that the
“long” conformer plays major role in the formation of the excited
population of molecules (see Section 6.2).

Next, we performed simulations with the same sets of {GSLG}
and {ES} atomic structures as in the previous model case
[Fig. 14(a)], but manually fixed the Ir-Ir distance to be dIr-Ir =

4.2 Å in all GSLG structures, and dIr-Ir = 2.9 Å in all ES structures
(here the values of dIr-Ir were chosen to be the same as in the
GSLG and ES structures from the DFT dataset at t = 2 ps). We did
not perform structure relaxation after constraining dIr-Ir (there-

fore some structures may become chemically unstable), our in-
tent here was to test the sensitivity of correlation approach to the
atomic disorder in the ligand structure and variation of the Ir-Ir
distance.

The results in Fig. 14(b) show that imposing a constraint on
the Ir-Ir distance leads to notable changes in the correlation plots
[compare with Fig. 14(a)]. By fixing the Ir-Ir distances we impose
structural order on the Ir-Ir bond, which produces the strongest
contribution to the scattered intensity. Line sections through the
simulated correlation plots shown in Fig. 11(d) reveal that the
result for the original BOMD model [circle-shaped markers in
Fig. 11(d)] is in better agreement with the experimental results
[Fig. 11(a)], compared to the BOMD model with the fixed Ir-Ir
bond [star-shaped markers in Fig. 11(d)]. In the latter case, the
correlation curve shows less pronounced skew of the last inten-

sity oscillation at high q, as well as a bump at about q = 1.3 Å
−1

[noted by a green arrow in Fig. 11(d)], making this model less
consistent with the experimental observations. These results sug-
gest that the experimentally studied solution can be characterized
with a notable disorder in the ligand structure and variation of the
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Fig. 12 (Log scale, arb. units) Simulated amplitudes of FCs |C̃n
diff(q1,q2, t)| of the orders n = 0 and n = 2 determined at t = 2 ps for different excitation

fractions of two ground state populations, pSH and pLG, with p = pSH + pLG = 11%. The dashed lines in (a)-(c) parallel to the direction q1 = q2 define
the sections through the maps, which produce plots in Fig. 11(c). The dotted curves in (b) and (c) highlight the differences in the distribution of the
magnitude of |C̃0

diff(q1,q2, t)|.

Ir-Ir bond length in [Ir2(dimen)4]2+ molecules.

We further explored how variation of the Ir-Ir distance influ-
ences the correlations by employing additional sets of structures
{GSSH}, {GSLG} and {ES}, using as a basis the two ground state
structures, GSSH and GSLG, and one ES structure determined at
t = 2 ps from the DFT dataset presented above (see Section 6.1).
The sets of structures {GSSH}, {GSLG} and {ES} were generated
from the respective original DFT structures by replacing the Ir-
Ir distance in each [Ir2(dimen)4]2+ molecule with dIr-Ir sampled
from a Gaussian distribution, with a defined mean µIr-Ir and stan-
dard deviation σIr-Ir. The mean value µIr-Ir for each of the three
datasets was determined by the original Ir-Ir distance of the re-
spective basis DFT structures (µIr-Ir = 3.6 Å for GSSH, µIr-Ir = 4.2 Å
for GSLG, and µIr-Ir = 2.9 Å for ES). We performed simulations for
different values of the standard deviation σIr-Ir, in order to im-
pose different degree of structural disorder on the system. The
results for σIr-Ir = 0.1 Å and σIr-Ir = 0.2 Å are shown in Figs. 14(c)
and 14(d), correspondingly. Since the ligand structure is the same
for all molecules [within each individual set of structures {GSSH},
{GSLG} and {ES}] in the considered model, the observed changes
in the correlation plots can be attributed purely to a different de-
gree of variation of the Ir-Ir bond. As one can see, such type of dis-
order leads to a faster decrease of the magnitude of |C̃0

diff(q1,q2, t)|
as a function of q for larger σIr-Ir [compare Figs. 14(c) and 13(d)],
which is also apparent from the line sections of the respective 2D
correlation plots [see Fig. 11(d)].

Visual inspection of all four curves in Fig. 11(d) reveals that
the models with a comparably higher degree of structural dis-
order (in ligands or Ir-Ir bond) are generally characterized with

a quicker fall-off of |C̃0
diff(q1,q2, t)| as a function of q, as well as

broadening and increased skewness of the high-q oscillation. At
the same time, models with comparably higher degree of struc-
tural order produce an intensity bump in the low-q region at

about q = 1.3 Å
−1

[noted by a green arrow in Fig. 11(d)], which,
however, was not observed in our experiment. Thus, comparison
of the characteristic fingerprints in the simulated and experimen-
tal correlation data allows us to conclude that the measured en-
semble of [Ir2(dimen)4]2+ molecules can be characterized with
notable variation of the Ir-Ir bond length and disorder in the lig-
and structures. Such structural disorder can be associated with
the solute-solvent interactions61.

7 Conclusions
In this work we outlined a route for analysis of optically trig-
gered ultrafast dynamics of molecular ensembles in solution,
based on the measurements of angular correlations in the scat-
tered x-rays. We applied the correlation approach to character-
ize structural dynamics of model photocatalyst [Ir2(dimen)4]2+

in a pump-probe solution experiment at the LCLS. We performed
Fourier analysis of the difference image cross-correlation func-
tions Cdiff(q1,q2,∆, t) and extracted the time dependent contribu-
tion Cn

td(q1,q2, t), which provides a complex spatiotemporal fin-
gerprint of photoinduced structural dynamics in the system (see
Figs. 5-7).

We applied model-assisted analysis of the measured correla-
tion data, by performing simulations of various excitation sce-
narios with model [Ir2(dimen)4]2+ structures determined in DFT
and QM/MM BOMD simulations (see Figs. 10-14). The simu-
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Fig. 13 (Log scale, arb. units) Simulated amplitudes of FCs |C̃0
diff(q1,q2, t)| of the order n = 0 determined for different combinations of the ES and GS

structures from BOMD simulations. The rows correspond to different GS structures, while the columns correspond to different ES structures selected
within a 30-fs time bin in the time delay range 2.0 ps < t < 2.03 ps. The distance dIr-Ir between two Ir atoms is specified for each GS and ES structure.
The white arrows and dashed curve in (a) highlight features discussed in the text.

lated Fourier spectra C̃n
diff(q1,q2, t) appear to be sensitive to vari-

ous aspects of the ultrafast electron and atomic structure dynam-
ics, including the orientations of the photoinduced TDMs, excita-
tion probabilities of distinct ground state populations, as well as
atomic disorder in the solute molecules.

We unambiguously identified that in our experiment the TDMs
are preferentially oriented perpendicular to the Ir-Ir axis, and
also found that the model with an isotropic distribution of the
TDMs around the Ir-Ir bond is in better agreement with the ex-
perimental data, as compared to the models with a more defined
orientation of the TDMs (see Fig. 10). We also revealed that in
our experiment the “long” [Ir2(dimen)4]2+ conformer plays ma-
jor role in the formation of the excited population of molecules,
in agreement with TDDFT calculations66. A substantial amount
of information encoded in the x-ray correlations also allows us
to conclude that [Ir2(dimen)4]2+ molecules in acetonitrile can be
characterized by a substantial structural heterogeneity. Charac-
teristic fingerprints in the simulated and experimental correlation
maps suggest a notable variation of the Ir-Ir bond length and dis-
order in the ligand structures, which can be associated with sol-
vent influence.

It is advantageous to be able to identify various properties of
the excited molecular system in a single x-ray experiment with-

out referring to additional measurements/techniques, that may
complicate comparison and finding correlations between different
observables. For instance, the TDMs are traditionally determined
via spectroscopic measurements utilizing polarized light79, while
the correlation approach presented here allows to identify the
TDMs along with the ultrafast changes in the atomic structure of
the molecules in a single experiment. As we also demonstrated,
angular correlation functions can provide complementary infor-
mation on the excitation probabilities of different molecular con-
formers, when such information is not easily accessible from the
absorption spectroscopy measurements. We find the sensitivity of
the correlations to the structural heterogeneity at the atomic scale
[see Figs. 13 and 14] quite remarkable, which was not sufficiently
explored in the more traditional TRXSS analysis. We showed that
the model-assisted analysis of the correlation functions may help
to characterize the structural disorder/heterogeneity of the en-
semble of molecules, instead of trying to fit the best average struc-
ture. The results discussed in relation to the two-dimensional
correlation plots shown in Figs. 12 and 13 indicate that the in-
formation content in the CCFs may be higher than in the one-
dimensional ∆S(q) curves usually analyzed in TRXSS, and we
speculate that this may lead to higher fidelity in the correlation
analysis and sensitivity towards, e.g., time evolution of the wave
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Fig. 14 (Log scale, arb. units) Simulated amplitudes of FCs |C̃n
diff(q1,q2, t)| of the orders n = 0 and 2 for different sets of the ground state {GS} and

excited state {ES} structures. (a) Results for sets of 44 GS and 1100 ES structures in the time range 2.0 ps < t < 2.03 ps from BOMD trajectories.
(b) Results for the same set of BOMD structures as in (a), but with constrained Ir-Ir distances. (c,d) Results for two sets of DFT structures, where
the Ir-Ir bond in GS and ES structures was varied according to the Gaussian distribution with (c) σIr-Ir = 0.1 Å and (d) σIr-Ir = 0.2 Å (see the text
for details). The dotted lines in (a)-(c) along the direction q1 = q2 define the sections through the maps for n = 0, which produce four curves of the
corresponding colors in Fig. 11(d).

packet shape.

At the same time, the agreement between our experiment
and simulations is not perfect, and is most likely limited by the
accuracy of the constructed sample models. A more rigorous
quantitative comparison would require more advanced models,
particularly to accommodate solvent effects, which are consid-
ered to be an important component accompanying chemical re-
actions in solutions35,61,67,80. Our trial simulations with solvated
[Ir2(dimen)4]2+ molecules (see see Section S6 of the ESI†) in-
dicate that solvent effects can potentially also be analyzed using
the correlation approach. Therefore, it is expected that also more
complex effects contributing to photoexcited dynamics in molec-
ular ensembles can be studied using the proposed approach,
provided that sufficiently accurate sample models can be con-
structed.
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