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Exploring the Biointerfaces: Ab Initio Investigation of

Nano-Montmorillonite Clay, and its Interaction with Un-

natural Amino Acids†

Ashan Fernando,a Desmond Khan,b Mark R. Ho�mann,b and Deniz Çak�r a

We investigated the interaction between biomimetic Fe and Mg co-doped montmorillonite nanoclay

and eleven unnatural amino acids. Employing three di�erent functionals (PBE-GGA, PBE-GGA+U,

and HSE06), we examined the clay's structural, electronic, and magnetic properties. Our results

revealed the necessity of using PBE-GGA+U with U ≥ 4 eV to accurately describe key clay properties.

We identi�ed amino acids that strongly interacted with the clay surface, with steric orientation

playing a crucial role in facilitating binding. Our DFT calculations highlighted signi�cant electrostatic

interactions between the amino acids and the clay slab, with the amino group's predominant role in

this interaction. These �ndings hold promise for designing amino acids for clay-amino acid systems,

leading to innovative bio-material composites for various applications. Additionally, our ab-initio

molecular dynamics simulations con�rmed the stability of clay-amino acid systems under ambient

conditions, and the introduction of an implicit water solvent enhanced the binding energy of amino

acids on the clay surface.

1 Introduction

Human bone tissues play a crucial role in supporting the body’s
functionality, including locomotion, tissue protection, and hous-
ing the bone marrow responsible for blood cell production1.
While bone tissues possess the ability to self-heal over time, this
regenerative capacity may be impaired or diminished in certain
individuals, leading to complications and hindering tissue re-
growth. Additionally, severe bone injuries often necessitate med-
ical intervention as they may not heal naturally within a reason-
able time frame. Consequently, there is a need to explore artifi-
cial methods to promote bone tissue regeneration through various
strategies2. Moreover, the engineering of artificial bone tissues
can contribute to the development of biological models facilitat-
ing the understanding and treatment of cancerous tumors origi-
nating in or migrating to the bone marrow3.

In the pursuit of creating an artificial bone tissue environ-
ment, nanocomposite biomaterial systems have emerged as cru-
cial components4,5. Tissue engineering, an interdisciplinary field,
focuses on developing biocompatible materials with appropriate
mechanical properties to facilitate tissue regeneration. Porous
three-dimensional scaffolds play a pivotal role in tissue engineer-
ing by providing an optimal microenvironment for tissue and or-
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gan regeneration. Composite systems combining polymers and
nanoscale fillers have been developed to achieve biocompatibility,
biodegradability, and desirable mechanical properties for tissue
engineering applications6–9. Polymer-based nanocomposites, in-
cluding polymer/clay nanocomposites (PCNs), exhibit enhanced
mechanical strength10,11, thermal stability12, reduced gas per-
meability13 and ionic conductivity14, and biodegradability15.
Montmorillonite (MMT) clay, a layered silicate, significantly influ-
ences PCNs by enhancing their thermal properties, elastic modu-
lus, and hardness16. The modification of clay affects the prop-
erties of nanocomposites, and molecular dynamics simulations
have highlighted the importance of interactions between poly-
mers, clay, and organic modifiers in terms of crystallinity and
nanomechanical characteristics of PCNs17. MMT clay also pos-
sesses therapeutic qualities such as toxin adsorption, making it
suitable for structural applications in bone tissue engineering bio-
materials. Simulation studies have demonstrated the interaction
between nanoclay and amino acids, suggesting the use of syn-
thetic and biocompatible amino acids for clay modification. Previ-
ous research has shown that modifying clay galleries with unnat-
ural amino acids enhances osteogenesis and bone growth18–20.
Therefore, the use of polymer-based nanocomposites, including
PCNs, represents a promising avenue for developing new ma-
terials with improved properties for tissue engineering applica-
tions.21–32

In our study, we utilized a nanocomposite system to mimic the
bone tissue environment, which consists of nano MMT clay co-
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doped with Fe and Mg. This clay, with the chemical formula
NaSi16(Al6FeMg)O20(OH)4, exhibits negative charge states result-
ing from the isomorphic substitution of Al by Mg and Fe in MMT.
The compensatory insertion of Na+ ions between the clay layers
helps balance the negative charge. Montmorillonite is a natu-
rally occurring clay mineral belonging to the smectite group33.
It consists of H, O, Si, Al, Mg, and Fe atoms arranged in two
tetrahedral sheets and one octahedral sheet, with space between
the triple-sheet layers21,34. A model for the mechanical behav-
ior of Na-Montmorillonite clay22 along with some first-principle
studies conducted previously, provide valuable insight when ex-
amining the optical, structural, and electronic properties of tran-
sition metal-doped MMT23,24 and Kaolinite25 clay surfaces. Un-
derstanding the atomic-scale behavior of the montmorillonite clay
surface is crucial due to its chemical properties, which enable
the intercalation of organic molecules such as amino acids26.
This characteristic offers the potential to develop biomaterial
nanocomposite systems that replicate the properties of human
bone tissues. Therefore, investigating the interactions between
the clay surface and amino acids at an atomic level becomes es-
sential. Furthermore, identifying the amino acids that best com-
plement the clay surface to create such an environment is cru-
cial, as highlighted in previous studies27–32. Amino acids with
a high binding energy to the clay surface are particularly desir-
able in this context. In order to investigate the interaction be-
tween biomimetic Fe and Mg co-doped montmorillonite nanoclay
and a variety of unnatural amino acids, we conducted a density
functional theory study utilizing eleven distinct structures of un-
natural amino acids. The utilization of unnatural amino acids of-
fers two significant advantages: it expands the range of accessible
chemical and physical properties beyond those found in natural
amino acids, and it minimizes interference with protein synthe-
sis compared to their natural counterparts. Among the factors af-
fecting the suitability of bioengineered bone replacements are the
effects, both beneficial and detrimental, of metal ions. Most stud-
ies have focused on medical outcomes or structural properties.
Still, many of the details (i.e. atomic level) of the functioning of
such bioengineered bone replacements are not fully understood.
This is particularly the case for details of their electronic structure.
This manuscript elucidates one particular aspect of the interaction
of unnatural amino acids, which have been suggested and used
for bioengineered bone replacements, with doped clays35,36.

2 Computational details

Throughout this study, we used Density Functional Theory (DFT)
calculations37,38 as implemented in Vienna ab-initio Simula-
tion Package (VASP)39–41. The electron-ion interactions were
described by employing a projected augmented wave (PAW)
method42,43 with an energy cutoff value of 500 eV. The exchange-
correlation functional called Generalized Gradient Approximation
of Perdew, Burke, and Ernzerhof (PBE–GGA)44 was employed
with and without a Hubbard U correction to accomplish a cor-
rect description of d-electrons of the Fe atom45. The appropriate
U parameter for an atom depends on its chemical environment,
and therefore it should be carefully determined. We found that
a U value of between 4.0 - 5.0 eV yields an accurate description

of the Fe atoms46 embedded into the clay slab. Moreover, we
also utilized the Heyd-Scuseria-Ernzerhof (HSE06) hybrid func-
tional47,48 to validate the accuracy of our GGA+U calculations.
The HSE06 functional is widely recognized for its accuracy and
precision, making it a reliable standard for comparing the prop-
erties predicted by the PBE and PBE-D3 functionals. HSE06 in-
corporates a fraction of Hartree-Fock exchange, which improves
its accuracy in predicting electronic properties such as band gaps,
which are often challenging for pure GGA functionals like PBE to
reproduce accurately. In a recent work, the band gap, calculated
using HSE06, for Fe2+ doped sodium montmorillonite clay equals
4.3 eV, demonstrating excellent concurrence with experimental
results derived from ultraviolet-visible spectroscopy24. DFT+U
approach was widely applied for the description of the layer struc-
ture and the electronic properties of iron-containing clay miner-
als.23,49,50 The energy convergence criterion was set to 10−6 eV,
while the force convergence criterion of the ionic steps was 10−2

eV/Å. A vacuum spacing of 15 Å was set to avoid interaction with
the periodic image in the z-direction. Bader charge on the atoms
was calculated as a function of the charge state of the clay slab
and functional type51–54. In addition to neutral clay, we also ex-
plored the charged one. The NELECT parameter in the VASP code
is used to specify the total number of electrons in the system. By
default, VASP calculates this value based on the assumption of
charge neutrality within the system. However, if NELECT is set
to a different value, indicating a deviation from the default elec-
tron count, VASP applies an additional neutralizing background
charge to ensure overall charge neutrality in the system. Bind-
ing energies of amino acid molecules were also obtained using
an implicit water solvent model, for which we used VASPsol55,56

which incorporates solvation into the VASP code within a self-
consistent continuum model. Depending on the size of the amino
acid, we utilized either a 2×2×1 or a 3×2×1 clay structure with
all layers relaxed along with 3×3×1 or 2×3×1 Monkhorst-Pack57

k-point meshes for the structure optimizations, respectively. We
used much larger k-point meshes for the density of states and
charge density calculations. We included van der Waals (vdW) in-
teractions using the DFT-D3 method58, including Becke-Johnson
damping59. We also employed first-principles molecular dynam-
ics (AIMD) simulations at 300 K for the selected systems using
a Nose-Hoover thermostat60. AIMD simulations were conducted
under vacuum conditions using a 1 fs time step for a total simu-
lation time of 7.5 ps. Finally, the total dipole moments of amino
acids determined in this study involved both gas phase and sol-
vent (water) systems, utilizing the Pople basis set 6-31G* for the
molecular orbitals. We employed the HSE06 hybrid functional
as a reference to assess the performance of the PBE and PBE-
D3 functionals61. The basis set consists of 6 Gaussian type or-
bitals (GTOs) for the inner shell, 3 GTOs for the inner valence,
and 1 GTO for the outer valence, along with a set of polarization
functions applied to the heavier atoms. These calculations were
carried out using Gaussian 09 software, employing a default en-
ergy convergence criterion of 10−8 eV62. We employed Gaussian
09 calculations for solely calculating dipole moments of amino
acids. An ultra-fine numerical pruned grid, comprising 99 radial
shells and 590 angular points per shell, was utilized, resulting in
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approximately 9000 points per atom.

(a) (b)

(c)

Mg Fe Si O HAly

x

Fig. 1 Side views of clay surface in (a) and (b). The atomic structure
of the surface layer is shown in (c).

3 Results and Discussion

3.1 Structural and Magnetic Properties of the Clay Surface

Figure 1 shows the structure of the clay slab where two of the
Al atoms in the octahedral sheet are substituted by a Fe and a
Mg atom. In other words, the concentrations of dopants (Fe and
Mg) are 12.5%. Presence of the Fe atom necessities using func-
tionals beyond GGA-PBE for correct description of localized d or-
bitals. In this respect, we employed both GGA+U method and
HSE06 to provide a better description for the localized d elec-
trons of the Fe atom. We relaxed the atomic positions and lattice
parameters of the neutral clay slab using different U values (1-5
eV) and HSE06 functional. The Fe-O and O-H bond lengths were
obtained from those relaxed calculations. We observed that O-H
bond length (∼ 0.96 Å) remains constant for all U values, which
is in agreement with other theoretical results24,63, but the av-
erage distance between Fe and six nearest neighboring O atoms
increase from 1.90-1.95 Å to 1.95-2.05 Å as the U value changes
from 0 to 5 eV. The Fe-O bond length is the largest for the high-
spin state where the magnetic moment per Fe atom is around
4µB. The Fe-O and O-H bond lengths obtained from U=4 and 5
eV are well consistent with the HSE06 results. Similarly, the lat-
tice parameters are also dependent on the functional and increase
as U varies from 0 to 5 eV. U=4 and 5 eV, and HSE06 result in
close lattice parameters as seen in Table 1. Substitution of two
Al3+ ions with one Mg2+ and one Fe3+ gives rise to a negatively
charged clay slab24. We assessed the magnetic and electronic
structure of the clay slab using both GGA+U and HSE06 func-
tionals with respect to the charged state of the clay slab. We con-
sidered neutral, singly, and doubly negatively charged clay. We
computed Bader charge and magnetic moment (in the ferromag-
netic state which is the ground state spin configuration of the clay
slab) on the Fe atom. The Fe atom has an electronic configuration
of [Ar]3d64s2. The magnetic moment (charge) on Fe increases

FM AFM1

AFM3AFM2

Fig. 2 Ferromagnetic and various antiferromagnetic con�gurations on
a 2×2 supercell structure. We only show the clay layer containing Fe
atoms which possess a cis-octahedral coordination, where -OH groups
anti-symmetrically bind to Fe. The blue (red) arrow denotes up and
down spin.

as 1.73→1.92→4.08→4.27 µB (+1.72→+1.75→+1.91→+1.92
|e|) as U changes as 0→2→4→5 eV for the neutral clay slab.
When U≥4, the charge on the Fe atom approaches +2, corre-
sponding to an oxidation state of 2+. Here, based on the U=4 and
5 eV calculations, the Fe atom donates 4s2 electrons to clay. Ac-
cording to Hund’s rule, the 2+ and 3+ oxidation states give rise to
4 and 5 µB magnetic moments, respectively. Table 1 summarizes
the variation of magnetic moment and Bader charge on the Fe
atom for the various charged states as well. For a singly charged
clay, a magnetic moment of 4.28 µB and a Bader charge of 1.89
|e| per Fe were found for U=4 eV, demonstrating a 2+ (Fe2+) oxi-
dation state. The magnetic moment and charge increases slightly
for U = 5 eV and HSE06. It is evident that the Hubbard correc-
tion with U larger than 4 eV is essential to correctly describe the
high-spin oxidation states found in iron-bearing montmorillonite
clay via HSE06 calculations64. In HSE06 calculations, the charge
and magnetic moment on the Fe atom are found to be close to +2
and 4.30 µB, respectively.

We compared the energy difference between ferromagnetic
(FM) and spin unpolarized (NM) states as a function of the
U parameter for the neutral clay. Our calculations show that
the energy difference between FM and NM states increases as
0.84→1.11→1.25→1.42→1.74 eV/Fe atom when U varies as
0→1→2→3→4. Figure 2 shows the ferromagnetic and three dif-
ferent antiferromagnetic (AFM) spin configurations, where only
the localized d electrons of Fe atoms contribute total magnetic
moments. We computed the relative energy of AFM config-
urations with respect to FM one for U=4 eV. We found that
∆E=EAFM −EFM is 2, 12 and 23 meV/Fe for AFM1, AFM2 and
AFM3, respectively. The FM state has the lowest energy. Due to
the large separation between Fe atoms (thereby small exchange
interactions), the energy difference between various magnetic
states is smaller than kBT. Therefore, a random spin orientation
(paramagnetic state) is likely at room temperature.
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Table 1 Magnetic moment (µB) and Bader charge on the Fe atom for the neutral, singly, and doubly negatively charged clay slab, calculated using
GGA+U (with U=4 and 5) and HSE06 functionals. Lattice parameters, Fe-O, and O-H interatomic distances are also given in Å.

U=4 U=5 HSE06
Neutral -1e -2e Neutral -1e -2e Neutral -1e

µ(µB) on Fe 4.08 4.28 4.01 4.27 4.33 3.99 4.30 4.30
Q on Fe +1.91 +1.89 +1.67 +1.92 +1.92 +1.67 +2.01 +2.01

a (Å) 10.47 10.49 10.49 10.47 10.49 10.49 10.48 10.48
b (Å) 9.02 9.06 9.08 9.04 9.06 9.08 9.04 9.02

dFe−OH (Å) 1.99 2.03 2.07 2.01 2.02 2.07 2.00 2.01
dFe−O (Å) 1.99-2.02 2.01-2.05 2.05-2.12 2.01-2.02 2.04-2.05 2.05-2.12 2.01-2.02 2.00-2.03
dO−H (Å) 0.98 0.97 0.97 0.98 0.97 0.97 0.96 0.96

We observed that the extra negative charge is mainly shared
between O atoms. This can be seen from Table 1, where the O-
H distance decreases as the charge on the slab grows. Since the
calculation of binding energies of amino acids on the charged sur-
face brings some technical difficulties and considering the nearly
uniform distribution of the extra charge over the clay slab, we
utilized a neutral clay slab for the clay-amino acid systems.

3.2 Electronic properties

The electronic properties of the clay surface vary with the charged
state and the functional used. Figure 3 denotes the calculated to-
tal density of states (DOS) of the whole clay and the projected
DOS of Fe d states. It is evident that d states are shifted as the
U parameter varies. In general, the Fe 3d states appear inside
the band gap of the host material. These d states are shifted to-
wards the conduction band as U grows. For the charged clay, the
Fermi level moves toward the conduction band, and the 3d states
of Fe merge with the conduction band. The DOS computed with
U= 4 and U=5 eV share similar general features with a slightly
larger shift of unoccupied d states in U =5 eV. The distribution
of occupied and unoccupied d states is quite different when one
uses a U value smaller than 2 eV. A comparison of DOS plots
obtained with different U values necessitates that HSE06 calcu-
lations should be provided to identify the proper U value for the
correct description of the electronic properties of the clay slab.
For this reason, HSE06 calculations were conducted for the neu-
tral and singly charged clay slab. The first clear observation is
that the band gap is significantly enlarged (∼ 7 eV) and the d-
states with spin-down character form deep acceptor states within
the band gap at least 1.5 eV below the conduction band. For the
neutral clay, there is an additional DOS peak around 2 eV origi-
nating from p-states of O atoms. Adding an extra charge fills this
state. This extra charge is delocalized almost uniformly over the
oxygen atoms, which is neutralized by the positive charge from
the intercalated sodium cation (Na+) in multilayer clay. A com-
parison of HSE06 calculations with those of GGA+U reveals that
the band gap values are not predicted correctly with the latter.
Nevertheless U ≥ 4 eV is appropriate to study clay slab since the
main features are reasonably predicted.
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Fig. 3 Density of states for the clay slab for di�erent U values and charge
states. Fermi level (vertical black dashed line) is set to zero energy. Red
(green) states represent the spin-up (-down) d states of Fe atom. Total
DOS is given by black curves.

3.3 Unnatural amino acids
By employing the GGA-PBE functional, we computed the relaxed
structures of all unnatural amino acids, as shown in Figure 4.
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4-Guanidinobobutyric acid (4-GBA)

5-Aminovaleric acid (5-AVA)

4-(4-Aminophenyl) butyric acid 

                  (44-APBA)

2-Aminopimelic acid (2-APA)

11-Aminoundecanoic acid (11-AUDA) D-Citrulline acid (DCline)

DL-2 aminocaprylic acid (DL2-ACA)

DL-B Homoleucine puriss 

         (DLBHLP)

2 aminononanoic acid (2-ANNA) 12-(methylamino)dodecanoic acid 

                    (12-MDA)

2-Aminohexadecanoic acid (2-AHDA)

Fig. 4 Relaxed structures of amino acids and the corresponding acronyms
depicted in parentheses.

LUMO

HOMO

4.30 eV

HOMO

LUMO

4.51 eV

4.41 eV

HOMO

LUMO

4.25 eV

HOMO

LUMO

4.28 eV

HOMO

LUMO

4.58 eV

HOMO

LUMO

4.19 eV

HOMO

LUMO

3.79 eV

HOMO

LUMO

3.68 eV

HOMO

LUMO

4.26 eV

HOMO

LUMO

4.30 eV

HOMO

LUMO

Fig. 5 Charge density of HOMO and LUMO levels of amino acids.
HOMO-LUMO gaps are also given.

The charge densities for the highest occupied molecular orbital
(HOMO) and lowest unoccupied molecular orbital (LUMO) lev-
els (Figure 5) indicate that the HOMO is predominantly influ-
enced by the amino group (-NH2), while the LUMO is mainly
dominated by the carboxyl group (-COOH). However, the car-
bon chains exhibit a smaller contribution to these orbitals28. The
HOMO-LUMO energy gaps range between 3.68 eV and 4.58 eV at
the GGA-PBE level of calculations as summarized in Table 2. The
dipole moments of the 11 amino acids analyzed in this study, ob-

(a)

(b)

Fig. 6 Total dipole moments in vacuum (DPvac) and in water solvent
(DPsol) for each amino acid in Debye (D).

tained using the PBE and PBE-D3 functionals, exhibit remarkable
similarity in both vacuum and solvent environments, except for
the molecule DCline, as shown in Figure 6. DCline contains two
carbonyl groups with an intervening amine. The incorporation of
the D3 correction in PBE enhances the dispersion forces acting on
DCline, both in vacuum and solvent environments. As a result,
the dipole moments calculated using PBE-D3 align more closely
with those obtained from the HSE06 functional, with deviations
of 0.29 D and 0.43 D, respectively. Figure 6 also demonstrates
that the dipole moment magnitude of the amino acids increases
with a higher number of -NH2 and -COOH groups, both in vac-
uum and solvent environments.

Finally, we also calculated the total energy change per molecule
using an implicit water solvent with a dielectric constant of 80.
The interaction of amino acid with solvent is correlated with the
size of the total dipole moment as shown in Table 2. The dipole
moment of amino acids is influenced by the presence of polar
regions, such as the -NH2, -NH and -COOH groups. Amino acids
with a larger number of these groups tend to have larger dipole
moments. Among the amino acids mentioned, DCline exhibits the
largest dipole moment, followed by 2-APA and 4-GBA.
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1.86 Å 1.91 Å 1.79 Å

1.90 Å

2.00 Å 2.04 Å

44-APBA

5-AVA

DCline

12-MDA

2-ANNA

4-GBA

1.93 Å

1.83 Å

2.10 Å1.86 Å 1.91 Å

Fig. 7 Lowest energy adsorption structures of the selected amino acids
on the clay slab.

3.4 Interaction of the amino acids with the clay surface
Although various studies have been conducted to observe the

interactions of amino acids like glycine with clay surfaces30 32,
we used a set of unnatural amino acids in this study as it was in-
dicated in previous sections. These eleven unnatural amino acids
were placed on the clay surface to examine their interactions with
the clay surface. We considered several adsorption structures of
amino acids on the clay surface to find out the lowest energy
ones. We performed DFT+U calculations with the U values of
4 and 5 eV, to find the binding energies (Evac

b ) of each amino acid
molecule. Evac

b was calculated using the following expression;
Evac

b (eV/molecule) = Etot (Clay+AA) - Etot (Clay) - Etot (AA),
where Etot (Clay) is the total energy of clay, Etot (AA) is the total
energy of the amino acid and Etot (Clay+AA) is the total energy of
the clay with amino acid adsorbed. Table 2 summarizes the bind-
ing energies for the lowest energy adsorption configurations. Evac

b
varies between -1.78 to -3.11 eV (for U=4 eV), indicating a strong
electrostatic interaction. No chemical bonding between the clay
surface and the considered amino acids via charge transfer hap-
pens. 44-APBA has the most negative binding energy among the
eleven amino acids due to its molecular structure where both -
NH2 and -COOH groups strongly interact with the clay surface.
In general, the backbones of the other amino acids are parallel to
the clay surface, where the interaction between O of the clay sur-
face and H of the amino acids contribute to the binding. There-
fore, 12-MDA, 2-AHDA and 2-AUDA also strongly interact with
the clay surface owing to their long backbone, and their binding
energies are close to 44-APBA. However, the main contribution to
the amino acid binding comes from the -NH2 group, which is in
agreement with results obtained via FT-IR spectra31, but contrary
to another study performed on the adsorption of amino acids on

kaolinite surfaces, where the primary role in bonding with the
clay surface is played by the -COOH group65. The parallel align-
ment, which is the lowest energy alignment, on the surface signif-
icantly affects the contribution of -the COOH group on binding.
For instance, even though DCline amino acid has two -NH, one
-NH2, and one -COOH group, its binding energy is about 0.6 eV
less than 44-APBA.

-NH
2 -COOH

(a) (b)

(c) (d)

Fig. 8 Charge density di�erence for 44-APBA (side view in (a) and top
view in (b)) and 12-MDA (side view in (c) and top view in (d)) on the
clay surface. The accumulation of electrons is represented by cyan color
while the electron depletion is shown by yellow.

Figure 8 is an illustration of the charge density difference
for the 44-APBA and 12-MDA adsorbed on the clay surface.
The charge density difference is calculated using the follow-
ing equation; ρ(Diff) = ρ(clay−AA)− ρ(clay)− ρ(AA), where
ρ(clay+AA), ρ(clay) and ρ(AA) are the charge densities for the
clay + amino acid, clay and amino acid, respectively. When the
charge density distribution is concerned, it is evident that the ad-
sorption of the amino acid molecules does not affect the oppo-
site side of the clay surface, and the effect decays when moving
away from the molecule, since the interactions are only effective
at the particular region of surface where the molecule is placed
on. The clay-amino acid interaction is accompanied by a signifi-
cant change in the charge density of the -NH2 and surface oxygen
atoms of the clay surface being near the -NH2 group. Figure 8
suggests that -NH2 dominates the bonding process as compared
to the -COOH group and the backbone of the amino acids, as
pointed out above. The impact of the carboxyl groups on the
interaction with the clay slab is two-folded. As the surface of
the slab is negatively charged, the oxygen atoms of the carboxyl
group prefer to stay away from the surface to avoid repulsion
from the surface. It contributes to binding via an attractive O-H
interaction, where O is a surface atom. We also calculated Evac

b
for U =5 eV. We found that Evac

b calculated with U= 4 eV and 5
eV are quite similar. Slight differences may be due to the local
relaxation effects.
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Table 2 HOMO-LUMO (H-Lvac in eV ) gap of amino acids in vacuum. ∆Evac
sol represents the interaction energy of amino acid with water solvent. It is

the di�erence in the total energy of amino acid in vacuum and solvent. Evac
b and Esol

b are the calculated binding energies of amino acids on the clay
surface for vacuum and water solvent. Energies are given in eV/amino acid.

Amino Acid H-Lvac ∆Evac
sol Evac

b (U=4 eV) Evac
b (U=5 eV) Esol

b (U=4 eV)
44-APBA 3.68 0.54 -3.11 -3.18 -4.47
12-MDA 3.79 0.34 -2.91 -2.99
2-AHDA 4.30 0.33 -2.62 -2.66
11-AUDA 4.19 0.40 -2.42 -2.45
DCline 4.26 0.95 -2.48 -2.55 -3.64
4-GBA 4.25 0.74 -2.31 -2.39

DLBHLP 4.58 0.43 -1.92 -1.96
DL-2ACA 4.30 0.38 -1.82 -1.84
2-ANNA 4.51 0.35 -1.81 -1.86
2-APA 4.41 0.75 -2.06 -2.10
5-AVA 4.28 0.43 -1.78 -1.79 -2.63

3.5 Effect of an implicit solvent on the adsorption of
molecules

We investigated the effect of an implicit solvent on the clay-amino
acid systems for U=4 eV. The solvent that was used here was wa-
ter (H2O). Previous studies have demonstrated that the addition
of water favors the adsorption of amino acids on both MMT and
kaolinite clay surfaces66. The implicit representation of the sol-
vent, which is the type we used here, is an approximation to the
explicit one which is more accurate than the former. However, for
calculating binding energies of amino acid molecules on the clay
surface, we would need to consider many H2O molecules and con-
figurations of those molecules and take an average over these con-
figurations, which is computationally very expensive67–69. There-
fore, we preferred to use the implicit model. Total energies of
eleven amino acids and clay when the solvent is present were
calculated, and it was compared with the values obtained when
the solvent was absent. In order to comprehend the influence of
the solvent on the bond lengths and structures of molecules, we
thoroughly reoptimized the molecular configurations. As shown
in Table 2, the lowest (0.327 eV) and the highest (0.945 eV) en-
ergy difference were obtained for 2-AHDA and DCline molecules,
respectively. DCline has multiple amino groups, which strengthen
its interaction with the solvent. For the clay slab, the energy dif-
ference between relaxed clay with and without solvent is found
to be 0.988 eV. Next, we calculated the binding energies of some
of these molecules with the clay surface and the results depict
that the binding energy increases with the addition of the water
solvent.

3.6 Molecular dynamic simulations

We performed ab-initio molecular dynamic (AIMD) simulations
in vacuum for the selected systems to assess the stability of the
clay-amino acid system at a finite temperature. We simulated
a canonical ensemble where a Nose-Hoover thermostat was em-
ployed. We tracked the variation of energy and structural param-
eters as a function of simulation time. Figure 9 shows the energy
variation over about 7.5 ps simulation time for 44-APBA, 5-AVA,
and 12-MDA, where the total energy oscillates around an aver-
age value at 300 K, and no sharp variation is observed. All three

44-APBA

5-AVA

12-MDA

Fig. 9 Molecular dynamics simulations for clay-44-APBA, clay-5-AVA
and clay-12-MDA systems. Variation of total energy as a function of
time step at 300K is given.

amino acids remain bound to the clay surface without any change
in binding configuration. Figure 10 shows the snapshots of clay
44-APBA at various time steps. It is evident the amino acid wig-
gles on the clay surface with small instant changes in interatomic
lengths between amino acid and clay atoms.

4 Conclusions

In summary, this ab-initio study using density functional the-
ory focused on investigating the structural, electronic, and mag-
netic properties of iron and magnesium co-doped montmoril-
lonite clay, along with its interaction with eleven unnatural amino
acid molecules for the development of novel bio-material compos-
ites. We employed various DFT functionals, including PBE-GGA,
PBE-GGA+U, and HSE06, to assess their impact on clay proper-
ties. Our findings highlighted the necessity of using GGA+U with
U ≥ 4 eV or HSE06 to accurately model the electronic behavior
of iron. Regarding the bare amino acids, the HOMO level was
mainly influenced by the amino (-NH2) group, while the LUMO
level was dominated by the carboxyl (-COOH) group. An un-
charged clay slab was utilized for the adsorption of amino acids,
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44-APBA

Fig. 10 Evolution of the binding structure of 44-APBA on the clay surface as a function of simulation time.

and DFT+U calculations were performed to determine binding
energies. We observed binding energies ranging from -1.78 to -
3.11 eV, suggesting a strong electrostatic interaction without any
charge transfer or sharing. The 44-APBA molecule exhibited par-
ticularly strong binding due to its unique structure, which allows
the binding of both amino and carboxyl groups on the clay sur-
face. Further analysis with an implicit H2O solvent revealed en-
hanced binding energies. Finally, molecular dynamics simulations
were conducted for selected molecules, indicating stable binding
with the clay surface at 300 K, with no significant variations in
energy, structural parameters, or binding structures over time.
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