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Excited State Hydrogen or Proton Transfer Pathways in
microsolvated n-cyanoindole fluorescent probes†

Salsabil Abou-Hatab,a and Spiridoula Matsika∗a

The sensitivity of the fluorescence properties of n-cyanoindole (CNI) fluorescent probes to the mi-
croenvironment makes them potential reporters of protein conformation and hydration. The fluo-
rescence intensity of 5-CNI, 6-CNI, and 7-CNI is quenched when exposed to water solvent whereas
substitution on position 4 of indoles dramatically increases it. A potential mechanism for this sen-
sitivity to water may be similar to that found in indole. The fluorescence of indole is found to
be quenched when interacting with water and ammonia solvent molecules via radiationless decay
through an S1(πσ∗)/S0 conical intersection caused by excited state proton or hydrogen transfer to
the solvent molecules. In this study we examine this fluorescence quenching mechanism along the
N-H bond stretch of n-cyanoindole (n-CNI) probes using water cluster models and quantum me-
chanical calculations of the excited states. We find that n-CNI-(H2O)1−2 clusters form cyclic or
non-cyclic structures via hydrogen bonds which lead to different photochemical reaction paths that
can potentially quench the fluorescence by undergoing internal conversion from S1 to S0. However,
the existence of a high energy barrier along the potential energy surface of the S1 state in most
cases prevents this from occurring. We show that substitution on position 4 leads to the highest en-
ergy barrier that prevents the fluorophore from accessing these non-radiative channels, in agreement
with its high intensity. We also find that the energy barrier in the S1 state of non-cyclic 5-CNI-
(H2O)1−2 excited complexes decreases as the number of water molecules increases, which suggests
great sensitivity of the fluorescence quenching on the aqueous environment.

1 Introduction
Aromatic amino acids are natural fluorophores in proteins that
are commonly used in various technologies for imaging and mon-
itoring of biological structures and dynamics.1–14 Analogues of
tryptophan and its chromophore indole are extensively used in
fluorescence imaging of biological systems due to the sensitiv-
ity of their fluorescence properties to changes in the local en-
vironment.2–5,15–35 The radiative and non-radiative decay path-
ways of the parent chromophore indole have been widely studied
in gas phase and in solvents with varying polarities and acidi-
ties.15,36,36–49 It is accepted that the solvent polarity is responsi-
ble for the change in emission maximum wavelength of indole
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and its various functionalized analogues, primarily due to dif-
ferences in the dipole moment of the two low-lying electroni-
cally excited ππ∗ transitions, known as the La and Lb states (Fig-
ure 1).15,21,25,26,28,34,35,37,38,41–55 A bright intense fluorescence
is observed when emission takes place from the polar La state,
while fluorescence is weak when emission takes place from the
less polar Lb state. The relative stability of these states depends
on the polarity of the solvent.

On the other hand, the dark Rydberg πσ∗ states (see Figure 1)
that lie above these ππ∗ states at absorption are found to play a vi-
tal role in quenching the fluorescence intensity.46,47,56 Gas phase
computational studies have shown that excitation above the ππ∗

states promotes population to a Rydberg πσ∗ state. This Rydberg
state dissociates along the N-H stretch coordinate and thus me-
diates N-H fission in indole and the ejection of a hydrogen atom
or radiationless decay to the ground state.47,56 In solution, the
polar solvent stabilizes the πσ∗ state such that it is now in close
energetic proximity to the strongly emitting S1(ππ∗) state and
forms a conical intersection (CI) with the electronic ground state
S0.47,56 Radiationless decay via this S1(πσ∗)/S0 CI causes fluo-
rescence quenching and a decrease in the fluorescence quantum
yield as excited state hydrogen atom transfer (ESHT) from the NH
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Fig. 1 (Left): Illustration of the different positions on the bicyclic rings
of indole, n, that can be functionalized. (Right): the ππ∗ and πσ∗ states
involved in its radiative and non-radiative decay pathways

group of indole to the hydrogen bonded (HB) solvent molecule
takes place.46,47,56 Experimental and theoretical studies of indole
and other aromatic chromophores with water clusters have found
that ESHT and excited state proton transfer (ESPT) result in large
emission Stokes’s shift and are characterized by an ultrashort flu-
orescence lifetime.57 This acid-base photochemistry has also been
observed in the parent probe tryptophan, other aromatic amino
acids, and nucleic acids in polar protic solvents.39,58–63 Time re-
solved experiments have been performed to explore the dynamics
in indole64,65 and microsolvated indole.66–68 The most recent ul-
trafast time resolved measurement on indole-(H2O)1 was able to
capture the decay from the initially absorbed ππ∗ state to πσ∗

state and eventually to the ground state.68 The conversion from
ππ∗ to πσ∗ happens in 445 fs while decay to the ground state was
measured to be 13 ps.68

The fluorescence intensity, lifetime, and Stokes’ shift of n-
cyanoindole (n-CNI) probes, were found to be largely and di-
versely dependent on the position of substitution of the cyano
group on the indole rings (n) and on solvation (see Figure 1
for position numbering).2 The fluorescence intensity is quenched
when cyano substitution occurs on the six-membered ring (5-CNI,
6-CNI, 7-CNI) of the bicyclic assembly, with the exception of 4-
CNI, which undergoes significant fluorescence enhancement.2–6

Static and time-resolved fluorescence measurements have shown
that the fluorescence properties of 5-CNI and 5-cyanotryptophan
are sensitive to changes in solvent polarity.4 The fluorescence
quantum yield of 5-cyanotryptophan decreases from 0.11 to 0.01
when the solvent environment changes from 1,4-dioxane to H2O.
Likewise, its lifetime rate decreases from 6.0 ns in 1,4-dioxane
to 0.4 ns in H2O, respectively. In-turn, the fluorescence inten-
sity becomes quenched upon hydration as the excited state non-
radiative decay rate increases substantially. Similarly, for 5-CNI,
an increase in Stokes’ shift and drastic decrease in the fluo-
rescence intensity is observed as the solvent changes from 1,4-
dioxane to water solvent.4 This solvent-dependence of the fluo-
rescence is also observed in 7-CNI. Studies using scattering meth-
ods have shown structural differences in 7-CNI dissolved in vari-
ous ratios of organic-water binary mixtures that indicate the flu-
orescence intensity is sensitive to the formation of solvent clus-
ters.5 In addition, fluorescence measurements from Hilaire et al.3

showed that the fluorescence lifetime of 7-CNI decreases from
14.5 ns to 2.0 ns when the probe is in dimethyl sulfoxide, a polar
aprotic solvent to water, a protic and more polar solvent. Further-
more, the fluorescence intensity of 7-CNI fluorescent probe was
found to decrease as the number of water molecules increased.4,5

The low quantum yield and fluorescence lifetime of these CNI flu-
orescent probes in aqueous solution is indicative of the existence
of non-radiative pathways that quench the fluorescence intensity.

Experiments on microsolvated CNI systems have also been per-
formed where the focus was more on the character of the S1

state and its radiative behavior. Experimental measurements of
the induced dipole moment using Stark effect for isolated in-
dole and indole-(H2O)1 cluster have reported that fluorescence
occurs from the non-polar excited Lb state.42 Similarly, combined
Franck-Condon and rotational constants fitting of 2-CNI-(H2O)1

cluster69 and rotationally resolved electronic spectroscopy of 3-
CNI–(H2O)1 cluster70 reported that they emit from the Lb state.
Mass-selected resonant two-photon ionization (R2PI) and UV–UV
hole-burning, of jet cooled 5-CNI and 3-CNI and their water clus-
ters, were also measured.71–73 Similar to indole-water complex,
electronic and vibrational jet-cooled spectroscopic studies com-
plemented by theoretical calculations reported that the character
of the emitting state of isolated 5-CNI–(H2O)1−2 clusters is La.71

Modeling the absorption and fluorescence of n-CNI using high-
level coupled cluster, (EOM-CCSD), and multireference perturba-
tion theory (CASPT2) quantum chemical calculations and polar-
izable continuum model in our previous study provided an expla-
nation as to why the fluorescence intensity of 4-CNI is enhanced
while others are quenched.41 However, while the energetics were
consistent with experimental absorption and fluorescence spec-
tra, the trend in the relative fluorescence intensities was not re-
produced.41 In addition, the energy level switching between the
La and Lb states at emission does not explain why these n-CNI
probes exhibit short fluorescence lifetime and low quantum yield
in aqueous solution. It is clear that other fluorescence quenching
mechanisms are involved. However, due to the scaling problem
that quantum mechanical methods face, it is difficult to model the
entire solvent environment. Instead in this study we extend the
previous study by using similar electronic structure approaches
to study small water clusters (with one or two water molecules)
to simulate the effects that position of cyano substitution on the
rings of indole has on the non-radiative decay pathways of n-CNI
probes in microsolvation, specifically along the dissociative N-H
bond stretch where hydrogen/proton transfer from the probes to
the water solvents would take place.

2 Methods
The non-radiative decay pathways of n-CNI probes were exam-
ined by computing the electronic potential energy surface (PES)
along the N-H bond stretch coordinate of n-CNI-(H2O)m clusters
quantum mechanically, where the position of substitution on the
indole ring, n, is 2-7, and the number of water molecules HB to
the probe(s), m, is 1 or 2. In the n-CNI-(H2O)1 clusters, the wa-
ter molecule is HB to the proton donating NH group of indole
(depicted in Figure 2(a)) and in the n-CNI-(H2O)2 cluster, a sec-
ond water molecule is simultaneously HB to the proton accepting

2 | 1–13Journal Name, [year], [vol.],

Page 2 of 13Physical Chemistry Chemical Physics



Fig. 2 Example of the two water cluster models illustrated using 4-CNI
probe. (a) one water molecule (m = 1) is HB at the proton donating
NH group and (b) two water molecules (m=2) are simultaneously HB to
the proton donating NH and accepting cyano site of the probe

cyano group of the probe (depicted in Figure 2(b)).

2.1 S1 Minima
In order to study how the fluorescence intensity of n-CNI probes
is quenched, we start by modeling the emission. We obtain the S1

minimum geometry of each n-CNI-(H2O)m cluster where the cal-
culated character of the emitting state corresponds to that which
is measured by experiment as discussed in the introduction. The
characters are indicated in Table 1. The S1 minimum geometry
was found to be sensitive to the method and basis set used. For
this reason, we used several approaches and benchmarked them
against available experimental information. The results of bench-
marking are shown in detail in ESI†. The time dependent density
functional theory (TDDFT) with the CAM-B3LYP functional was
used, in addition to CC2, and ADC(2) approaches. For most sys-
tems CC2/aug-cc-pVDZ and TD-CAM-B3LYP/6-311++G(d) gave
the same results, and the TD-CAM-B3LYP/6-311++G(d) results
are discussed in the main paper while the others are shown in
ESI†. Indole and 3-CNI were more problematic. Indole has a
small gap between the ππ∗ and Rydberg states, and adding dif-
fuse functions led to overstabilization of the πσ∗ Rydberg state
predicting this to be the minimum, which is contrary to experi-
ment. So the optimized structure for Ind-(H2O)1 was obtained
with CC2/cc-pVDZ. For 3-CNI-(H2O)1−2 we used CC2/aug-cc-
pVDZ because TD-CAM-B3LYP/6-311++G(d) predicted the La

state to be the S1 minimum in disagreement with experiment.
Vibrational frequencies calculations were also performed at the
same level of theory to confirm that these are true minima ensur-
ing that all of the frequencies along all degrees of freedom of the
system are positive.

The energies at the optimized S1 structures were recomputed
using EOM-CCSD/6-311++G(d) and were used to calculate the
adiabatic energies (energy of S1 at S1 minimum minus energy
of S0 at S0 minimum). Ground state geometries were optimized
at the B3LYP/6-311++G(d) level and the ground state CCSD/6-
311++G(d) energies at these geometries were used in the calcu-

lation of adiabatic energies.

2.2 Potential Energy Surfaces

Starting from the S1 minimum geometry, constrained optimiza-
tions of the S1 excited state along the dissociative N-H bond co-
ordinate were performed at the TD-CAM-B3LYP/6-311++G(d)
level of theory, where N-H bond distances were displaced by in-
crements of 0.1 Å and fixed, while all other nuclear coordinates
were allowed to relax. Grimme’s Dispersion (D3) correction was
applied to these TDDFT calculations. It has been shown that these
corrections are important when treating HB systems.74 The ener-
gies of the probe-water clusters were refined by performing sin-
gle point excited state calculations at each converged geometry
at the various N-H bond distances of the Ind-(H2O)1 and n-CNI-
(H2O)1−2 clusters at the EOM-CCSD level of theory with the 6-
311++G(d) basis set.

Natural Transition Orbitals (NTO) were computed to charac-
terize the excited states for each probe-water complex at this
level of theory. Moreover, ChelpG charges were computed to
assess if excited state charge transfer takes place. In order to
test the accuracy of the geometries obtained at the CAM-B3LYP
level, additional constrained optimizations were performed at the
ADC(2)/aug-cc-pVDZ level followed by single point calculation of
the excited states at the EOM-CCSD level of theory for compari-
son. The results based on ADC(2) optimizations are shown in the
ESI.†

Although it is well known that single reference methods poorly
describe regions of configuration space where the S0 and S1 en-
ergies are close,75 we use the EOM-CCSD method cautiously to
get a description of the barriers along S1 and a qualitative de-
scription of how the energy gap between the S1 and S0 changes
as we stretch the N-H bond. The accuracy of the potential en-
ergy profiles predicted by EOM-CCSD is tested by reproducing
the PES of these clusters at the CASSCF/aug-cc-pVDZ level of
theory and at select cases using CASPT2/aug-cc-pVDZ. An active
space of (12 e-,11 orbitals) was used for Ind-(H2O)1 and (14 e-
, 13 orbitals) for the n-CNI-(H2O)2 clusters respectively, except
for 7-CNI. Efforts that were made to generate the PES of 7-CNI-
(H2O)1−2 clusters at the CASSCF(14,13)/aug-cc-pVDZ level of
theory were not successful because it was difficult to get the cor-
rect orbitals in the active space. The orbitals in the active space
of each excited complex are depicted in Section S2 of the ESI†.
A conical intersection search was performed for 5-CNI-(H2O)2

cluster starting from a geometry where the N-H distance is 1.52
Å using the CASSCF(14,13) and aug-pcseg-0, which is the seg-
mented contracted version of the aug-pc-0 Jensen basis set76–78.
We used the aug-pcseg-0 basis set because the aug-cc-pVDZ ba-
sis set is not supported by Molpro for CI optimizations. Results
of the CI optimization are shown in ESI†, Section S1.3. In addi-
tion, CASPT2/aug-cc-pVDZ calculations were performed on Ind-
(H2O)1 and 4-CNI-(H2O)2 clusters using the same active space
as CASSCF, to account for dynamic electronic correlation and ob-
tain the correct excited state energetic ordering (results shown in
ESI†, Section S1.1).
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2.3 Bulk Solvation Effects
The PESs of the 7-CNI-(H2O)2 cluster were calculated with an
implicit solvation model, i.e. the Polarizable Continuum Model
(PCM)79, to evaluate how the electrostatic effects from the bulk
properties of the solvent impact the geometries and the electronic
potential energy surface. To assess the effect on the geometries,
we performed constrained optimization of the excited S1 state
along the N-H bond stretch of 7-CNI-(H2O)2 at the CAM-B3LYP/6-
311++G(d) level of theory in gas phase and with equilibrium
solvation using PCM. Optimizing on the excited state by default
uses equilibrium state-specific approach of PCM which allows for
solvent to undergo relaxation and the electronic density of the
solvent to equilibrate with that of the excited state of the probe.
Thus, the solute is polarized and influenced by both the fast elec-
tronic and slow nuclear components of the solvent.

We also studied how the inclusion of the electrostatic ef-
fect of the solvent affects the potential energy of the electronic
states by performing single point excited state calculations on
the gas phase geometries using EOM-CCSD/6-311++G(d) and
the linear-response non-equilibrium approach of PCM. In this ap-
proach, solvent relaxation is not considered and the probe ex-
periences polarization from the fast electronic component of the
solvent.

We have also tested the solvation effects using the Solvation
Model Density (SMD) type of PCM80, which in addition to elec-
trostatics accounts for short-range interactions between the solute
and solvent molecules in the first solvation shell. We used SMD
for the S1 minimum of 7-CNI combined with CAM-B3LYP.

Geometry optimization and vibrational frequencies calculations
using the CAM-B3LYP81 method were performed using Gaussian
1682 while the ADC2 and CC283,84 calculations were done us-
ing TURBOMOLE V6.585. The single point excited state calcu-
lations of these optimized geometries at the EOM-CCSD86 and
CASSCF/CASPT287,88 levels were performed in Qchem 5.389 and
Molpro 2021.1,90 respectively.

3 Results
We begin investigating the fluorescence behavior of n-CNI-
(H2O)m complexes by starting at the S1 minimum. Our initial
structures are motivated by the assumption that both NH and CN
sites will be hydrogen bonded with water. This assumption is val-
idated by MD simulations, which are detailed in ESI† (Section
S6).

We found that optimization of the electronically excited S1 state
of these complexes resulted in the formation of cyclic and non-
cyclic probe-water structures portrayed in Figure 3(a) and (b) re-
spectively. The cyclic structure is formed when the NH group of
n-CNI is bridged by the HB network of waters to the cyano group.
The excited state S1 minimum of Ind-(H2O)1 cluster results in a
non-cyclic complex since there is only one site available for HB.
Similarly, non-cyclic complexes are formed for indole analogues
where positions n = 3 - 6 of indole’s rings are functionalized with
the electron-withdrawing cyano group, since the two HB sites are
too far away from each other to form a cyclic structure (Figure
3(a)). For 6-CNI the monohydrated complex does not form a
cyclic structure but the dihydrated one, 6-CNI-(H2O)2, does. 2-

CNI-(H2O)1−2 and 7-CNI-(H2O)1−2 clusters also form cyclic struc-
tures at the excited state S1 minimum.

We investigated the non-radiative decay pathways that can po-
tentially quench the fluorescence intensity of these probe-water
clusters by computing the PES of the ground and excited states
of the n-CNI-(H2O)m clusters as a function of N-H dissociation.
We find that the formation of the cyclic n-CNI-(H2O)m complexes
leads to an alternative solvent-assisted fluorescence quenching
mechanism than that of the non-cyclic structures. For this rea-
son, we will present the results of the non-radiative decay path-
ways along the N-H bond coordinate of these cyclic and non-cyclic
structures separately in the next sections.

(a) (b)

Fig. 3 S1 minimum geometry of n-CNI-(H2O)m clusters for (a) non-cyclic
and (b) cyclic structures.

3.1 S1 Minima
Before discussing the pathways, we will discuss comparisons with
experiments so that we can benchmark our methodology. We will
focus on the adiabatic excitation to the S1 minimum and the char-
acters of the minimum, where there is available experimental in-
formation.

We start with the character of the minima, where there is exper-
imental information. Experimental information exists for mono-
hydrated indole, 2-CNI, 3-CNI, and for mono and dihydrated 5-
CNI.42,69–71 Our calculations predict that the character is the
same in the mono and dihydrated systems, i.e. one additional
water does not change the character. Both experiment and theory
have demonstrated that this is the case for the addition of one
water molecule to isolated n-CNI with respect to indole, 2-CNI, 3-
CNI, and 5-CNI.69–71 In 5-CNI71 it is also found that addition of a
second water molecule also retains the character of La. For 2-CNI
and 3-CNI their fluorescence properties are not sensitive to the
amount of water solvent.3,41 These systems have an Lb minimum
isolated, monohydrated and in bulk solvent.3,41,69,70 In the case
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Table 1 The oscillator strength of the S1 minimum of the Ind-(H2O)1 and
n-CNI-(H2O)2 clusters at emission and the energy barrier height along the
N-H bond stretch coordinate computed at the EOM-CCSD level of theory
with 6-311++G(d) basis set. Geometries were obtained using CAM-
B3LYP/6-311++G(d) except for Indole and 3-CNI which used CC2/cc-
pVDZ and CC2/aug-cc-pVDZ for the S1 minimum, respectively. The
character of the S1 minimum is also shown. A * indicates that the
character has been confirmed experimentally.

Char Oscillator Strength Energy Barrier (eV)
1 H2O 2 H2O 1 H2O 2 H2O

Ind Lb * 0.047 0.11
2-CNI Lb * 0.073 0.079 1.21 1.26
3-CNI Lb * 0.140 0.173 0.55 0.65
4-CNI La 0.183 0.159 1.04 1.00
5-CNI La * 0.039 0.035 0.92 0.60
6-CNI La 0.182 0.178 0.97 0.98
7-CNI La 0.109 0.110 0.76 1.30

of the 4-, 6-, and 7-CNI-(H2O)m clusters, no experimental studies
have been done that characterize the S1 minimum in solution or
with water clusters. For these systems we rely on previous and
current theoretical calculations to establish the character of the
minimum.

Table 1 shows the character and oscillator strengths at the S1

minima for the monohydrated and dihydrated systems obtained
at the EOM-CCSD/6-311++G(d) level of theory. The geometries
were obtained at the CAM-B3LYP level of theory for all systems
except indole and 3-CNI, where CC2/cc-pVDZ and CC2/aug-cc-
pVDZ were used, respectively. In our calculations, Ind, 2-CNI
and 3-CNI have Lb minima, while the 4,5,6,7-CNI have La charac-
ter. Additional results using different electronic structure theory
are given in ESI.† It is interesting to highlight that the oscillator
strength is not always much smaller for the Lb state compared to
the La. While this is true for indole, once substituents are intro-
duced the electronic structure changes and this can be reflected in
the oscillator strengths as well. For example, while the minimum
for 3-CNI is Lb and for 5-CNI is La the oscillator strength is higher
for 3-CNI.

In order to benchmark the energetics, Table 2 shows the calcu-
lated adiabatic energies to the S1 minima for isolated and mono-
hydrated systems and compares them to the experimental 0-0 en-
ergies whenever available. Geometries of the ground state are op-
timized using B3LYP/6-311++G(d) while the S1 minima are opti-
mized using either CC2/aug-cc-pvdz (CC2/cc-pvdz for Ind) (CC2
columns) or CAM-B3LYP/6-311++G(d) (DFT column) methods.
The agreement between theory and experiment is very good, with
an average error of 0.1 eV, while the maximum error is 0.24 eV
for isolated indole. For the monohydrated system we can also
compare the effect of using the CC2 or CAM-B3LYP methods for
optimizing the S1 minimum. The energies differ by 0.1 eV or less,
so the effect of the methodology for optimization is small. These
results provide confidence to carry out the pathways along NH.

Table 2 Calculated adiabatic energies (in eV) at the EOM-CCSD/6-
311++G(d) level for isolated and monohydrated nCNI systems. Geome-
tries of the ground state are optimized using B3LYP/6-311++G(d) while
the S1 minima are optimized using either CC2/aug-cc-pvdz (CC2/cc-pvdz
for Ind) (CC2 columns) or CAM-B3LYP/6-311++G(d) (DFT column)
methods. Experimental 0-0 transitions (in eV) are also shown.

isolated 1 H2O complex
Char CC2 Exp CC2 DFT Exp

Ind Lb 4.61 4.3742 4.38 4.3542

2-CNI Lb 4.22 4.1469 4.11 4.23 4.0969

3-CNI Lb 4.53 4.3870 4.46 4.3870

4-CNI La 4.16 4.1091 4.05
5-CNI La 4.35 4.2071 4.25 4.16 4.1871

6-CNI La 4.40 4.15 4.06
7-CNI La 4.30 4.02 4.05

3.2 Non-cyclic Clusters
3.2.1 Excited State Hydrogen Transfer (ESHT)

The PES of S1 and S0 of the non-cyclic complexes and their cor-
responding oscillator strengths for the S1 state are plotted as a
function of N-H bond stretch in Figure 4. Results for complexes
with 2 water molecules are shown in (a,b) while results for clus-
ters with one water molecule are shown in (c,d). As the N-H
bond length is stretched from the S1 minimum, the energy of
the electronic ground state S0 is destabilized while the S1 state
is relatively unchanged for Ind. The PES of the S1 for 3-, 4- and
5-CNI-(H2O)2 clusters however show a barrier along the disso-
ciative coordinate, with the energy increasing initially as the N-H
bond is stretched up to about 1.3 Å, and then stabilizing. In all
cases the gap between S0 and S1 decreases rapidly at the very
short NH distances because of S0 state is destabilized, indicating
that internal conversion is possible. At the EOM-CCSD level the
barriers are the highest for 4-CNI-(H2O)2 (1.00 eV) followed by
3-CNI-(H2O)2 and 5-CNI-(H2O)2 at 0.60 eV and 0.65 eV, respec-
tively. The barrier for Ind-(H2O)1 is only 0.11 eV.

The accuracy of these pathways was further tested by using
multireference methods, CASSCF and CASPT2. The results are
shown in ESI† Section S1, showing overall similar behavior qual-
itatively. Figure S8 shows the overlaying PES for all non-cyclic
n-CNI, similar to Figure 4. The region where the methods deviate
more is when the two surfaces approach each other at long N-
H. The S0-S1 gap is computed to be smaller at the CASSCF level
which can describe this region more accurately. The small gap,
reaching 0.5 eV in some cases, indicates that conical intersections
should be present nearby. We confirmed their existence for 5-CNI-
(H2O)2 as an example, and the results are shown in ESI†, Section
1.4. The energy barriers at the CASSCF level for Ind, 3-, 4-, and
5-CNI-(H2O)2 clusters are 0.27, 0.00, 0.53, and 0.35 eV respec-
tively, smaller in general than the EOM-CCSD values, but with
similar trends, with the exception of 3-CNI-(H2O)2 which is pre-
dicted to be barrierless. Some caution should be given however
in the accuracy of the CASSCF barriers, because the character of
the S1 minimum may not always be the correct one, as discussed
in ESI.†

Additional information about the behavior and character of the
S1 PES is given by examining the oscillator strengths. The oscilla-
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(a) (b)

(c) (d)

Fig. 4 (a) Overlaid PES of S1 (dotted curve) and S0 (solid curve) of non-cyclic Ind-(H2O)1 and 3-,4-,5-CNI-(H2O)2 clusters along the dissociative
N-H bond coordinate computed at EOM-CCSD/6-311++G(d) level of theory using geometries optimized at the CAM-B3LYP/6-311++G(d) level
with the exception of the S1 minimum geometries of Ind and 3-CNI which were optimized using CC2/cc-pVDZ and CC2/aug-cc-pVDZ, respectively,
to obtain the correct S1 minimum character. (b) The corresponding oscillator strengths of S1 overlaid for all of the non-cyclic clusters. (c,d) PES and
oscillator strengths for clusters with one water molecule.

tor strengths corresponding to S1 of these non-cyclic clusters de-
picted in Figure 4(b,d), show that as the NH bond increases, the
oscillator strength decreases and after the barrier it approaches
zero for all of the systems. We characterized the S1 state at ev-
ery point by computing NTOs at the EOM-CCSD level, and found
that, at the starting point the S1 minimum is a ππ∗ transition
(either La or Lb) and transforms to πσ∗ at the last point. This
indicates that as the N-H is stretched the πσ∗ is stabilized and the
ππ∗ becomes destabilized. The two states switch at the barrier
and that is the reason for the very small oscillator strength which
is characteristic of the πσ∗ state.

Furthermore, the net ChelpG atomic charges of the monomer
probe and the one and two waters in the non-cyclic clusters were
computed for the first and last geometry and reported in ESI†,
Section S3. The results show that as the N-H bond is elongated,
the net molecular charges of the probes and the water molecules
do not change significantly. The lack of change in the net molec-
ular charge of the fluorophore and water molecules indicates that
this is a H atom transfer where the resulting products are radicals.

3.2.2 Sensitivity to Quantity of Water Molecules

It has been observed experimentally that the fluorescence inten-
sity of 7-CNI decreases as the number of water molecules in a
organic-water solvent mixture increases.5 Similarly, 5-CNI was
found to become quenched upon solvation.4 Motivated by this
behavior, we investigated the effect that the quantity of water
solvent molecules has on the non-radiative decay path of the n-
CNI probes, by computing the PES of S1 for probe-water clusters
with 1 and 2 water molecules at the EOM-CCSD/6-311++G(d)
level of theory. The potential energy of the S1 and S0 of 5-CNI-

(H2O)1−2 clusters were overlaid and plotted along with the corre-
sponding oscillator strengths as a function of the N-H bond length
displacement in Figure 5(a) and (b) respectively. In both com-
plexes with one or two water molecules, the character of the ex-
cited state at emission is Laππ∗ at an N-H bond distance of 1.02
Å. As the N-H bond is stretched to longer distance a hydrogen
atom is transferred from the NH group of the cyanoindole moi-
ety to the immediate H2O molecule resulting in a hydronium and
5-CNI radical which is πσ∗ in character for both complexes with
one or two water molecules. This was also found to be the case
for the non-cyclic 3-, and 4-CNI fluorophores HB to one water and
two molecules (Section S1.3 in ESI†). Unlike the other non-cyclic
structures however, the energy barrier in the PES of the S1 of 5-
CNI was found to be significantly influenced by the number of wa-
ter molecules present. Increasing the number of water molecules
from 1 to 2 for 5-CNI decreases the energy barrier significantly
from 0.92 to 0.60 eV. This suggests that if it is possible that if we
extend the system to model 5-CNI with more water molecules,
the barrier may continue to decrease and potential non-radiative
decay channels would become more accessible.

3.3 Cyclic Clusters

3.3.1 Excited State Proton Transfer (ESPT)

We now turn our focus to the non-radiative decay pathway of
the n-CNI-(H2O)1−2 complexes which form cyclic clusters, specif-
ically 6-CNI-(H2O)2, 7-CNI-(H2O)1−2, and 2-CNI-(H2O)1−2. The
PES of the S1 and S0 of 2-, 6-, and 7-CNI-(H2O)1−2 clusters are
plotted in Figure 6, as a function of the N-H bond stretch. In
the non-cyclic n-CNI-(H2O)1−2 structures we saw that ESHT oc-
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(a)

(b)

Fig. 5 (a) PES of S0 (solid curves) and S1 (dotted curves) of 5-CNI-
(H2O)1 (brown) and 5-CNI-(H2O)2 (gray); (b) corresponding oscillator
strength of S1 computed along the dissociative N-H coordinate at the
EOM-CCSD/6-311++G(d) level of theory. The natural transition or-
bitals of the S1 minimum starting geometry of the 5-CNI-(H2O)2 cluster
are depicted on the left-hand side bordered in gray and in brown is that of
the 5-CNI-(H2O)1. Next to them on the right-hand side are the natural
transition orbital for the last geometry of the clusters with 1 and 2 H2O
after ESHT has taken place.

curs in one step where a H atom is transferred from the CNI to
the HB H2O molecule. We see a similar mechanism in the non-
cyclic 6-CNI system with one water molecule in Figure 6(a). In
the cyclic structures however, we find that ESPT takes place in
two mechanistic steps. In the first step, the three complexes be-
have the same. They start at a ππ∗ excited state minimum at N-H
bond distances ranging from 1.02 to 1.04 Å. As the N-H bond is
stretched by about 0.5-0.7 Å, a proton is transferred from the NH
group of CNI moiety to the H2O molecule forming H3O+ ion. A
large charge separation distinguishing the proton transfer from
the H atom transfer, which does not show a change in charge as
the N-H is stretched, is seen and reported in Section S3 in ESI†.
The products from this first ESPT mechanism are the intermedi-
ate geometries found at the maximum of the energy barrier in S1

PES. In the second step, a proton is further transferred from the
H3O+ ion back to the CNI structure; however in different ways
for the three positional isomers.

In the case of 6-CNI, the proton is transferred to position n
= 7 of indole’s ring (Figure 1), breaking the aromaticity of the
benzene ring through the network of the two water molecules.
An energy barrier of 0.98 eV is found prior to this proton transfer.
The proton transfer is accompanied by a decrease in the oscillator
strength of the S1 state (6(b)) from 0.18 to zero. The NTO of
this last geometry shows a ππ∗ character. The electron density

in the HOMO is found to be localized on the pyrrole ring of the
6-CNI monomer and no electron density is found on the water
molecules portraying that the final products are neutral species
consistent with the net molecular charge reported in ESI†, Section
S3. Contrary to 6-CNI-(H2O)2, in 6-CNI-(H2O)1 the final point is
a πσ∗ state, similar to what was discussed in the previous section.

7-CNI also shows two different behaviors along the NH stretch-
ing pathway. The first step involves a proton transfer to water.
During the second step two possible mechanisms exist. In the
monohydrated system during the second step of the mechanism,
as the N-H bond distance increases to 2.04 Å, a proton is trans-
ferred from the H3O+ ion to the CN group of the 7-CNI− ion
changing the triple bond to a double bond and increasing the
length of the C-C bond connecting to the ring. The geometry is
shown in Figure 7. The S1 state at the final point is characterized
as ππ∗CN state where the π∗CN is a π-orbital that belongs to the CN
group and is in-plane with the molecular structure (a′ symmetry)
unlike the other π molecular orbitals which are out-of-plane (a′′

symmetry). Following the proton transfer to the CN of 7-CNI,
the S0-S1 gap decreases substantially, and the oscillator strength
becomes zero. This same mechanism is observed for both mono
and dihydrated 2-CNI-water clusters. PES are shown in Figure
6(e) and structures in Figure 8. In Figures 7 and 8 we show the
S1 minimum starting geometry where emission takes place (left-
hand) and the final geometry after proton transfer has occurred
(right-hand) for 7-CNI and 2-CNI with (a) 1 H2O and (b) 2 H2O
clusters. It is clear in the figure that 7-CNI-(H2O)1, 2-CNI-(H2O)1,
and 2-CNI-(H2O)2 behave similarly.

In dihydrated 7-CNI however a different pathway is observed.
Although the second step still involves the proton transferring
back to 7-CNI, the energies and final structure look different. The
energy of the S1 state does not become stabilized but it continues
to increase, and the oscillator strength does not go to zero. As can
be seen in Figure 6(c), as we stretch the N-H bond from 1.04 to
2.54 Å, the S1 energy continues to increase parallel to that of the
S0 PES and the energy gap between them remains large. The dif-
ference in energies can be explained by the differences in the final
structures. We do this by examining the bond length differences
in the S1 minimum and final geometry of the 7-CNI-(H2O)1−2

complexes after proton transfer has occurred. In Figure 7 at the
S1 minimum both clusters form a cyclic clusters. Although proton
transfer takes place for 7-CNI modeled with both the 1 H2O and
2 H2O clusters we find that the final geometries after the proton
has transferred to the CN are different. In the 1 H2O cluster, the
C8-CN bond is elongated from 1.392 to 1.489 Å which allows the
C-C=N- angle to become bent at a 141◦ angle, and the CNH sub-
stituent is loosely connected to the ring. On the other hand, in
the 2 H2O cluster, the C8-CN bond length of the 7-CNI probe de-
creases from 1.390 Å (Figure 7(c)) to 1.359 Å (Figure 7(d)) after
H is transferred to the CN group which results in a near linear
C=C=N- structure at an angle of 168◦.

To assess whether having this bent C-C=N- angle is essential for
the small S1-S0 gap observed in 7-CNI-(H2O)1, 2-CNI-(H2O)1, 2-
CNI-(H2O)2 but not in 7-CNI-(H2O)2, we added a water molecule
near the cyano group of the final geometry of the 7-CNI-(H2O)1

cluster (shown in the right-hand panel of Figure 6(c)), where C-C
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(a) (b)

(c) (d)

(e) (f)

Fig. 6 PES of the electronic ground state, S0 (solid curve), and first electronic excited state, S1 (dotted curve) computed at the EOM-CCSD/6-
311++G(d) level for (a) 6CNI-(H2O)1 (orange) and 6-CNI-(H2O)2 (navy blue) clusters; (c) 7CNI-(H2O)1 (purple) and 7-CNI-(H2O)2 clusters (red);
(e) 2CNI-(H2O)1 (blue) and 2-CNI-(H2O)2 (red) clusters. Their corresponding oscillator strengths are plotted in (b), (d), and (f), respectively. The
natural transition orbitals of the S1 minimum starting geometries of clusters are depicted on the left-hand side and the natural transition orbital for
the last geometry of the clusters after proton transfer takes place are depicted on the right-hand side. Energies of S0 (green, square) and S1(green,
triangle) of the final geometry of 7-CNI-(H2O)1 with the addition of a second water molecule, denoted 7CNI-(H2O)2 -G, are shown in (c). Natural
transition orbitals corresponding to 7-CNI-(H2O)2 -G are shown in (b) bordered in green.

is elongated and S1-S0 gap is small (geometry shown in Figure
6(d) in green and in Figure 7(e)) and computed the energy of the
S0 and S1. We found that indeed the bent C-C=N- angle results
in a small S1-S0 energy gap and an oscillator strength of zero.

In summary, these results suggest that the photochemical path-
ways that the 2-CNI, 6-CNI and 7-CNI can take are very sensitive
to explicit hydration, providing different results depending on the
exact patterns of hydration.

On the other hand implicit solvation seems to be insignifi-
cant. We included electrostatic effects using the implicit solva-
tion model, PCM, and examined whether this can result in a dif-
ferent photochemical reaction path or if inclusion of long-range
polarization from the solvent can stabilize the S1 energy and de-
crease the S1-S0 energy gap. We tested this on 7-CNI-(H2O)2

as a representative system. We examined the effect of solvation
on the geometries and on the excitation energies separately. In
the first approach, the constrained optimization of the S1 PES

along the N-H bond stretch was computed with CAM-B3LYP/6-
311++G(d) and PCM, which uses equilibrium solvation allowing
the solvent to equilibrate and relax with the solute. In the second
approach, we used the excited state geometries of the isolated
7-CNI-(H2O)2 clusters and recomputed the energies with EOM-
CCSD/6-311++G(d) and linear response (LR)-PCM where the
fast electronic component of the solvent polarizes the solute and
thus only the energy is affected and not the geometry. The PES of
the S1 and S0 and corresponding oscillator strengths which were
computed using these two approaches are shown in ESI†, in Sec-
tion S5. Both the geometries and energies were not impacted
by the inclusion of PCM. Finally, we examined whether non-
electrostatic effects were important by calculating the energies
at the S1 minimum of 7-CNI-(H2O)2 by comparing to the SMD
variation of IEFPCM solvation. The energy changed by 0.004 eV
and the oscillator by 0.01, so the effect is negligible.
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Fig. 7 7CNI geometries at S1 PES before ESPT (a,b) and after ESPT
(c,d) obtained from constrained optimizations at the CAM-B3LYP/6-
311++G(d) level of theory. (a,c) 2CNI with 1H2O and (b,d) 2CNI with
2 H2O clusters. (e) 7-CNI-(H2O)2 -G: Addition of 1 H2O to the last
geometry in the 7-CNI-(H2O)1 cluster.

4 Discussion
It was observed experimentally that substitution of a cyano group
on different carbons of the bicyclic ring of indole leads to diverse
fluorescence properties in aqueous solution. Substitution on po-
sition 4 enhances the fluorescence intensity and increases the flu-
orescence lifetime and quantum yield.2,3 On the other hand, sub-
stitution on positions 5, 6, and 7 was found to quench the rela-
tive fluorescence intensity and decrease the fluorescence lifetime
and quantum yield.2,4,5 Furthermore, substitution of the cyano
group on the pyrrole ring of indole resulted in weakly fluorescent
probes in aqueous solution.2 In our previous study we investi-
gated how the emission of these n-CNI positional isomers depends
on the solvent by modeling the absorption and fluorescence using
EOM-CCSD and CASPT2 and implicit solvation.41 Our calcula-
tions in that study did not reproduce the trend of the relative
fluorescence intensity or Stokes’s shift, which suggested that non-
radiative pathways are also involved. In the current study we ex-
plored the non-radiative pathways of n-CNI-water clusters quan-
tum mechanically to uncover the fluorescence quenching mech-
anism of the probes in microsolvation. We found that the fluo-
rescence properties of n-CNI-(H2O)1−2 clusters depend on three
factors, which include (1) the formation of a cyclic probe-water
structure, (2) the energy barrier in the S1 PES, and (3) the oscil-

Fig. 8 2CNI geometries at S1 PES before ESPT (a,b) and after ESPT
(c,d) obtained from constrained optimizations at the CAM-B3LYP/6-
311++G(d) level of theory. (a,c) 2CNI with 1H2O and (b,d) 2CNI with
2 H2O clusters.

lator strength of the S1 excited state minimum at emission.

4.1 Formation of Cyclic Structures
Optimization of the S1 minimum of the n-CNI-(H2O)1−2 clusters
showed that in some positional isomers the fluorophores formed
a cyclic complex with the water molecules in the excited state by
bridging the NH group to the cyano group of the n-CNI probes via
hydrogen bond. The non-cyclic structures include Ind-(H2O)1, 3-
, 4-, and 5-CNI-(H2O)1−2, as well as 6-CNI-(H2O)1. The S1 and
S0 PES of these non-cyclic structures were found to behave and
share the same solvent-mediated excited state pathways as micro-
solvated indole. It was found that as the N-H bond is stretched,
ESHT takes place where a H atom is transferred from the NH
group of the CNI moiety to the HB water molecule resulting in
the formation of radicals. Along this reaction path the Rydberg
πσ∗ state becomes stabilized at long bond distances decreasing
the energy gap between the S1 and S0 PESs and most likely lead-
ing to a conical intersection where the fluorophore could relax
non-radiatively.

In contrast, when a cyclic structure is formed such as in the
case of 2-, 7-CNI-(H2O)1−2, and 6-CNI-(H2O)2, a different photo-
chemical reaction along the N-H bond coordinate exists. In these
cyclic structures we find a two step ESPT mechanism where in the
first step the acidic proton of the CNI is transferred to the H2O
molecules forming CNI− and H3O+ ion pairs and then a proton is
transferred back to the CNI− in the second step. In 2- and 7-CNI
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isomers, the proton transfers to the CN substituent, reducing the
triple bond to a double bond. Unlike the non-cyclic structures, a
ππ∗CN state which lies higher in energy than the πσ∗ at emission
becomes stabilized along the pathway. We find that elongation
of the C7-CN bond, which allows the -C=N-H angle to become
bent, is significant for the S1-S0 gap to decrease. Similarly, the
6-CNI-(H2O)2 is also found to have this double excited state pro-
ton transfer mechanism, however the second proton does not get
transferred to the CN group because it is too far away. Instead,
the second proton is transferred to the C7 of indole, breaking the
aromaticity of the benzene ring. In all cases, along the ESPT re-
action path, the oscillator strength approaches zero after the first
proton transfer. The S1-S0 energy gap then decreases when the S1

becomes stabilized in response to the second proton being trans-
ferred back to the CNI− neutralizing the ions. If the energy gap
becomes small enough it could lead to internal conversion under
favorable conditions.

4.2 Energy Barrier in the S1 State

Although several pathways were revealed, a major condition for
their accessibility is the presence and height of the energy barrier
in the PES of the S1 excited state along the pathways. The energy
barriers predicted at the EOM-CCSD level of theory for clusters
with 1 and 2 water molecules are reported in Table 1.

Among the non-cyclic structures, 4-CNI-(H2O)1−2 was found to
have the highest energy barrier along the S1 PES. When the en-
ergy barrier is large, the excited molecule becomes trapped in the
S1 minimum. This barrier would limit access to the CI and in-
turn increase the excited state lifetime. This further contributes
to our explanation for why the relative fluorescence lifetime and
quantum yield is higher for 4-CNI in solution in addition to the
reasons discussed in our previous work. Moreover, the energy
barrier along the S1 PES of the 5-CNI is found to decrease sig-
nificantly as the number of water molecules in the first solvation
shell increases from 1 to 2. This suggests that the energy barrier
could further decrease in solution, thus increasing accessibility
to the CI. This prediction is in good agreement with experimen-
tal observations of the fluorescence response of 5-CNI in aqueous
solution.

Furthermore, probe-water complexes that form cyclic struc-
tures were also found to have significantly large energy barriers
in the S1 PES, which would make radiationless decay unlikely, or
nearly impossible. In the cases of 6-CNI and 7-CNI, we do see
that the type of pathway found depends on the number of water
molecules hydrogen bonded to the chromophore. This sensitivity
agrees with experimental results, however the height of barriers
we found would suggest that all of these pathways are inaccessi-
ble. More calculations are thus needed to explain how the fluo-
rescence intensity of 7-CNI and 6-CNI is affected by solvation.

These results suggest that like 4-CNI, 6-, 7-, and 2-CNI fluo-
rescent probes would have an increased fluorescence lifetime and
quantum yield in aqueous solution, which is not the case. Thus
we must explore other factors that can distinguish the unique flu-
orescence behavior of these probes from one another. It is likely
that microsolvation is not sufficient to describe the observed be-

havior in solution.

4.3 Radiative decay at Emission

Since the energy barrier would trap the fluorophores in the S1

minimum from which emission takes place, the character of the
S1 state and the radiative decay become significant in explaining
the experimental trends.

The oscillator strength of the complexes are reported in Table
1. An oscillator strength less than 0.1 in general corresponds to
an Lb state, whereas values greater than 0.1 correspond to La. Ex-
ceptions exist however. 3-CNI-(H2O)2 is found to have a relatively
high oscillator strength although the NTOs show that this state is
Lb(ππ∗). 5-CNI is also an exception and it is an La state despite
small oscillator strength. This is because after substitution the os-
cillator strengths can be very different from indole. Nonetheless,
2-CNI was found to emit from the dim Lb excited state whereas 6-
and 7-CNI emit from a bright La excited state. Although the char-
acter of the S1 minimum helps distinguish these probes apart, it
still does not explain the ultrafast fluorescence decay observed for
6- and 7-CNI isomers.

5 Conclusion
Overall, the fluorescence quenching mechanisms of n-CNI fluo-
rescent probes in microsolvation were studied by calculating the
PES of the electronic ground and excited states of n-CNI-(H2O)m

clusters along the N-H bond coordinate using high level theories
of quantum mechanics. Understanding how the modulation of
the molecular structure of the fluorescent probes and their micro-
solvation can tune the energy barrier on the S1 surfaces can be
used to design probes with the desired fluorescence properties in
solvated biological systems.

We show that substitution of the cyano group on the rings of
indole gives rise to different photochemical processes involving
non-cyclic and cyclic probe-water clusters. We find that the n-CNI
fluorescent probes can undergo ESHT and ESPT upon formation
of non-cyclic and cyclic structures, respectively, via a HB network
with H2O molecules. We also find that the height of the energy
barrier in the S1 PES dictates whether these non-radiative decay
channels can be accessed and thus influences the fluorescence
lifetime and quantum yield. Lastly, we show that substitution
on position 4, and formation of cyclic clusters leads to large en-
ergy barriers that prevent the fluorophores from accessing radi-
ationless decay pathways where the fluorescence would become
quenched via internal conversion from the S1 to the S0. Low bar-
riers exist in Ind and to a lesser extend in 3-CNI making radia-
tionless decay through ESHT possible for these molecules. The
barrier in 5-CNI decreases with the addition of an additional wa-
ter molecule indicating that ESHT in this case depends on the
number of water molecules, in agreement with experimental ob-
servations. On the other hand, the behavior we see in 6-CNI and
7-CNI is not sufficient to explain the experimental dependence of
their fluorescence on aqueous solvation.
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