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Microswimmers under the spotlight: interplay between
agents with different levels of activity

Caroline Desgranges,a Melissa Ferrari,b Paul M. Chaikin,∗b Stefano Sacanna,c Mark E.
Tuckerman,b,c,d,e, f and Jerome Delhommelle,∗g

The ability of active matter to assemble into reconfigurable nonequilibrium structures has drawn
considerable interest in recent years. We have investigated how active fluids respond to spatial
light patterns through simulations and experiments on light-activated self-propelled colloidal parti-
cles. This work delves into the processes of inverse templated assembly, which involves creating a
region without active particles through a bright pattern, and templated assembly, which promotes
the formation of dense particle regions through a dark pattern. We identify scaling relations for
the characteristic times for both processes that quantify the interplay between the dimension of
the applied pattern and the intrinsic properties of the active fluid. We also explore the assembly
mechanism and dynamics of large clusters and examine how assembly and inverse assembly can be
combined to create any arbitrarily complex template. In addition to providing protocols for templated
assembly via light patterning, our results show how the local packing fraction can be fine-tuned by
modulation of the light intensity. This exceeds the capabilities of conventional assembly strategies,
in which packing fraction is dictated by thermodynamics, and opens the door to arbitrarily precise
and programmable nonequilibrium assembly strategies in active matter.

1 Introduction

Active matter exhibits a wealth of behaviors that arise from its
nonequilibrium nature1–13. Indeed, even “simple” active flu-
ids, i.e., purely repulsive self-propelled particles or active Brown-
ian particles (ABPs), exhibit a motility-induced phase transition
(MIPS)14–16 akin to a liquid-vapor transition, even in the ab-
sence of any attractive interparticle interactions17–23. The con-
stant influx of chemical energy into the system drives motility
and breaks time-reversal symmetry and detailed balance, lead-
ing to the emergence of these unique features24. Another unique
property of active particles is the relation that exists between the
steady-state particle density ρ and the local self-propulsion veloc-
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ity v0, with active particles accumulating in regions where v0 is
low25. This provides a novel avenue for promoting self-assembly
through the spatial control of activity26,27. This strategy has
been successfully leveraged to trigger the assembly of synthetic
self-propelled particles, for which the application of a specific
light pattern can, for instance, allow for the programmable, light-
induced, self-assembly of active rectification devices26. A similar
strategy has also been employed for biological systems28–30 since,
under anaerobic conditions, E. coli bacteria can express prote-
orhodopsin, a green-photon-driven proton pump31,32. Templated
active self-assembly can thus be achieved for living systems using
light-controlled bacteria28–30.

To achieve the promise of a smart, programmable, templated
self-assembly, we need to identify the key parameters and deter-
mine the equations that govern the dynamics of the assembly pro-
cess. This requires a quantification of the response of the active
fluid to a real-time reconfiguration of the light field. In previ-
ous work, Arlt et al.28,29 considered an active suspension of E.
coli bacteria uniformly illuminated, i.e., moving at a (constant)
saturation self-propulsion velocity v0. They subjected the system
to a light pattern consisting of a bright L0 ×L0 square against a
dark background, with L0 being of the same order as the per-
sistence length Lp of the bacteria, and reported that the time τ

necessary to empty the square obeys the following scaling relation
τ ∼ L0/v0. In addition, they found diffusive dynamics for the peak
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of maximum bacterial density in dark regions, noting that quan-
titative aspects remained to be elucidated28. The objective of
this work is to use simulations on active Brownian particles33,34

and experiments on synthetic, light-activated, self-propelled par-
ticles2,35 to extend Artl et al.’s work to a broad range of ratios of
L0 (a characteristic length scale for the system) to Lp (the persis-
tence length of the swimmers) and obtain a quantitative charac-
terization of light-templated assembly processes in active fluids.
Our goal is three-fold: (i) to obtain scaling relations for the char-
acteristic times of inverse templated assembly and templated as-
sembly, (ii) to analyze the mechanism and dynamics of the onset
of templated assembly at the particle level, and (iii) to identify
a protocol for programmable and modulated templated assem-
bly. By varying the activity level of the particles, we can achieve
precise control through arbitrarily complex light patterns.

The paper is organized as follows. In the upcoming section, we
will introduce the simulation models and methods we utilize to
examine 2D active systems composed of self-propelled repulsive
disks. Additionally, we will discuss how we define and apply spa-
tial light patterns to control assembly alongside the correspond-
ing experiments. We will then present the results obtained for
the time dependence for inverse templated assembly and tem-
plated assembly. In both cases, we will identify the scaling of
the characteristic time for the process with the pattern size and
the active fluid parameters, and we will analyze the microscopic
mechanisms and dynamics of templated assembly for clusters of
increasing size. We will combine patterns for the two types of pro-
cesses to form an overall pattern with a checkerboard motif that
we apply to active matter in experiments and simulations. The re-
sults demonstrate the ability of this stimulus-controlled nonequi-
librium assembly to precisely fine-tune the local packing fraction
according to a programmed light pattern. This exceeds the ca-
pability of many passive assembly processes for which thermody-
namics controls the local density. Finally, we will summarize the
key conclusions from this work in the last section.

2 Methods and models

2.1 Simulations
We carry out simulations on systems of two-dimensional active
particle systems defined as disks of radius a. The packing fraction
of the system is given by φ = Nπa2

L2 , where L is the length of the
simulation cell. Each colloidal disk33,34,36 is described by the
position ri of its center and the orientation θi of a polar axis n̂i =

(cosθi,sinθi). Two disks i and j interact through:

Φ(ri j) =

{
k
2 (2a− ri j)

2 ri j < 2a

0 ri j ≥ 2a
(1)

in which ri j denotes the distance between the disks i and j, and k
is a force constant.

The equations of motion are given by

∂tri = s(r)v0n̂i +µ ∑ j ̸=i Fi j +
√

2DT ηT
i

∂tθi =
√

2DRηR
i

(2)

where v0 is the single-particle self-propulsion speed, Fi j =

−∇⃗iΦ(ri j) is the force exerted on i through the interaction be-

tween i and j, µ = DT
kBT the mobility, and DT and DR are the trans-

lational and rotational diffusion constants. The function s(r) is a
control parameter that quantifies the light intensity (0 ≤ s(r)≤ 1)
in the region where the particle is located. The ηi are Gaus-
sian white noise processes having zero mean and correlation〈
ηi(t)η j(t ′)

〉
= δi jδ (t − t ′). In our model, we explicitly include

the term corresponding to translational diffusion in the equations
of motion. This differs from Fily et al.’s model, which was devel-
oped for active systems subjected to uniform and constant light-
ing. In their case, the effect of translational diffusion was negligi-
ble when compared to the self-propulsion term33,34. Here, since
we examine the dynamics of particles in regions without any il-
lumination and where the particles become passive, we need to
account for the translational diffusion term in the equations of
motion in addition to the rotational diffusion.

In this study, we expose self-propelled particles to a light pat-
tern that includes either a bright (s(r) > 0) or a dark (s(r) = 0)
region with a characteristic size of L0. The examples analyzed in
this work use L0 as the edge of a square or the width of a strip.
The parameter space includes five variables: packing fraction φ ,
translational diffusion constant DT , rotational diffusion constant
DR, self-propulsion velocity v0, and L0. To reduce the number of
variables, we can use the relation DR = 3DT

4a2 for spheres in the low-
Reynolds number regime37 and the fact that the particles undergo
a random walk with a persistence length Lp = DR

v0
. This leaves us

with three variables to explore: φ , Lp, and v0 while keeping DR

and L0 constant.
Throughout this work, we use a reduced system of units with

the particle radius a as the unit of length and (µk)−1 as the unit
of time to make the equations of motion, simulation parameters,
and results dimensionless. The equations of motion are inte-
grated using the Euler method with a time step of τ = 5× 10−4

in reduced units. The rotational and translational diffusion con-
stants are set to DR = 5×10−4 and DT = 6.7×10−4, the cutoff for
the interactions to rc = 2 and the usual periodic boundary condi-
tions are applied38. We carry out simulations for 2D systems with
N = 10000 particles. We vary the packing fraction from φ = 0.05
to 0.2, the self-propulsion velocity from v0 = 5×10−3 to 1 and the
characteristic dimension of the light pattern from L0 = 25 to 300.
This corresponds to Péclet numbers Pe = v0a/DT ranging from
∼ 7.5 to ∼ 1500, to persistence lengths Lp ranging from 10 and
2000, and to L0

Lp
ratios between ∼ 0.01 and 20. These conditions

allow us to study the impact of packing fraction on light-directed
assembly in the absence of any spontaneous formation of clusters
via MIPS (φ ∼ 0.4 and above) 34.

We analyze the number fluctuations33 〈
(∆N)2〉 = 〈

N2〉−⟨N⟩2

to detect the formation of inhomogeneity and the onset of
MIPS17–23, marked by a bimodal distribution of local densities
as shown by Redner et al.37. To perform this analysis, we divide
the system into subsystems (squares) with a given edge and cal-
culate the fluctuations in the number of particles Ns within this
square size. By varying the square size, we obtain the size depen-
dence of

〈
(∆N)2〉 and show the simulation results obtained for v0

ranging from 5× 10−3 to 1 in Fig. 1. We observe that the results
fall roughly onto the same plot and fit the data to

〈
(∆N)2〉∼ Nβ

s ,
where β is a fitting parameter. We recall that β = 1 indicates a
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Fig. 1 Number fluctuations for φ = 0.2 and varying values of v0 ranging
from 5×10−3 to 1 plotted as symbols. Results for all velocities fall onto
the same line, which has been fitted to a power law Nβ

s with β = 1.28.
The inset displays snapshots of the system configurations for v0 = 1 (top
left) and v0 = 5×10−3 (bottom right), which confirm the absence of any
phase separation or onset of MIPS in the system.

homogeneous system, while β = 2 corresponds to a phase sepa-
ration and the onset of MIPS. The plot shown as a dashed line in
Fig. 1 corresponds to a value of β = 1.28 that is much closer to the
value of 1 expected for a homogeneous system than to the value
of 2 expected for a phase-separated system undergoing MIPS. In-
deed, Fily et al. set a limit of β > 1.5 as the threshold for the onset
of MIPS34. Our results thus confirm that no spontaneous cluster
formation is observed under uniform illumination for the (v0,φ)

sets of conditions examined in this work and that any assembly
observed in this work is due to the application of a light pattern.
While the absence of clustering and MIPS in the simulations is
due to the low packing fraction of the system, the Péclet number
can also serve as a control parameter for the onset of MIPS. In
the experiments, we prevent MIPS by setting the Péclet number.
More specifically, by fine-tuning the intensity of light, we achieve
low enough Péclet numbers to avoid clustering and MIPS.

2.2 Experiments
In this section, we detail the procedures and implements nec-
essary for fabricating, imaging, and manipulating our colloidal
swimmers.

Particle Fabrication. The bimaterial colloidal particles were
prepared in the Sacanna Lab following the same protocol outlined
in reference2.

Sample Preparation. The swimmers fabricated in the last sec-
tion can only swim if immersed in an appropriate solution of di-
lute hydrogen peroxide. Two main protocols for solution prepa-
ration are used in this work. The first was outlined in 2 and the
second, was developed to increase the propulsive speed of the
particles.

1. Swimmers are dispersed in a basic solution with pH ∼ 8 con-
taining 5mM tetramethylammonium hydroxide (TMAH) and
3%w=w hydrogen peroxide (H2O2).

2. Swimmers are dispersed in a buffer solution containing 2mm
Bis-Tris and 3%w=w hydrogen peroxide (H2O2).

Sample Cell Preparation. The solution of swimmers prepared
in the previous section is either loaded into a commercially avail-
able or a custom-made sample cell for imaging. The design,
composition, and cleanliness of the sample cell will dictate the
swimmer-surface interaction, the imaging conditions, and the
maximal length of a single experimental study. The particles have
a density ρswimmer = 1.55g/cm3 which is much greater than that of
water (ρwater = 1g/cm3) causing them to settle due to gravity at
the bottom of the sample cell. With the particles in close contact
with a sample cell’s surface, there is a potential for strong inter-
action with the substrate and steps must be taken to prevent any
undesirable interaction. Details can be found in the Electronic
Supplementary Information.

Digital Video Microscopy. We utilize digital video microscopy
to image swimming activity and track the individual trajectories
of colloidal swimmers. To image the sample, we secure it onto
the sample stage of an inverted microscope (Nikon Ti-U) that is
equipped with a brightfield illumination source (LIDA LED Illumi-
nator). The red LED is typically used as the illumination source to
ensure the imaging light does not activate the propulsive mech-
anism of the swimmers. The image of the illuminated sample
is magnified by an objective lens (Nikon Plan Fluor, 10×, N.A.
0.30; Nikon Plan Apo Lambda 20×, N.A. 0.75; Nikon Plan Apo
Lambda 40×, N.A. 0.95) before being relayed to the imaging
plane of a digital camera (Imaging Source DFK33UX174). The
camera records at a frame rate of 1-30 frames per second with
a resolution of 1920 × 1200 pixels. The resulting field of view
for each of the objective lenses listed above spans approximately
703×1125µm (for 10×), 352×564µm (for 20×), and 178×284µm
(for 40×). To activate the swimmers, the sample is typically il-
luminated by a light engine (SOLA-SE2) with a high-pass filter
(Semrock FF506). A removable low-pass filter (Edmund 47-287)
is placed before the camera to block illumination from the acti-
vating light engine and improve imaging quality.

Structured Illumination Setup. The modification and inte-
gration of a commercially available and inexpensive projector has
been used for constructing spatial light patterns. This method has
been also adapted in a range of experiments including imaging
and tracking larvae on the sub-millimeter scale as well as pho-
tolithography on the sub-micrometer scale.

Projecting Images into the Focal Plane of a Microscope.
Commercial projectors are designed to form and magnify digi-
tal images at some distance in the foreground. A light source
illuminates a digital mirror array and the image defined at the
digital mirror object plane is relayed through a divergent lens,
forming an enlarged projected image. Through the removal of
the diverging lens in the projector’s optical path and incorpora-
tion of a customized relaying lens setup at the object plane of the
digital micromirror device (DMD), one can configure the optical
path to relay the image through the optical train of an inverted
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Fig. 2 (Left panel) Light pattern for inverse templated assembly. The entire system is illuminated for 0 ≤ t ≤ 5000 (left inset). For t > 5000, the light
is kept shining in a central square of edge L0 and switched off everywhere else (right inset). The control parameter s(r) is shown as a function of time
as filled blue circles for the central region and as a red dashed line for the surroundings. (Right panel) Packing fraction φ for the central region (black
line) and the surroundings (green line). The left inset shows a snapshot at t = 5000, revealing a uniform particle distribution. The right inset shows a
snapshot at t = 10000, with an empty central region, L0 ×L0, as particles have moved to the surroundings.

microscope, through an objective lens, and onto the focal plane
containing a sample with scale dictated by the customizable opti-
cal components.

Integrating the Projector. An illumination pattern is defined
as a two-dimensional array of 8-bit integers and is sent to the pro-
jector through an HDMI cable; each mirror in the DMD will toggle
with a frequency proportional to the integer values of the illumi-
nation pattern. The image is embedded in the external illumina-
tion as it reflects off the DMD. The image then passes through an
optical relay where it is demagnified and sent to the focal plane
of the microscope objective. The projector is controlled using its
commercially available graphical user interface (GUI). Patterns
are first created with a commercial presentation program and sent
to the projector through an HDMI cable.

3 Results and Discussion

3.1 Templated Inverse Assembly and Templated Assembly
via Light Patterns

We start by examining the mechanism and kinetics of light-
templated inverse assembly. To simulate the templated inverse
assembly process and identify scaling relations for its character-
istic time, We apply a light pattern that promotes the creation
of an empty space in the shape of a square, without any particles
present26,28. To achieve this in our simulations, we illuminate the
square region to create a bright pattern and keep the surrounding
areas dark, as simulated in Figure 2(a).

Fig. 3 Inverse templated assembly. Here the control parameter s(r) =
1 or 0. (Top) Scaled packing fraction φ0/φ in the bright square against
the scaled time (the scaling factor Lm = 100 denotes the maximum size
used for the square in this work, and the origin t∗ = 0 corresponds to
the activation of the light pattern), with the exponential fit of Eq. 3
shown as a dashed line. (Middle) Characteristic time τ1 for the inverse
assembly process against L0/v0, with a linear fit (dashed line). (Bottom)
Characteristic time τ1 against L0/Lp, together with a linear fit with slope
1 (dashed line).
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The impact on the system is shown in Fig. 2(b), where we plot
the variation of the packing fraction in the bright and dark re-
gions. The initially uniform active fluid, shown in the left in-
set, quickly rearranges into a system with two regions of different
densities. There is a sharp decrease in the packing fraction for the
central region at a location that matches the bright pattern and
a sharp increase in the packing fraction everywhere else where
the light has been turned off (see also Movie 1 provided in the
Electronic Supplementary Information).

In Fig. 3, we present the time-dependent packing fraction in
the central region, denoted as φ0, for various square sizes L0 and
overall packing fractions φ , with a fixed self-propulsion velocity
of v0 = 0.1. After scaling φ0 by φ and adjusting time using the
formula t∗ = t ×Lm/L0 (where Lm = 100 and corresponds to the
maximum size used for the square in this work), we observe that
φ0/φ results for different square sizes follow the same pattern.
This finding is consistent with the experimental results of Artl
et al.28. We also demonstrate that this behavior holds for vari-
ous packing fractions in the 0.05 < φ < 0.2 range. By fitting the
simulation results to an exponential function, we can extract the
relaxation time

φ0

φ
= exp

(
− t∗

τ1

)
(3)

and report the variation of τ in the top plot of Fig. 3.

First, we plot τ1 against the L0/v0 ratio. This ratio represents
the time required for particles traveling at v0 to traverse a dis-
tance of L0, enabling them to exit the illuminated square area.
The linear graph in the middle of Fig. 3 confirms the expected
proportionality of τ1 ∼ (L0/v0). Additionally, we generate a plot
of τ1 versus L0/Lp, where Lp denotes the persistence length, to
establish a broader statement about this linear relationship. Our
results demonstrate that τ1 ∼ L0/Lp within the 0.01 < L0/Lp < 1
range. These findings extend the conclusions drawn by Artl et
al.28 to encompass a wider range of L0/Lp ratios within systems
that have an E. coli persistence length comparable to the pattern
size.

The next step involves reversing the light pattern to achieve a
templated assembly and identifying the scaling relations for its
characteristic time. This can be accomplished by using a light
pattern with a central dark region and illuminated surroundings,
as demonstrated by our simulations (refer to the inset of Fig.4).
The simulations exhibit the formation of square clusters of par-
ticles when such a light pattern is applied (also visible in Movie
2, provided in the Supplementary Information). Our focus now
is on determining the scaling relation for the formation time of
this cluster and analyzing the time dependence of the packing
fraction in the dark region. We denote the increase in packing
fraction φ0 compared to the initial (uniform) packing fraction φ

as ∆φ = φ0 −φ . We define τ2 as the characteristic time to fill the
square. Thus, τ2 is the time required for N0 particles to reach
the square, with N0 ∼ φmaxL2

0 where φmax is the maximum packing
fraction (assumed to be equal to 1 for simplicity in the derivation
of the scaling relation). The N0 particles are taken from the illu-
minated surroundings and therefore are confined within a square
of area ∼ (τ2v0)

2 of packing fraction φ , resulting in N0 ∼ φ(τ2v0)
2.

Fig. 4 Templated assembly. (Top left) Scaled packing fraction ∆φ/∆φM
in the dark square against scaled time at v0 = 0.1 and φ = 0.2 for L0 = 25
(diamonds), L0 = 50 (black squares) and L0 = 100 (dashed circles). Re-
sults are also shown for L0 = 50 at v0 = 0.1 (red squares) and φ = 0.05 and
φ = 0.1 (blue squares) (the scaling factor Lm = 100 denotes the maximum
square size used in this work, and the origin t∗ = 0 corresponds to the
activation of the light pattern), with the exponential fit of Eq. 5 shown as
a dashed line. (Top right) Characteristic time τ2 for the assembly process
against L0/(v0φ 0.5) and linear fit (dashed line). (Bottom left) Character-
istic time τ2 against L0/(Lpφ 0.5) and linear fit (dashed line). (Bottom
right) Scaled packing fraction against the scaled time for v0 = 5×10−3.

This leads to the following expected scaling behavior for τ2.

τ2 ∼
L0√
φv0

(4)

To plot the behavior of ∆φ/∆φM as a function of scaled time t∗,
we scaled ∆φ by its maximum value ∆φM for each set of conditions
and used the formula t∗ = t× Lm

L0
√

φ
. The resulting graph, shown in

Fig. 4, displays the system’s behavior for a given velocity v = 0.1,
with square sizes ranging from 25 to 100 and packing fractions
between 0.05 and 0.2. All results fall onto the same plot, indi-
cating a similar relaxation behavior that we fit with the following
exponential functional form

∆φ

∆φM
=

(
1− exp

(
− t

τ2

))
(5)

τ2 is also shown as a function of L0/(v0
√

φ) and of L0/(Lp
√

φ) in
Fig. 4.

The two plots demonstrate a linear scaling of τ2, which is in
agreement with our expectations and Eq. 4. Similarly to the scal-
ing derived for the emptying time obtained for light patterns con-
sisting of a bright square, the scaling obtained for the filling time
applies to pattern sizes of the order as the persistence length. In
Fig. 4, we present the relaxation behavior for a self-propulsion
velocity of v0 = 5×10−3, which corresponds to L0/Lp ratios rang-
ing from 2.5 to 10 for pattern sizes of 25 and 100, respectively.
Our results indicate that the scaling behavior observed for lower
L0/Lp ratios does not apply to this regime, and we will examine
the assembly dynamics for large patterns in the next section.
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3.2 Assembly Mechanism and Dynamics for Large Patterns
We now turn to the dynamics of the assembly process when the
system is subjected to a dark pattern that is significantly larger
than the persistence length of the active fluid. To this end, we
consider a rectangular simulation cell, elongated along the x axis
such that Lx = 25×Ly = 2000 and simulate a system with N = 104

particles and number density n = 0.063. The pattern we apply in
this case is a dark strip of fixed width along the x axis, with width
L0 = 200. We test a range of self-propulsion velocities from 10−1

to 1. In Figure 5, we provide snapshots of the system at regular
intervals, with v0 = 1 and a light pattern containing a dark strip
of width L0 = 200 at the center of x = 0.

Fig. 5 Time evolution of a simulated active fluid (v0 = 1) subjected to a
light pattern with a central dark strip (L0 = 200). The initial configuration
is obtained by subjecting the system to uniform lighting. For t > 0, the
only region illuminated is from −1000 to −100 and from 100 to 1000.

The snapshots provide insight into the assembly mechanism
(see also Movie 3 provided in the Supplementary Information).
Once the light is turned off, a dense zone quickly forms at the
boundary between the dark and bright areas (see snapshot for
time t = 50). This zone expands into the dark region as particles
move from the illuminated region into the dark region through
the boundary. Eventually, a front of particles emerges and gradu-
ally moves towards the center of the strip until both fronts merge
at around time t ∼ 2500.

We have gathered data to measure the assembly dynamics, pre-
sented in Fig. 6. The data includes particle density profiles at reg-
ular intervals, selected particle densities for specific x values, and
the displacement of the front ∆x(t)= x(t)−x(0). The starting point
of the front, x(0), is at ±100 for a strip of width L0 = 200. The den-
sity profile shows a maximum at the boundary between the dark
and bright regions. The density then decreases linearly with x be-
tween the boundary and the front, with the front moving closer
to the center of the strip over time. Once the two fronts have
merged, the density profile becomes flat between the two bound-
aries, indicating a quasi-uniform density across the strip. The
number densities nx measured for specific x values show that the
density at the boundary (x = 100) increases rapidly to the max-
imum number density for the system before reaching a plateau.
The number densities inside the strip (0 ≤ x < 100) gradually in-

crease with time and converge towards roughly the same value
for a long time. Conversely, the number density outside the dark
strip, n150, decreases from its initial value n150(0) = φ/π with time
as particles leave the bright region to enter the dark strip. We also
examine the time-dependence of the front ∆x(t) (see the bottom
plot of Fig. 6) and find, for large t. This asymptotic behavior is
consistent with a diffusive behavior, as shown by the linear fit to a
t0.5 functional form, in line with the experimental findings of Artl
et al.28. We add that, for short times, the front moves at a much
faster pace, as particles, which are active with a self-propulsion
velocity of v0 in the bright region, are thrust into the dark strip
close to the boundary and only start to be simply passive (diffu-
sive) particles further inside the strip.

Fig. 6 (Top) Profile for the number density across the positive half of the
strip with the boundary between the dark and bright regions at x = 100
(same system as in Fig. 5). (Bottom left) Time dependence of the
number density nx(t) at selected x values across the strip. (Bottom right)
Front position ∆x as a function of time. The dashed line corresponds to
a fit to a t0.5 function form for large times.

3.3 Smart Templated Active Self-Assembly with Complex
Light Patterns

We generalize this approach to the templated assembly of larger
(L0 ≥ 10Lp) and more complex patterns. To this end, we carry out
experiments and simulations of active fluids subjected to a light
pattern with a checkerboard motif and different intensity levels.
Thus, instead of completely switching off the light in the dark
region, we dim its intensity so that the self-propulsion velocity in
the dark region v1 is such that 0 < v1/v2 < 1, where v1 is the self-
propulsion velocity in the dark region and v2 is the self-propulsion
velocity in the bright region.

In Fig. 7(a), we can see the progression of an experimental run
over time. A DMD was used to create the pattern seen on the ini-
tially uniform distribution. By 100 s, we can already see the emer-
gence of structure, and a steady state is reached as time passes.
To calculate number densities, we divide the number of swimmers
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in a region by the total number of swimmers in the field of view,
represented as N. Fig. 7(b) shows the number densities in each
reservoir (ρ1 and ρ2) over time. The flux of particles across the
barrier from the brighter to dimmer regions is initially greater, but
it gradually levels off as the system reaches a steady state around
150 s, where the number densities remain constant. Even though
the relative densities in each region remain constant, the snap-
shots taken at 150 s and 250 s are not equivalent, as particles are
still traveling within their region and crossing the barrier into the
neighboring region. In the experiment, we varied the contrast,
and thus the v1/v2 ratio, and repeated it multiple times. In each
experimental realization, the size of a box L0 in the checkerboard
pattern is significantly larger (L0 > 10×Lp) than the persistence
length of the light-activated swimmer Lp to best mimic an infinite
reservoir. Fig. 7(c) shows the ratio of steady-state densities as
a function of the inverse ratio of average speeds in each region.
Each point on the plot represents one experimental observation
that has reached a steady state. The data points agree with the
equation ρ1/ρ2 = v2/v1, shown as a dashed line on the graph.
When v2/v1 = 1, the activity is constant in space, and the number
density profile is uniform in a steady state as well. However, this
is only true when the ρ is relatively small, and particles rarely in-
teract phoretically or via self-trapping. As v2/v1 → 0, the disparity
in the average speed characteristic of each reservoir becomes the
highest, resulting in the spatial density profile in the steady state,
having the highest contrast as well, with ρ1/ρ2 → 0.

Fig. 7 Experimental results on smart templated assembly via a light
pattern with a checkerboard motif. (a) Checkerboard light pattern and
microscope images showing the evolution of the system at selected times.
The organization of particles into a checkerboard structure develops with
time. (b) Variation of the number density in the dark squares (ρ2),
in the bright square (ρ1), and of the N/N0 ratio with time, where N
corresponds to the total numbers of microswimmers in view and N0 to
the total number of microswimmers in the system. (c) Plot of the ρ1/ρ2
density ratio against the v2/v1 velocity ratio.

In our simulations, we replicate the effect of a light pattern with
a checkerboard motif by creating square regions with varying self-
propulsion velocities. The darker regions have a velocity of v2 =

s(r)× v1, where 0 < s(r) < 1, while the brighter regions have a
velocity of v1 = 10−2. We simulate systems of 104 particles with

a low packing fraction of φ = 0.05 and use a checkerboard motif
of 4× 4 (16 square regions with characteristic length L0 = L/4).
This motif corresponds to a light pattern ten times larger than
the persistence length in line with the experimental setup. Fig. 8
shows snapshots of the system at different times when using a
velocity ratio of 0.2 and a 4× 4 checkerboard. The simulation
begins with a uniform spatial distribution of particles, but as time
progresses, the particles accumulate in the dark regions and move
away from the bright regions, resulting in a spatial distribution
that closely matches the checkerboard motif of the light pattern
(see also Movie 4 in the Supplementary Information).

Fig. 8 Simulation results on smart templated assembly via a light pattern
with a checkerboard motif. (Top) Snapshots of the system (v0 = 1 and
φ = 0.05) showing the evolution at selected times for a 4× 4 checker-
board motif. (Bottom left) Variation of the overall packing fraction in
the dark squares (φ2 - top branch in the plot) and bright squares (φ1 -
bottom branch in the plot) for different v2/v1 ratios with a 4×4 checker-
board motif (black line: v2/v1 = 0.4, red line: v2/v1 = 0.6, and green line:
v2/v1 = 0.8) (Bottom right) Plot of φ1/φ2 against v2/v1 together with a
linear fit (dashed line).

We carried out multiple simulations with varying velocity ra-
tios across the 0 < v2/v1 < 1 range. Our findings, displayed in
Fig. 8, showcase the changes in packing fractions φ1 and φ2 in
the dark and bright regions over time for specific velocity ratios.
The results align with our earlier experiments on light patterns
featuring individual bright or dark squares. The packing fraction
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in the bright regions decreases exponentially with time, while the
packing fraction in the dark regions increases accordingly. This
behavior is also in agreement with the experiments (see Fig. 7).
Upon comparing the results obtained for different velocity ratios,
we find that the asymptotic behavior for the packing fractions,
along with the φ1/φ2 ratios, varies based on the velocity ratio.
For example, the asymptotic value for the packing fraction in the
bright regions increases with the velocity ratio, while the asymp-
totic packing fraction in the dark regions decreases as the veloc-
ity ratio increases. Finally, our observations on the dependence
of φ1/φ2 against v2/v1 in Fig. 8 indicate a linear dependence, in
agreement with the experimental results reported in Fig. 7. More
specifically, both the experimental data and the simulation results
show that φ1/φ2 = v2/v1 over a wide range of v2 : v1 ratios. They
are also consistent with the expectation that, for a broad range
of active particles26,29,39–41, the local packing fraction should be
inversely proportional to the local self-propulsion velocity. This
linear dependence holds for non-interacting random walkers39,
run-and-tumble particles, as evidenced in theoretical studies40,41,
and experimental work on E.coli bacteria29, and recent research
on active Brownian particles26. Our findings demonstrate that
this same equation is valid for light-activated self-propelled col-
loidal particles or active Brownian particles with arbitrarily com-
plicated light patterns. Additionally, our results provide a method
for performing smart templated assembly using a specific light
pattern, as well as controlling and regulating the local packing
fraction by adjusting the local light intensity.

4 Conclusions
In this work, we carried out simulations on a simple active fluid
composed of active Brownian particles and performed experi-
ments on light-activated self-propelled particles to characterize
templated assembly processes. We examined how light patterns
can lead to inverse assembly, creating void regions within the
fluid, or promote assembly, shaping clusters of particles that pre-
cisely adopt the shape of the pattern. Our focus was on propos-
ing scaling relations that determine the characteristic time for as-
sembly. The ratio of the size of the pattern (L0) over the persis-
tence length of the fluid (Lp) determines the characteristic time
for inverse assembly. For assembly, the ratio is more complex
(L0/(Lpφ 0.5)), where φ is the packing fraction of the active fluid.
The results obtained for the inverse assembly process are in agree-
ment with experimental findings previously obtained on light-
powered E.coli suspensions, while the scaling relation for this as-
sembly process provides new information on this non-equilibrium
process. We then explored the dynamics for the formation of
larger clusters via light patterns that occur in a two-step pro-
cess, with particles initially thrust into the dark regions before
undergoing a diffusive motion toward the center of the dark pat-
tern. We combined inverse assembly and assembly processes to
template complex structures in the active fluid, achieving precise
control of the local packing fraction throughout the fluid by mod-
ulating the light intensity in the dark and bright regions and, thus,
the relative velocities in the two regions. The ability to fine-tune
the packing fraction for the assembly goes beyond the capability
of other assembly strategies that rely on thermodynamics to dic-

tate the packing fraction of the assembly. This, in turn, paves the
way for novel nonequilibrium assembly strategies for active mat-
ter by programming a high-resolution spatio-temporal pattern for
the stimulus. Coating the particles with UV-sensitive cross-linkers
would also enable fixing the designed material permanently for
removal and external use.
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