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Assessing cooperativity in supramolecular
systems†

Larissa K. S. von Krbek,‡a Christoph A. Schalley *a and Pall Thordarson *b

This tutorial review summarises different aspects of cooperativity in supramolecular complexes.

We propose a systematic categorisation of cooperativity into cooperative aggregation, intermolecular

(allosteric) cooperativity, intramolecular (chelate) cooperativity and interannular cooperativity and discuss

approaches to quantify them thermodynamically using cooperativity factors. A brief summary of

methods to determine the necessary thermodynamic data is given with emphasis on isothermal titration

calorimetry (ITC), a method still underrepresented in supramolecular chemistry, which however offers

some advantages over others. Finally, a discussion of very few selected examples, which highlight

different aspects to illustrate why such an analysis is useful, rounds up this review.

1 Introduction

As stated in Levinthal’s famous paradox,1 ‘‘if the as-synthesised
unfolded polypeptide from the ribosome had to sample all
possible conformations to fold into a protein, it would take longer
than the age of the universe’’. In reality, this process is however
completed within milliseconds, because of the cooperative inter-
actions involved. Traditionally, cooperativity was defined narrowly
around the interactions between substrate sites in allosteric
enzymes (IUPAC Gold Book),2 but it meanwhile took on a much
broader meaning. Therefore, it can be redefined from a more
thermodynamic perspective as:
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Cooperative processes are characterised by interactions or
binding events involving multiple steps, where, compared to
the first step, the free energy change (DG) in the subsequent
interaction step(s) is either decreasing (positive cooperativity) or
increasing (negative cooperativity). Conversely, in the absence of
cooperative effects (non-cooperative systems), each step(s) is
equal to the next one in energy.

The different facets of cooperativity as it pervades both bio-
logy3 and chemistry4–6 come in several guises (Fig. 1). Cooperative
aggregation, including micelle formation, and intermolecular
cooperativity, including host–guest complexation, essentially
differ in terms of forming larger aggregates or discrete complexes.
Intramolecular cooperativity includes the most spectacular example
of cooperativity, the folding of a randomly configured polypeptide
into a functional three-dimensional protein structure.1 Interannular
cooperativity is important in nature, e.g. when intramolecular
protein folding is initiated and/or assisted by intermolecular
binding of the unfolded peptide to a chaperone protein. This has
recently been illustrated in an example of a self-chaperoning
quaternary light-harvesting protein assembly.6

This tutorial review focuses on these four types of coopera-
tivity in supramolecular chemistry – even though each one of
them has its analogue in natural systems. We will first consider
the important terms multivalency and allostery before describing
cooperative homogeneous and heterogeneous aggregation. We
will then move on to explaining the important issue of statistical
factors before discussing three types of cooperativity in discrete
non-covalent complexes. The simplest of these occurs in con-
ventional host–guest complexes with monotopic (monovalent)
guests – often referred to as allosteric cooperativity. The
other two types are observed in multivalent systems that may
exhibit intramolecular or chelate cooperativity and interannular
cooperativity. In addition to describing the key features that define different

forms of cooperativity, we will also describe the key methods
required for its thermodynamic analysis and briefly discuss
some of the most useful experimental techniques. We refer the
reader to our earlier work for a more detailed description of the
fundamentals of analysing binding data7,8 and estimation of
uncertainties,9 including the key equations required to analyse
simple host–guest equilibria. There are plenty of software solu-
tions for determining binding energies or binding constants in
simpler systems.8 This includes accurate online-based tools for
global data fitting for simple cooperative aggregation and 1 : 2
and 2 : 1 cooperative host–guest binding.10 When dealing with
more complex systems, researchers usually need to develop their
own software solution to fit their data to the binding model they
are investigating.

This review ends with the discussion of a few selected
examples that illustrate the different aspects of supramolecular
binding and aggregation that can be investigated using the con-
cepts of cooperativity.

2 Multivalency

Many natural processes depend strongly on multivalent binding,11,12

which we define as an interaction between a host/receptor and

Fig. 1 The different facets of cooperativity in synthetic (left) and biological
(right) systems. The energy difference between two subsequent binding
events (DDGcoop = difference between step n to step n + 1) associated with
each type of cooperativity is also shown in eqn (1)–(4). See text for details.
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a guest/ligand, both of which bear more than one binding site
connected through spacers. Multivalency combines the advant-
ages of reversibility and high binding strength in analogy to the
Velcros effect: a single hook does not carry much load and is
easily released, but many together form a connection resisting
even strong separation forces. One example is the docking of an
influenza virus to its host cell.11 It binds with homotrimeric
hemagglutinin glycoprotein receptors to the sialic acids pre-
sented on the cell surface. Through many of these trivalent
interactions, endocytosis of the virus is facilitated. As often the
number of binding sites is not known in biological systems, the
determination of cooperativity in the sense of our discussion
below is not easily possible. Whitesides et al.11 therefore defined
the multivalent amplification or avidity factor bav (eqn (5)), which
relates the binding constant Kmulti of the multivalent inter-
action to the monovalent binding constant Kmono of a single
binding site.

bav ¼
Kmulti

Kmono
(5)

Beyond biochemistry, multivalent interactions also offer
advantages to supramolecular chemistry12–14 – and this is not
only because of an enhancement of binding strengths. By orga-
nising binding sites in space, the geometry of supramolecular
complexes can be controlled. This consequently helps program-
ming more complex assemblies with respect to stoichiometry
and shape, including elaborated supramolecular coordination
polymers.15 In particular, the so-called multivalency effect
usually ensures that discrete complexes rather than random
oligomers are formed.

The latter aspect immediately raises the question, why the
addition of spacers should result in the preferential formation
of discrete complexes. As it appears, multivalent binding
benefits from cooperativity effects that arise from the presence
of spacers between the binding sites. Different models have
been developed to explain this so-called chelate cooperativity in
multivalent interactions. One model begins with the free host
and guest. The first binding event between a multivalent host
and a multivalent guest brings the other binding sites into close
proximity. Thus, it increases their local concentrations and
makes the following intramolecular binding events more likely
to occur.16 In contrast, the rebinding model17,18 starts from the
fully bound complex and argues with the probability of binding
site dissociation and re-association between the fully and partly
bound states of a multivalent complex. If one binding site of
the fully bound complex dissociates, it remains in proximity to
its interaction partner and is more likely to re-associate. The
complex is kinetically ‘‘trapped’’ in its bound and partly bound
states; complete dissociation becomes unlikely.

Clearly, the detailed investigation of cooperativity effects
will contribute significantly to a profound understanding of
the factors that govern multivalent binding. Besides the more
practical issues indicated above, thermodynamic studies of multi-
valency and cooperativity will provide a profound understanding
of cooperativity effects that is of fundamental importance for the
design of multivalent supramolecular complexes.

3 Allostery – a comment

The concept of allostery deserves special attention, as it is a central
concept in the field of cooperativity and simultaneously a source
of debate and confusion. Traditionally, the Monod–Wyman–
Changeux (MWC)19 and Koshland–Némethy–Filmer (KNF)20

allostery models described it as a binding event at one site that
leads to a structural change at a distant site. In other words, a
binding event is structurally transmitted to other vacant binding
sites, increasing or decreasing binding affinity in subsequent
binding steps.

The modern view in biophysics is much broader,21,22 recog-
nising that proteins and biomolecules are – under equilibrium
conditions – an ensemble of dynamically interchangeable con-
formers, including in non-discrete biopolymers.23 A binding
event may therefore not influence (detectably) the structure of
other distant binding sites, but by influencing these dynamics,
shift the population of available conformers, making subsequent
binding more or less favourable, thus resulting in the observed
cooperativity in these systems. In smaller molecules, these effects
could even be electronic, e.g. if binding on one site of a conju-
gated or aromatic bidentate receptor influences the opposite
empty binding site through electron donating or withdrawing
effects without any detectable structural changes.

The translation of this modern view from biochemistry to
supramolecular chemistry is not as straightforward as it looks. The
reason is that direct interactions between two monovalent guests on
a divalent host, including through-space electrostatic interactions
are sometimes the key source of cooperativity in smaller supra-
molecular systems, e.g. in the binding of sodium cations to simple
bis-crown ethers.24 In other words, there is no communication at all
between the binding sites in the host. As an extreme example, one
could also consider the ‘‘binding’’ of two protons (H+) to a dibasic
species, e.g., diaminoalkanes or DABCO: if the two pKa values differ
significantly (as they do!), should this be classified as an allosteric
interaction? Biochemistry researchers studying allostery have not
considered this situation, but this has led to two opposing camps
appearing in chemistry: on one side, there are those that take the
view that all cooperative interactions that are not chelate inter-
actions must be allosteric.25 In the other camp, which has included
one of us,26 allostery requires some evidence of structural communi-
cation, in line with the classical MWC and KNF models.

We propose here that the term allostery might be reserved
for those non-chelate cooperative interactions, where the spacer
between the interaction sites appears to play a significant role.
These interactions might be structural or much subtler
dynamic, conformational or electronic effects. As the more
general term which comprises the ‘‘through-space’’ as well as
the ‘‘through-spacer’’ communication, we suggest ‘‘intermolecular
cooperativity’’ in contrast to ‘‘intramolecular cooperativity’’
related to ring closure reactions (Fig. 1). As depticted at the
bottom of Fig. 1, cases can occur in which both intermolecular
and intramolecular cooperativity not only add up, but also
interdepend on each other. These cases form the category of
systems displaying ‘‘interannular cooperativity’’ as earlier defined
by Schiaffino and Ercolani.27
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4 Cooperative aggregation and
supramolecular polymerisation

Micelles, gels, polymer nanoparticles and many other self-
assembled systems are formed due to stabilising cooperative
interactions between the molecules forming these aggregates. The
thermodynamic description of these complex and mainly three-
dimensional systems is beyond the scope of this work, however,
simpler non-cyclic one-dimensional aggregates or supramolecular
polymers,28–30 are conceptually related to the discrete cooperative
binding systems discussed below, and offer some useful insight
into the fundamentals of cooperativity. We will briefly discuss this,
including the difference between homogenous (one-component)30

and heterogeneous (multi-component)30 aggregation.

4.1 Homogenous aggregation

One-dimensional one-component homogenous aggregates are
one of the simplest forms of supramolecular systems that may
display cooperativity. Consider the linear aggregation of a mole-
cule A into di-, tri-, tetra-. . .i-meric stacks of A. Using the termi-
nology introduced by Martin,31 we will only consider three cases
here (Fig. 2): dimerisation, the equal K model (EK), also termed
non-cooperative or isodesmic aggregation, where all the associa-
tion constants are equal (KE), and the cooperative equal K model
(coEK), where the first association constant (K2) differs from all
the subsequent association constants (K3, K4, K5. . .Ki) which are all
equal – in other words, aggregation is cooperative once the initial
dimer is formed.

The resulting binding equations and how they can be used with
experimental NMR or UV-Vis dilution data have been described
previously.8,31 An online tool is available to fit data to these
models.10 The most important relation to consider is that between
the first (monomer to dimer) and all subsequent equilibrium
constants, for which the coEK cooperativity factor r is defined as
r = K2/KE. If r = 1, the system is non-cooperative (Fig. 2). The
definition of r is – likely for historical reasons – maybe somewhat
counterintuitive as ro 1 stands for positive and r4 1 represents
negative cooperativity. This is in marked contrast to the other

cooperativity factors. The cooperativity factor r relates to the
cooperativity-induced free energy difference DDGcoop between
the first and the subsequent aggregation step by eqn (6).

DDGcoop ¼ �RT ln
1

r
(6)

It must be stressed here that eqn (6) only applies to the coEK
aggregation model, and for each subsequent step in the coEK
model DDGcoop = 0. There are many other aggregation models
possible,31 each would yield a different equation for the calcu-
lation of DDGcoop. It should also be noted that the aggregation
cooperativity factor r is conceptually related to the cooperativity
factor a (eqn (2)) discussed further below if one considers the
relationship between 1/r and a in eqn (1) and (2) (Fig. 1).

Ercolani pointed out that the symmetry of the aggregating
molecule is important. If the aggregating molecule has an X–Y
symmetry, i.e., it aggregates by forming an X–Y:(X–Y)n:X–Y
linear supramolecular polymer, then the statistical factor (s,
discussed further below),3,32 for aggregation is s = 1.33 If the
molecule has an X–X symmetry and aggregates by forming an
X–X:(X–X)n:X–X linear supramolecular polymer, then the statistical
factor is s = 4. Ercolani has also derived similar expressions for
linear aggregation shown in Fig. 2,33 pointing out the relationship
between K2 and dimerisation constant KD, and showing on
symmetry grounds that K2 = 2KD in non-cooperative systems.

More importantly, Evstigneev and co-workers have unambi-
guously proved that non-cooperative aggregation and dimerisa-
tion are experimentally indistinguishable using conventional
spectroscopic methods such as NMR or UV-Vis dilution studies.34

That is, experimental data for such a system can fit equally well to
a dimerisation vs. non-cooperative aggregation model. There are,
however, situations where a dimer model can be selected on
chemical grounds, i.e. when steric or electronic factors make
the formation of higher-order aggregates (trimers, tetramers. . .)
impossible. Alternative experimental approaches, including
temperature-dependent isothermal calorimetry (ITC) measure-
ments can also distinguish between the two models.35

As an alternative to dilution studies, temperature-dependent
studies on aggregation equilibria can in some instances be used
to extract the relevant thermodynamic quantities,36,37 provided
the interactions are reasonably strong and the spectroscopic
signatures of the aggregates differ markedly from the monomer,
e.g., the circular dichroism (CD) signal from helical aggregates.37

In principle, this approach could be used for the coEK model,
but in the field of supramolecular polymer chemistry it is more
common to deal with nucleation vs. elongation whereby nuclea-
tion is a slow step but might include more than two molecules.
The relevant equations and methods for homogeneous supra-
molecular polymers have been described in detail previously.36,37

When applicable, this method is highly advantageous as one
temperature-dependent measurement on a single solution can
yield all the data desired.

4.2 Heterogeneous aggregation

One-dimensional aggregation can also be heterogeneous (hetero-
association), i.e., if molecule A in Fig. 2 does not aggregate with itself,

Fig. 2 Homogeneous (one-component) linear aggregation and the three
most common binding models used to describe it (by convention in aggrega-
tion equilibria, the association constants are numbers 2, 3. . . according to the
product stoichiometry in each step).

Review Article Chem Soc Rev

Pu
bl

is
he

d 
on

 2
9 

m
ar

s 
20

17
. D

ow
nl

oa
de

d 
by

 F
ai

l O
pe

n 
on

 2
02

5-
05

-0
7 

09
:1

2:
01

. 
View Article Online

https://doi.org/10.1039/c7cs00063d


2626 | Chem. Soc. Rev., 2017, 46, 2622--2637 This journal is©The Royal Society of Chemistry 2017

but coaggregates with one or more similarly sized but different
molecules B (hence sometimes referred to as multicomponent self-
assembly).30 In analogy to copolymerisation, the resulting aggre-
gates could be block (AAAABBBB. . .), random (AAABBAABBBAB. . .),
or alternating (ABABABABAB. . .) copolymers, with the latter being
more common. Heterogeneous aggregates have a number of
applications38 ranging from fundamental studies on how
(aromatic) drugs intercalate with DNA39 to enhancing the solubility
of poorly soluble aromatic drugs by the addition of other aromatic
molecules (hydrotropes).40

It was pointed out in a recent comprehensive review on
hetero-association by Evstigneev34 that nearly all the models
available to study heterogeneous aggregation, assume that it is
non-cooperative. Notable exceptions include stochastic simula-
tion algorithms41–43 and mass-balance-based approaches42,43 to
evaluate cooperativity in heterogeneous aggregates. This includes
temperature-dependent studies by Meijer and co-workers42,43

on chiral aggregation involving two different enantiomers
(R and S) of disk-shaped molecules and the study of the
‘‘sergeants-and-soldiers’’ and ‘‘majority-rules’’ principles in chiral
amplification.

5 Discrete non-covalent complexes

Fig. 3 shows the three different types of cooperativity that can
occur in discrete non-covalent complexes.25,27 The first is inter-
molecular (or allosteric) cooperativity,44,45 which can already
occur in complexes assembled from monovalent guests and a

multivalent host. The prototypical natural example is a2b2

heterotetrameric haemoglobin (Fig. 1),46 in which binding of
the first O2 molecule leads to a conformational change in the
protein structure and higher binding strengths of the next
ones. Intramolecular or chelate cooperativity25,27 is the second
type, which only occurs in complexes of a multivalent guest and
a multivalent host. Chelate cooperativity is caused by connecting
binding sites in both binding partners through suitable spacers
and can be superimposed with additional effects from inter-
molecular cooperativity. The third type is interannular coopera-
tivity,27 which may occur when e.g. a first divalent component
binds to a tetravalent one and preorganises the other two
binding sites in a way that enhances or diminishes the binding
strength of the second divalent component. Interannular co-
operativity can be superimposed with intermolecular as well as
chelate cooperativity effects.

5.1 Determining statistical factors

The assessment of cooperativity requires knowledge of the step-
wise intrinsic binding constants (Ki1, Ki2. . .; Fig. 3, top row), which
are related to the experimentally accessible apparent binding
constants (K1, K2. . .) through statistical factors (s, s0. . .).32

A simple example: when a monovalent guest is offered two
binding sites by a divalent host, it has a twice as high probability
to bind as compared to the same guest binding to a monovalent
host. Accordingly, the experimentally accessible apparent binding
constant is thus twice as high – simply because of statistics.
Similarly, the apparent binding constants for any of the other

Fig. 3 The three types of cooperativity in discrete supramolecular complexes and the corresponding cooperativity factors.
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individual binding steps shown in Fig. 3 can be deconvoluted
into an intrinsic binding constant and a statistical factor.

For a precise analysis of cooperativity, the determination of
statistical factors is thus important and two methods, the direct
count method47 and Benson’s symmetry number method,48 are
most frequently used to determine them. The direct count
method divides the number nprod of the possible microspecies
on the product side of an equilibrium by the number nreact of
microspecies on the reactant side (eqn (13)).

s ¼ nprod

nreact
(13)

For a correct determination of the number of microspecies, the
binding sites – although chemically identical – must be considered
as distinguishable. In, for example, the 1 : 2 allosteric system in
Fig. 3 (second from top), the first monovalent guest can bind to
either the left or the right binding site of the divalent host. Two
microspecies are thus created as the product complexes (nprod = 2).
On the reactant side, only free components exist, which count as
one microspecies (nreact = 1). Consequently, s equals 2. In the
second binding event, the second guest can bind only to the free
binding site of the 1 : 1 complex. No matter to which of the two 1 : 1
microspecies the monovalent component binds, the 1 : 2 product
microspecies will be the same. The product represents one micro-
species, as there is only one ‘‘chemically plausible’’32 way to
arrange them (nprod = 1). Consequently, s0 equals 1

2.
In Benson’s approach, the statistical factors s are calculated

from the product of all reactant symmetry numbers si,react of
the reactants divided by the product of all product symmetry
numbers si,prod of the products (eqn (14)).

s ¼

Q
i

si;reactQ
i

si;prod
(14)

si = si,ext�si,int (15)

Each symmetry number si is a product of an external and an
internal symmetry number (eqn (15)). The external symmetry
numbers si,ext are derived from the point group of each species:

si,ext = 1 for Ci, Cs, CNv, R3

si,ext = 2 for DNh

si,ext = n for Cn, Cnv, Cnh

si,ext = 2n for Dn, Dnv, Dnh

si,ext = n/2 for Sn (with even n)

si,ext = 12 for Td

si,ext = 24 for Oh

si,ext = 60 for Ih

The internal symmetry numbers si,int arise from internal
rotations around single bonds, in other words different

possible conformers. These conformational changes are usually
fast as compared to the time scale of the association processes
and can therefore be neglected.32 Applying these considerations
to the schematic guests and hosts in the equilibrium in Fig. 3
(second from top) results in the following statistical factors:
on the reactant side, a product of symmetry numbers of 2 is
obtained (free guest: CNv - sext = 1; free host: C2v - si,ext = 2).
After the first binding event, the 1 : 1 complex has Cs symmetry
(sext = 1) and together with the second free guest, the product of
symmetry numbers is 1. The statistical factor for the first step is
consequently s = 2. The final 2 : 1 complex has a symmetry
number of sext = 2 (C2v), so that s0 = 1

2. Both methods thus lead
to the same results and either one can be used to crosscheck
the statistical factors obtained using the other.

The tetravalent guest in Fig. 1 (bottom) represents a special
case, in which completely neglecting internal symmetry numbers
will lead to wrong statistical factors. Here, the possibility to freely
rotate one pair of binding sites with respect to the other increases
the number of possible host–guest interactions. Hence, this
internal rotational flexibility of the guest around an internal C2

axis, which only exists in the free guest, needs to be accounted for
by an internal symmetry number of sint = 2.

Once, the statistical factors are known, the intrinsic binding
constants can be determined for each binding event from the
experimentally accessible ones.

5.2 Quantifying intermolecular cooperativity

For a 1 : 2 complex of a divalent host and two monovalent guests
Ki1 and Ki2 are the intrinsic, statistically corrected binding con-
stants of the two subsequent binding steps (Fig. 3, second from
top). Intermolecular cooperativity is present, if Ki1 a Ki2. In a
non-cooperative case, the two intrinsic binding constants are
equal and (ideally) identical to that of a monovalent reference
complex (Kmono). The same analysis holds true for the intrinsic
binding constants of a 2 : 1 complex of two monovalent hosts and
a divalent guest. As the divalent component is different in these
two cases, also the intermolecular cooperativity effects differ from
each other for the 1 : 2 vs. 2 : 1 complexes.

In order to quantify allosteric cooperativity, two slightly differ-
ent cooperativity factors can be defined as shown in Fig. 3 (eqn (7)
and (8)). The first factor a relates both intrinsic binding constants
to each other, while a0 relates K1 and K2 to the monovalent
reference complex. Both factors indicate non-cooperative binding,
when they are equal to one. Positive intermolecular cooperativity
is observed for factors a 4 1 and a0 4 1, respectively. Here, the
first binding event enhances binding at the second site. If a o 1
and a0 o 1, negative cooperativity is encountered and binding
the first guest reduces the affinity of the second. It should be
noted that only in an ideal situation, in which the first binding
event at the divalent host is not affected by the unavoidable
structural differences between the spacered divalent and the
non-spacered monovalent host, Ki1 equals the binding constant
for the monovalent reference complex Kmono – and thus a = a0.
As the spacer usually has at least a small effect on the first
binding event, a comparison of Ki1 and Kmono is often useful
to determine how large these effects and how innocent the
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spacers really are. Analogous considerations can be applied to
complexes of higher valency.

The cooperativity factor a is related to the cooperativity-
induced free energy difference between the first and the second
binding step. We should keep in mind, however, that a is
derived from the intrinsic binding constants that are corrected
for statistical factors. To link it to the macroscopically measur-
able DDG, it is therefore important to take into account the
statistical factors appropriately (eqn (16) and (17)).

DDG ¼ �RT ln
s0Ki2

sKi1
¼ DDGstat þ DDGcoop (16)

DDG ¼ �RT ln
s0

s
� RT ln

Ki2

Ki1
¼ �RT ln

s0

s
� RT ln a (17)

5.3. The effective molarity and intramolecular cooperativity

When describing the binding of a divalent host to a divalent
guest (Fig. 3, centre), again two binding events occur. In contrast
to the formation of the 1 : 2 complex in Fig. 3 (second from top),
the second step now occurs intramolecularly. A 1 : 1 complex is
formed, resulting in an overall binding constant Ktot with the
unit M�1. If one wishes to express Ktot in terms of Kmono (and of
course the correct statistical factors), the unit would however
be M�2 as Kmono appears in the equilibrium constants of both
individual binding steps (eqn (18)).

Ktot = sKmonos0KmonoEM (18)

Obviously, a correction factor is required, which accounts
for the intramolecular nature of the second binding step. This
factor is called effective molarity EM. As expressed in eqn (18),
it has the unit of concentration and was originally introduced
into the rate laws of kinetically controlled covalent ring forma-
tion reactions.49 This concept can, however, easily be transferred
to the usually thermodynamically controlled supramolecular
complex formation reactions. EM is then a thermodynamic
quantity and is the crucial parameter for determining the thres-
hold concentration, at which a di- or multivalent complex opens
and forms oligomers (see below).

The equilibria shown in Fig. 3 (centre) are based on the
assumption that the total host concentration [H]0 is significantly
larger than the total guest concentration [G]0. Under these condi-
tions, we can assume that also the 2 : 1 oligomer (grey) forms, but
no 1 : 2 oligomers or longer chains. All four equilibrium constants
can then be expressed based on Kmono, the corresponding statis-
tical factors and the effective molarity.

Two ways to quantify intramolecular cooperativity are also
shown in Fig. 3 (eqn (9) and (10)). Anderson and Hunter25 used
the equilibrium between the open (green) and the closed 1 : 1
complex (blue). When the concentration of both complexes is
equal, Kintra is 1. Positive intramolecular cooperativity would
shift the equilibrium towards the closed complex, and negative
intramolecular cooperativity towards the open complex. There-
fore, the first cooperativity factor b (Fig. 3, eqn (9)) can be
defined as the product of statistical factor s0, the monovalent
reference binding constant Kmono and the effective molarity EM

(actually, the definition of b used by Anderson and Hunter
neglects the statistical factor as it is small in most cases).

This approach has been criticised because the cooperativity
factor now depends on Kmono, which implies that multivalent
binding strength enhancements depend on the strength of the
chosen binding motif. Therefore, Ercolani and Schiaffino defined
a second intramolecular cooperativity factor b0 (Fig. 3, eqn (10))
which is based on the equilibrium between the closed divalent
complex and the free host on one side and the 2 : 1 oligomer on
the other. As changes in the concentration of the host will cause
a shift of the equilibrium in addition to an intramolecular
cooperativity effect, this equilibrium constant is normalised by
the host concentration. One should note that an approximation
is made for practicability when using the total host concentration
[H]0 here instead of the actual host concentration [H]. Strictly
speaking, this approximation is only valid in the presence of a
large excess of the host – a situation which is rather far from the
typical experimental conditions.

Both intramolecular cooperativity factors thus have their
advantages and disadvantages. However, in our own experience,
both of them are useful for quantifying intramolecular coopera-
tivity. So far, we have not encountered a case in which both factors
would result in contradicting cooperativity trends.

Unfortunately, it is not straightforward to link b or b0 to the
cooperativity-induced free energy difference DDG between the
first and the second binding step. Instead, the overall DDG can
be deconvoluted into a DDGstat derived from the statistical
factors and a term DDGcoop related to the effective molarity EM
(eqn (19) and (20)).

DDG = DDGstat + DDGcoop (19)

DDG ¼ �RT ln
s0KmonoEM

sKmono
¼ �RT ln

s0

s
� RT ln EM (20)

Fig. 4 shows two speciation profiles, which demonstrate
the effects of intramolecular cooperativity. As expected, there
is virtually no doubly bound complex (blue line) formed in the
absence of intramolecular cooperativity (Kintra = b = 0; left plot).
The open complex (green line) is only present as an intermediate
until the total host concentration [H]0 is high enough for oligomer
formation (grey line). In marked contrast, the presence of a strong
intramolecular cooperativity (Kintra = b = 25; right plot) suppresses

Fig. 4 Speciation profiles in the absence of chelate interaction (Kintra = 0;
left) and in the presence of a strong chelate interaction (Kintra = 25; right).
The lines are coded with the same colours as the complexes shown in
Fig. 3 (centre).
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the intermediate open complex and oligomerisation occurs at a
much higher host concentration [H]0. Most importantly, there
is a concentration-dependent ‘‘all-or-none’’ effect observed for
the doubly bound complex: at medium host concentrations, the
doubly bound complex suppresses all other species. Instead, at
very low or very high host concentrations, the unbound guest
(orange line) or oligomers (grey line) are favoured, respectively.

When the binding constants are known, the concentration
[H]on at which the divalent complex begins to dominate over
the free guest can be calculated. Here, the concentrations of the
closed divalent complex [C] and the free guest [G] are equal, and
based on the overall binding constant Ktot (eqn (21)) one obtains
eqn (23) as an expression of the lower threshold concentration
for divalent complex formation:

Ktot ¼
½C�
½G�½H� ¼ ss0 Kmonoð Þ2EM (21)

½C�
½G� ¼ ss0 Kmonoð Þ2EM½H�on ¼ 1 (22)

[H]on = (ss0(Kmono)2EM)�1 (23)

At the upper limit, at which oligomers start to dominate, the
ratio of oligomer to closed divalent complex is 1 and [H]off can
be calculated similarly:

[H]off = (Kinter)
�1 = s00 0EM (24)

Between these two concentrations, the closed divalent
complex is the most dominant species present. When deter-
mining thermodynamic data, care should be taken that the
study is conducted within this concentration range, in particular
when using non-structure-sensitive methods such as isothermal
titration calorimetry.

The discussion here restricts itself to the question of cycliza-
tion vs. polymerization50 of divalent systems and how intra-
molecular cooperativity greatly contributes to the formation of
discrete complexes. This can be extended to much more com-
plicated supramolecules such as hydrogen-bonded or metallo-
supramolecular self-assembled cages and capsules – however at
the price that many cyclization reactions occur, each one with its
own effective molarity. This makes the analysis more compli-
cated. An alternative and simpler thermodynamic model has
been given by Hamacek et al.51–53

5.4 Determination of effective molarities: double mutant
cycles

The crucial question for a thermodynamic analysis of intra-
molecular cooperativity is now how the effective molarity can be
determined. As the intermolecular cooperativity effects observed
in 2 : 1 and 1 : 2 complexes may well affect also the binding in a
divalent complex, it is important to determine EM in a way
unaffected by them. To achieve this, the double mutant cycle
analysis originally introduced by Jencks54 provides a suitable
tool (Fig. 5, top).55 Two mutations are introduced into the
divalent complex A: the first mutation corresponds to dissecting
the spacer of the divalent host and leads to the 2 : 1 complex B.

The second mutation, i.e. dissecting the spacer of the divalent
guest, leads to the 1 : 2 complex C. Finally, both mutations
applied simultaneously lead to D. For all four complexes, the
association constants can be determined experimentally, and
all four can be expressed by statistical factors, the monovalent
reference constant and EM. Note that the monovalent complex
is formed twice when both mutations are applied. Therefore,
KD appears squared here.

If one now considers the equilibrium in Fig. 5 (bottom), which
is derived from the double mutant cycle, the advantages of the
double mutant cycle analysis become clear. First, all components
appear on both sides of the equilibrium with an identical number
of copies. Consequently, all intermolecular cooperativity effects
appear on both sides of the equilibrium and thus cancel. The
second advantage is that only four experimental measurements
of the individual binding constants KA, KB, KC and KD allow us to
determine not only the intermolecular effects as discussed above,
but also EM and with it chelate cooperativity. When these four
binding constants are known, the overall binding constant K can
be calculated (eqn (25)):

K ¼
KA KD
� �2

KBKC
¼ sAKmono

2EMsDKmono
2

sBKmono
2sCKmono

2
¼ sAsD

sBsC
EM (25)

EM ¼ sBsC

sAsD
K (26)

It can also be expressed based on Kmono by inserting the
expressions for the four individual constants given in Fig. 5.
As all monovalent binding constants cancel in this equation, the
effective molarity can very simply be calculated from the overall
equilibrium constant K and the statistical factors (eqn (26)).

Fig. 5 Top: Double mutant cycle. Mutation 1 corresponds to a cut
through the spacer of the host and mutation 2 to a cut through the spacer
of the guest. Bottom: Equilibrium between complexes A, B, C and D. The
equilibrium constant can be expressed by the four experimentally acces-
sible equilibrium constants KA, KB, KC, and KD, which again correspond to
expressions containing only statistical factors, the monovalent reference
constant Kmono and the effective molarity EM.
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5.5 Interannular cooperativity

Interannular cooperativity27 arises from the interplay of two or
more chelating interactions on one multivalent component.
The interactions affect each other in an allosteric fashion. A
simple example is schematically shown in Fig. 3 (bottom). The
association of the first divalent host with the tetravalent guest
freezes its internal rotors and thus facilitates the association of
the second divalent guest as the two binding sites are now
preorganised. Both binding steps are ring closure reactions and
therefore associated with two effective molarities, EM1 for the
first and EM2 for the second ring-closing step.

In analogy to the intermolecular cooperativity factors a
and a0, interannular cooperativity effects can be quantified by
comparing the two effective molarities EM1 and EM2 either with
each other or with the effective molarity EM of a divalent reference
system. Consequently, two different cooperativity factors g and
g0 can be defined (Fig. 3, eqn (11) and (12)).

Like the above relation between a and a0, g is equal to g0 in
the ideal case that EM1 = EM, which means that the first ring
closure reaction is not affected by the two additional binding
sites and the spacer connecting them to the backbone. Again,
positive cooperativity is expressed when these factors are larger
than 1; negative cooperativity is indicated when they are
smaller than one. As mentioned above, the effective molarities
can be determined by suitable double mutant cycle analyses.
The analogy between the two cooperativity factors a and g is
also expressed by the fact that g can again be related to the
cooperativity-induced free energy difference DDG of the two
binding steps (eqn (27)).

DDG ¼ DDGstat þ DDGcoop ¼ �RT ln
s0

s
� RT ln g (27)

Although a few examples exist,56–58 which might exhibit inter-
annular cooperativity, to the best of our knowledge, it has never
been investigated in detail so far.27

6 Methods for thermodynamic
analyses of cooperativity

Choosing the right experimental technique to determine the
thermodynamic parameters of interest (Ki, DG. . .) is not a
straightforward task, even for relatively simple systems where
cooperativity plays a role. As outlined in previous reviews,7–9

experimental scientists should aim to pick technique(s) that fit
the concentration range that corresponds to the biggest changes
in the equilibria under investigation. The measured physical
property (Y) should ideally be highly sensitive to these equilibria.
Practical issues such as the quantity of material required, speed
and cost do of course also matter. High-throughput methods are
particularly useful as they enable researchers to perform more
repeat experiments and screen a larger library of reference
compounds – in both cases significantly improving the accuracy
of the thermodynamic parameters being sought. With this in
mind, we will briefly review again the most commonly used
supramolecular titration methods; NMR, UV-Vis, CD and

fluorescence spectroscopy and then explain in more detail
isothermal titration calorimetry (ITC), which is often overlooked,
but particularly useful when studying the complex equilibria
discussed here.

6.1 NMR titration experiments

The most popular method for supramolecular titration studies
is (1H) NMR. It needs to be remembered that it does not work
for systems with large association constants, e.g. in the case of
1 : 1 complexation, it is generally unsuitable for K 4 105 M�1.7–9

For the intramolecular chelate systems discussed above, it can
be similarly problematic as these interactions are often in the
slow exchange region. It is, however, useful for simpler coopera-
tive systems and in many cases ideal for the study of 1 : 2 allosteric
binding.

In 1 : 2 equilibria, NMR titration studies can reveal even very
subtle structural effects of the first binding event on the other
binding site(s).59 Provided the stepwise macroscopic binding
constants are not too big (Eo105 M�1 each), quantitative
information is obtained by fitting the titration data to the
(differential) binding isotherms (eqn (28)). This model involves
the two binding macroscopic binding constants K1 and K2 and
two differential NMR proton resonances dDHG2

(=dDHG2
� dHG)

and dDHG (=dHG � dH) and the free concentration of the guest
[G] obtained from a cubic equation described previously
(eqn (28)).7,8

Dd ¼ dDHGK1½G� þ dDHG2
K1K2½G�2

1þ K1½G� þ K1K2½G�2
(28)

The accuracy of K1 and K2 can be further enhanced by global
analysis7–9,60 methods monitoring simultaneously the changes
in more than one resonance as the titration progresses. In terms
of studying cooperative aggregation, NMR dilution studies are
usually the method of choice8,31 as their dynamic range is
typically larger than UV-Vis studies that are based on relatively
small deviations from the Beer–Lambert law.

6.2 UV-Vis, CD and fluorescence spectroscopy experiments

For complex equilibria, while inferior in terms of structural
information when compared to NMR methods, UV-Vis titration
experiments can be quite useful for thermodynamic analyses.61

This is because much larger equilibrium constants can be
obtained than those possible by NMR. With a suitable chromo-
phore, micromolar concentrations can be used. This has two
advantages in that oligomeric species are largely suppressed
and hence data analysis is simplified in chelate cooperativity
and in that the implicit assumption of ideal solutions (activity
coefficients all equal to 1) made in nearly all the models used in
these studies is more realistic. The ease of UV-Vis and modern
plate reader technologies has also enabled high throughput
UV-Vis methods for the study of cooperative systems.62

Circular dichroism (CD) spectroscopy is a particularly powerful
method for investigating cooperativity in chiral supramolecular
polymers. As previously mentioned, CD spectroscopy can be used
to obtain detailed data on the chiral aggregation in a single
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temperature-dependent measurement as shown in numerous
studies by Meijer.36,37,42,43,63

In analogy to UV-Vis studies, fluorescence spectroscopy is
another powerful method for the investigation of cooperative
interactions that are much larger than those accessible by NMR.
Fluorescence spectroscopy has for instance been used to investigate
cooperativity in 1 : 2 host–guest systems59,64 and via temperature-
dependent methods to differentiate pre-aggregates from aggregates
in the cooperative aggregation of p-conjugated supramolecular
polymers.37

6.3 Isothermal titration calorimetry

One of the most convenient methods is isothermal titration
calorimetry (ITC). As this method is not as frequently used in
supramolecular chemistry, although it offers a number of advan-
tages, we will discuss it here in more detail. ITC delivers the
association stoichiometry n, the association constant K and with
it the Gibbs free association energy DG, the association enthalpy
DH and the association entropy DS of the system under study in
one single measurement while offering a large dynamic range up
to K values of 109 M�1.65–67 Hence, ITC exceeds other techniques
in information density. Detailed insights into the thermo-
dynamics of supramolecular interactions, not only dimeric, but
also supramolecular polymeric interactions,67 as well as their
cooperativities can be gained. ITC, as a calorimetric technique,
measures the heat change occurring during an association
reaction directly and non-invasively. As a drawback, it provides
no information about the nature of the processes causing the
heat changes at the molecular level. Hence, ITC should always be
combined with complementary techniques capable of delivering
this information.

An ITC instrument consists of a twin-calorimeter set-up of
a sample and a reference cell (Fig. 6, left). Any thermal event
in the sample cell is measured as a differential signal from the
reference cell (Qs: heat development in the sample cell; Ts, Tr:

temperatures in sample and reference cell, C: heat capacity of
the sample; k: heat transfer coefficient; eqn (29)).68

dQs

dt
¼ k Ts � Trð Þ (29)

In a typical titration experiment, the sample cell contains a
solution of one of the interacting components (usually the host).
The reference cell contains blank solvent. A small amount of a
more concentrated solution of the second interaction partner
(the guest) is titrated into the sample cell. After each addition
of guest solution, the following host–guest complex formation
generates a thermal event resulting in a heat flow signal (Fig. 6,
top right). A time delay between the titration steps allows the
system to re-equilibrate before the next injection. The heat
evolved or absorbed by the reaction is calculated by integration
of the heat flows of each titration peak and plotted against the
molar ratio of the host and guest providing the binding isotherm
(Fig. 6, bottom right). The isotherm is described by the following
equation, the so-called Wiseman isotherm69,70 (V0: effective cell
volume; [G]t, [H]t: concentration of guest and host after titration
step t):

dQs

d½G�t
¼ DHV0

2
1þ

1� ½G�t½H�t
� Ka½H�t
� ��1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ ½G�t½H�t

þ Ka½H�t
� ��1� 4

½G�t
½H�t

s
0
BBBB@

1
CCCCA (30)

Non-linear curve fitting of the isotherm according to eqn (30)
yields three parameters in one measurement: (a) the complex
stoichiometry n as the molar ratio of the host and guest at the
isotherm’s inflection point (orange), (b) Ka from the isotherm’s
slope at the inflection point (green) and (c) DH from the step
height of the isotherm (blue).69,70 DG is easily calculated from
Ka (DG = �RT ln Ka), DS from DG and DH (DG = DH � TDS).

7 Selected examples

Emergence is the idea that the whole is more than the sum of
its parts and as cooperative interactions are by definition non-
linear, it is an excellent tool to study emergent properties and
create unusual structures in supramolecular chemistry. Using –
a few out of many more – illustrative examples, this section
demonstrates the different types of cooperativity discussed in
this review.

7.1 Aggregation

Studies on 1,2,4,5-tetra(ethylhexanoate)pyromellitamide (Fig. 7a)
showed that this molecule readily forms organogels in non-polar
solvents such as cyclohexane. In more polar acetone, gelation is
not observed, but clear evidence of aggregation is obtained
from NMR dilution studies. The data were fitted to dimerisa-
tion, non-cooperative and coEK aggregation models (Fig. 2).
As predicted by Evstigneev,34 the data fitted equally,8,71 albeit
badly to the non-cooperative and dimerisation models. A much
better fit was obtained using the coEK model with K2 = 51 M�1

and KE = 232 M�1, corresponding to positive cooperativity with

Fig. 6 Left: Schematic representation of an isothermal titration calori-
meter. Right: Typical titration curve of an exothermic association measured
on a heat-conduction calorimeter (top) and the corresponding binding
isotherm plot of integrated heat flows against the molar ratio. Orange,
green, and blue marks indicate how the thermodynamic parameters n, K,
and DH are obtained. DG and DS can be calculated from K and DH.
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r = 0.22 (DDGcoop = �3.8 kJ mol�1). The cooperativity observed
is thought to originate from a combination of the favourable
entropic effect and cooperative hydrogen-bonding effects in these
aggregates. The results also readily explain why this compound
forms gels in less competitive solvents.

The pathway complexity in the formation of a supramolecular
polymer from a p-conjugated S-chiral oligo(p-phenylenevinylene)
was studied using a combination of kinetic (stopped-flow) and
temperature-dependent methods (Fig. 7b).63 The kinetic experi-
ment revealed that the metastable right-handed (P) helical
aggregate is kinetically favoured over the thermodynamically
stable left-handed (M) ones. While bearing some relation, the
model used differs from the coEK model as it assumes that
there are two phases; nucleation (here: a pentamer – n = 5),
followed by a more favourable (cooperative) aggregation phase.
In this particular work, the ratio of the nucleation/elongation
equilibrium constants (Er) is 0.0525 for the stable M-helix
but as the nucleation equilibrium constant for the P-helix is
1.38-times that for the M-helix, the metastable P-helix is the
kinetically favoured product.63

7.2 Binding with a 1 : 2 stoichiometry

The example shown here (Fig. 8) illustrates how NMR titration
methods can be used to evaluate thermodynamic parameters
and equally importantly, whether the system is cooperative
or not. In NMR titration experiments, 1 : 2 binding data are
typically fitted to eqn (28):7,8 if eqn (28) is used, four parameters
have to be estimated in the fitting process. The question is
whether it is always justifiable to use such a complex model to
describe a 1 : 2 equilibrium. It is easy to envision that the

binding is non-cooperative, and hence after using the relevant
statistical factors s, we obtain the following relation between
the macroscopic binding constants: K1 = 4K2. Separately, we also
need to consider if, in the current example, the NMR resonance
changes are additive or not. If the two binding sites are far away
from each other and there is very little structural communication
between the sites, it makes sense that the NMR resonance
changes are additive (dDHG2

= 2dDHG). In either scenario (non-
cooperative binding model or additive NMR shift model), we
need one parameter less in the data fitting process or if both
effects combine (statistical 1 : 2 binding7,8), two parameters less
are required.

This results in four (full, non-cooperative, additive and
statistical) binding models (Fig. 8d). This is illustrated below in
the binding of Ca2+ (Fig. 8a) and Cl� (Fig. 8c) guests to a tetratopic
ion-pair host.26 The results show that positively charged ions such
as calcium appear to bind with slightly negative or no coopera-
tivity, whereas the anions including chloride show strong negative
cooperativity. In the latter case with chloride, the data fit almost
equally well to the full and additive flavour models (Fig. 8d)
suggesting that binding at the first site has very little influence
on the chemical environment of the second site (hence
dDHG2

= 2dDHG). Interestingly, combining calcium and chloride
ions (Fig. 8b) resulted in sigmoidal binding isotherms that are
consistent with strong positive cooperativity, although the fit
was too poor to accurately determine a. From DFT calculations,
this positive cooperativity appears to have a DDE in the order of
90 kcal mol�1.72

To evaluate potential cooperativity in typical 1 : 2 (and 2 : 1)
systems, an approach involving fitting the data to all four models
and then systematically comparing the results, has recently be
outlined in detail.9 An online program for using these four
different binding models for both NMR and UV-Vis titration
data is readily available.10

Fig. 7 Two examples of cooperative aggregation. (a) The structure of
1,2,4-5-tetra(ethylhexanoate)pyromellitamide (left) that forms aggregates
(right) in acetone with the data fitting to the cooperative coEK model with
KE = 232 M�1 and r = 0.22.71 (b) The S-chiral oligo(p-phenylenevinylene)
on the left can aggregate to form either the thermodynamically stable left
handed (M) or a metastable right-handed (P) helix.63 (b) is adapted from
ref. 63 with kind permission by MacMillan Publishers.

Fig. 8 Different 1 : 2 binding models and cooperativity in a tetratopic ion-
pair receptor bound to (a) two calcium (Ca2+), (b) two chloride (Cl�) and
two calcium (Ca2+) and (c) two chloride (Cl�) ions. Shown below the
structures in (a)–(c) are the results based on the best fit to (d) the four
different binding models (flavours) based on eqn (28) that can be used to
describe a 1 : 2 equilibrium. The a-values are representative only as they do
differ depending on the solvent used. Reproduced from ref. 26 with kind
permission by the American Chemical Society.
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7.3 Discrete di- and trivalent complexes and pseudorotaxanes

A common paradigm in supramolecular chemistry is that the
best binders are perfectly preorganised and rigid. Rigidity is
believed to reduce the entropic costs of binding, while a good
geometric match is required to avoid enthalpically unfavour-
able strain upon complex formation. It is surprising that nature –
in marked contrast to this notion – quite often prefers rather
flexible spacers between binding sites in multivalent complexes.
In recent studies of simple ammonium/crown ether complexes
(Fig. 9),73,74 chelate cooperativities have been determined for
three series of flexible, semi-rigid and rigid divalent ammonium/
crown complexes. Very clearly, the highest chelate cooperativities
have been found for flexible spacers. In addition, flexible spacers
can much better adapt to the steric requirements of the hosts
than the more rigid analogues. Therefore, small deviations from
the optimal geometry causes significant decreases in chelate
cooperativity for rigid guests, while flexible guests maintain a
rather high level of positive cooperativity even when their spacer
length is quite far from the optimum. A precise analysis of
chelate cooperativity factors can thus be helpful to define good
design criteria for multivalent supramolecular hosts and guests.
In contrast to common knowledge and in agreement with

arguments also put forward by Whitesides et al.11 and Hunter
et al.,75 flexible spacers may indeed be very helpful to achieve
strong binding.

Increasing the size of the two crown ethers in the host to
24-crown-6 and the use of secondary ammonium ions allows
synthesising (pseudo)rotaxanes with doubly (or triply) threaded
geometries.76,77 These pseudorotaxanes have been used to
investigate the origin of chelate cooperativity in greater detail
(Fig. 10).

In a series of divalent pseudorotaxanes, only the (semi-rigid)
guest with the shortest spacer exhibits pronounced chelate
cooperativity, while the addition of merely one methylene
group completely destroys this effect. The crystal structure of
the pseudorotaxane with the shortest guest reveals the origin of
chelate cooperativity here: p-stacking interactions between the
spacer of the host and the spacer of the guest result in additional
binding energy. If one elongates the spacer by one or more
methylene groups, the two phenyl rings of the guest spacer
cannot be arranged similarly favourably anymore and thus, the
additional spacer–spacer interactions are not operative anymore.
This example very nicely demonstrates again, how strongly
small mismatches in geometry affect chelate cooperativity in
(semi-)rigid structures. It also reveals spacer–spacer interactions
as a second origin of chelate cooperativity besides the rebinding
effects discussed above.

Positive chelate cooperativity becomes a decisive factor, when
efficient syntheses of multiply threaded interlocked molecules
are concerned in order to generate functional molecules. The
interaction between a naphthalenediimide (NDI) spacer in the
axle and a tetrathiafulvalene (TTF) spacer in the crown ether host
efficiently assembles a doubly threaded pseudorotaxane. This
pseudorotaxane is then almost quantitatively converted into a
pentastable redox-active doubly threaded rotaxane, in which the
NDI acceptor and the TTF donor are fixed in close proximity.78

Also, the photochromism of an azobenzene spacer in the axle of

Fig. 9 Top: Structures of the three series of divalent flexible, semi-rigid and
rigid guests, the divalent host and cartoon of the complex. Bottom: Plots of
chelate cooperativity factors over the geometric fit. Clearly, guests with
flexible spacers (dark blue lines) exhibit higher positive chelate cooperativity
over a wider range of structures than guests with semi-rigid (violet lines) or
with rigid (red lines) spacers. Adapted with permission from ref. 74.

Fig. 10 Top: A remarkably pronounced effect of spacer length on chelate
cooperativities is observed for this series of divalent pseudorotaxanes.
Bottom: Crystal structure of the pseudorotaxane with the shortest guest
spacer. Favourable spacer–spacer interactions account for the positive
chelate cooperativity here.
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a divalent pseudorotaxane can be switched on and off by acid/
base-controlled pseudorotaxane formation.79 A strongly positive
chelate cooperativity with a high b value of 340 leads to the for-
mation of a highly stable divalent pseudorotaxane, in which light-
induced switching becomes impossible. Deprotonation of the
secondary ammonium ions and subsequent dethreading of the axle
enables photoswitching in this example of gated photochromism.

Besides ammonium/crown (pseudo)rotaxanes, amide (pseudo)-
rotaxanes have also been investigated with respect to the chelate
cooperativity effects.80 Although the effects are usually smaller as
compared to the ammonium/crown ether pseudorotaxanes, posi-
tive chelate cooperativity can significantly aid the synthesis. A triply
threaded molecular elevator81 has been assembled with almost
quantitative yield even though the monovalent analogue only
forms with ca. 70% yield. These examples clearly demonstrate
how important a precise understanding of chelate cooperativity
is for the design and synthesis of more complex and functional
supramolecular structures.

7.4 Dissecting different non-covalent forces

After the discussion of di- and trivalent complexes bearing
identical binding motifs (homomultivalent complexes), we
now turn to examples showing that it is also possible to analyse
heteromultivalent complexes, i.e. complexes in which the host
and guest interact through different non-covalent interactions
simultaneously. Applying the double mutant cycle analysis
outlined above, it is then possible to dissect the overall binding
into the contributions coming from each of the different non-
covalent interactions.82

In an early study, Aoyama et al.83 determined the contribution
of hydrogen bonding to the overall binding energy of anthra-
quinone to a doubly naphthol-substituted porphyrin by applying
the double mutant cycle approach (Fig. 11, top). Indeed, hydrogen
bonding contributes �12.7 kJ mol�1 to the overall free binding
energy of �13.5 kJ mol�1. Consequently, p-stacking is by far the
less important contribution to complex formation.

Such studies cannot only provide insight into the individual
contributions of different interactions. By dissecting the differ-
ent contributions to Zn porphyrin/pyridine complexes (Fig. 11,
bottom), Hunter and co-workers were also able to uncover the
structural effects of the spacers connecting the different binding
sites on the binding energies. The effective molarities are signifi-
cantly affected by conformational restriction,84,85 and geometric
complementarity,86 while the intrinsic hydrogen bonding strength
and solvent effects do not alter the EM values much.

7.5 Templated synthesis of large porphyrin wheels

In the last section, we discuss examples illustrating the power of
multivalent binding for the creation of supramolecular architec-
tures. Anderson et al. used an elegant template synthesis87 for
the preparation of giant, fully conjugated porphyrin wheels. As
illustrated in Fig. 12 (top), zinc-containing porphyrins are the
building blocks that finally form the giant macrocycles, while
hexakis(pyridylphenyl)benzene acts as the template to pre-
organise the linear porphyrin hexamer in a way suitable to
induce cyclisation.

The five different effective molarities EM1–EM5 (Fig. 12, bottom)
that describe the multivalent binding of the hexameric precursor
to the template have been determined by double mutant cycle
analyses using mono- to hexavalent template analogues and
were compared to the EM values obtained for the corresponding

Fig. 11 Top: Aoyama’s porphyrin platform, which allows designing double
mutant cycles for the determination of the strength of hydrogen bonding
vs. p-stacking. Bottom: Dissecting the individual interactions in Hunter’s
porphyrin–pyridine complexes allows not only determining the strength of
hydrogen bonding in comparison to the total free interaction energy, but
also studying structural effects of the spacers.

Fig. 12 Top: Elegant (Vernier) template-directed approaches to giant
porphyrin wheels. Bottom: Detailed analysis of the multivalent interactions
between a hexavalent template and a linear hexameric macrocyclisation
precursor in terms of statistical factors, effective molarities and the mono-
valent binding constant.
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binding of the cyclic product to the same templates.88 While the
third to sixth binding steps of the macrocycle reveals extreme
effective molarities (up to 103 M), the linear hexameric precursor
exhibits only moderate values (ca. 0.05 M). Nevertheless, the
partially bound intermediates are not significantly populated
and chelate cooperativity correspondingly aids in the macro-
cyclisation. As these macrocycles are fully conjugated systems,
they exhibit particular properties:89 a cyclic hexamer tetracation
in its 4+ oxidation state is antiaromatic (80 p-electrons), while
the 6+ oxidation state is aromatic (78 p-electrons), a behaviour
which is connected to the special ring current effects.

This template approach has been extended to even larger
porphyrin macrocycles by using Vernier templates, in which the
number of binding sites of the template does not match that of
the linear precursor. When a hexavalent template is combined
with a linear tetramer, macrocyclisation results in a 12-mer
macrocycle (Fig. 12, top),90 as 12 is the lowest common multiple of
4 and 6. With larger, octavalent templates and linear decameric
precursors, even 40-membered porphyrin wheels have been
made.91,92

8 Conclusions

In the present review, we have summarised the different facets
of cooperativity in supramolecular chemistry, which range from
cooperative aggregation of supramolecular polymers and allosteric
cooperativity in host–guest complexes with multivalent hosts and
monovalent guests to chelate cooperativity in multivalent complexes
and to the so far never investigated interannular cooperativity. For
each type, we have provided the definitions of cooperativity factors
and discussed how they relate to cooperativity-induced changes in
free binding energy of two subsequent binding steps. Approaches
for the thermodynamic analysis have been briefly introduced,
most importantly the double mutant cycle analysis of chelate
cooperativity.

In the past, the correct treatment of cooperativity has been
under quite some debate. The discussion about the term ‘‘allosteric’’
is one example as the term itself implies – literally translated –
that information on one binding event is transmitted to
another binding site by structural changes. As this term might
lead to misunderstandings, we suggest here that one may use
‘‘intermolecular cooperativity’’, if one does not intend to suggest
a particular mechanism behind the cooperativity effect. As
chelate cooperativity operates in the ring closure steps of multi-
valent complexes, we suggest using the term ‘‘intramolecular
cooperativity’’ for consistency here.

The controversies over the correct definition of a chelate
cooperativity factor is another example for the debates on
cooperativity in the community. Both frequently used factors
b and b0 have advantages and disadvantages and have been
criticised – b as it depends on the strength of the monovalent
binding motif and b0 as it is normalised to the total host con-
centration and a precise determination would therefore require
often impracticably high host concentrations. Our own experi-
ence is that both factors result in very similar trends and in the

same conclusions. Nevertheless, our recommendation is to
calculate both. This can be done based on the same set of data
and both factors can be compared easily to check whether it
really makes a difference.

Multivalency and cooperativity are immensely important aspects
of non-covalent binding as many self-assembled complexes
would rather result in undefined polymeric networks rather
than well-defined supramolecular architectures. In particular,
when one wishes to design complex and functional supra-
molecular multi-component aggregates, a profound understanding
of cooperativity effects will certainly contribute a significant share
to our ability to plan how to construct them. The (few out of many)
examples discussed at the end of our review illustrate that even
seemingly simple intermolecular cooperative binding events can be
complicated to analyse and how this can nevertheless be accom-
plished. Detailed thermodynamic analyses provide insight into the
origins of intramolecular cooperativity – be they spacer–spacer
interactions, rebinding effects or others. The individual contribu-
tions of different interactions can be dissected in order to unravel
structural effects on the binding. This is again important to develop
rules for the supramolecular design. They also show how coopera-
tivity can contribute to the synthesis of immensely interesting yet
complex molecular architectures.

Advances in this field will continue to be underpinned by
studies aimed at formulating better models, dissecting the
relative contributions of various non-covalent forces and electro-
static effects on cooperativity, and understanding how binding-
induced changes to the dynamics of supramolecular systems
influence cooperativity. The emerging field of far-from-equilibrium
self-assembly within systems chemistry93 is also likely to provide a
fertile ground for new directions in the study of life-like coopera-
tivity, especially given the importance of far-from-equilibrium in
many biological cooperative systems including the ATP-driven
aggregation of actin fibres in the cytoskeleton (Fig. 1).
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A. Schäfer, J. Huuskonen, K. Rissanen and C. A. Schalley,
J. Am. Chem. Soc., 2012, 134, 1860–1868.

77 K. Nowosinski, L. K. S. von Krbek, N. L. Traulsen and
C. A. Schalley, Org. Lett., 2015, 17, 5076–5079.
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