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Neda Bagheri *ad and Randall Q. Snurr *a

The low volumetric density of hydrogen is a major limitation to its use as a transportation fuel. Filling a fuel

tank with nanoporous materials, such as metal–organic frameworks (MOFs), could greatly improve the de-

liverable capacity of these tanks if appropriate materials could be found. However, since MOFs can be

made from many combinations of metal nodes, organic linkers, and functional groups, the design space of

possible MOFs is enormous. Experimental characterization of thousands of MOFs is infeasible, and even

conventional molecular simulations can be prohibitively expensive for large databases. In this work, we

have developed a data-driven approach to accelerate materials screening and learn structure–property re-

lationships. We report new descriptors for gas adsorption in MOFs derived from the energetics of MOF–

guest interactions. Using the bins of an energy histogram as features, we trained a sparse regression model

to predict gas uptake in multiple MOF databases to an accuracy within 3 g L−1. The interpretable model pa-

rameters indicate that a somewhat weak attraction between hydrogen and the framework is ideal for cryo-

genic storage and release. Our machine learning method is more than three orders of magnitude faster

than conventional molecular simulations, enabling rapid exploration of large numbers of MOFs. As a case

study, we applied the method to screen a database of more than 50000 experimental MOF structures. We

experimentally validated one of the top candidates identified from the accelerated screening, MFU-4l. This

material exhibited a hydrogen deliverable capacity of 47 g L−1 (54 g L−1 simulated) when operating at stor-

age conditions of 77 K, 100 bar and delivery at 160 K, 5 bar.

1 Introduction

Efficient, reliable energy storage is one of the most difficult
challenges in transitioning from reliance on fossil fuels to a
more sustainable energy economy. Designing energy storage
systems for the transportation sector is especially challenging
due to portability requirements and size and weight con-
straints for passenger vehicles. Hydrogen is an appealing op-
tion for transportation energy storage because it is nontoxic
and its oxidation product is environmentally benign water va-
por. In recent years, several major automobile manufacturers
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Design, System, Application

Metal–organic frameworks (MOFs) have high internal surface area and internal porosity, which makes them good candidates for gas storage applications.
MOFs are synthesized in a “building-block” approach from metal nodes and organic linkers, which enables tailored chemistries and geometries for specific
applications. However, the enormous number of building blocks and topologies makes it challenging to select the best material for a given application.
Grand canonical Monte Carlo (GCMC) simulations can accurately characterize adsorption properties, but brute force screening of MOF structure databases
is prohibitively expensive. In this work we applied feature engineering and machine learning to accelerate MOF screening and design. The new descriptor
is inspired by the thermodynamics of adsorption, so it is accurate, transferable, and provides insight into MOF design principles. We used the model to fil-
ter a database containing >50 000 experimental MOF structures by estimating gas uptake. We focused GCMC simulations on the top 1% of them and se-
lected one highly promising MOF for experimental synthesis and characterization. The material identified in this work is potentially suitable for fuel stor-
age in hydrogen-powered vehicles. Future use of this general approach may accelerate MOF design for other applications in gas storage and separations.

Pu
bl

is
he

d 
on

 0
1 

no
ve

m
br

e 
20

18
. D

ow
nl

oa
de

d 
on

 2
02

5-
05

-1
8 

05
:0

4:
18

. 

View Article Online
View Journal  | View Issue

http://crossmark.crossref.org/dialog/?doi=10.1039/c8me00050f&domain=pdf&date_stamp=2019-02-05
http://orcid.org/0000-0002-8545-3898
http://orcid.org/0000-0002-1155-8910
http://orcid.org/0000-0003-3688-9158
http://orcid.org/0000-0002-8462-9054
http://orcid.org/0000-0003-0281-350X
http://orcid.org/0000-0002-3491-1991
http://orcid.org/0000-0002-9904-9845
http://orcid.org/0000-0003-0146-4627
http://orcid.org/0000-0003-2925-9246
https://doi.org/10.1039/c8me00050f
https://rsc.66557.net/en/journals/journal/ME
https://rsc.66557.net/en/journals/journal/ME?issueid=ME004001


Mol. Syst. Des. Eng., 2019, 4, 162–174 | 163This journal is © The Royal Society of Chemistry 2019

—including Honda, Toyota, Hyundai, and General Motors1–4

—have been developing hydrogen-powered vehicles. There
are an estimated 3000 hydrogen fuel cell vehicles currently
operating in the United States.5 Also, the French rail com-
pany Alstom recently announced a hydrogen fuel cell passen-
ger train that will soon be launched in Germany.6

Most of these vehicles currently store compressed hydro-
gen around 700 bar and at ambient temperature; however,
storing gas at such a high pressure involves safety concerns
that require special consideration, such as thick-walled tanks,
hoses, and other components. There has recently been signif-
icant interest in storing hydrogen at lower pressures using
cryo-adsorption in which the hydrogen is adsorbed to a po-
rous material at cryogenic temperature.7,8 The density of
adsorbed hydrogen – and thus the storage capacity – is dra-
matically higher at 77 K (the temperature of liquid nitrogen)
than at 300 K (hydrogen gas density at 1 bar, 77 K is 0.315 g
L−1 vs. 0.081 g L−1 at 1 bar, 300 K). For example, in ZIF-8, hy-
drogen uptake is 3.3 wt% (3.3 g H2 per 100 g MOF) at 77 K
and 30 bar, but is only 0.13 wt% at 298 K and 60 bar.9 In
IRMOF-1 (MOF-5) the hydrogen uptake is 4.7 wt% at 77 K
and 50 bar but it is only 0.28 wt% at 298 K and 65 bar.10 The
United States Department of Energy (DOE) has defined hy-
drogen storage goals that adsorbent materials should reach
in order to be integrated into a commercially viable vehicle
with an acceptable driving range. The current goals are to
reach 4.5 wt% and 30 g L−1 by 2020, with ultimate goals of
6.5 wt% and 50 g L−1. For context, the density of liquid hydro-
gen at 1 bar and 20.3 K is 70.9 g L−1. There has been signifi-
cant scientific effort devoted to hydrogen storage in porous
materials in the last few years;11–17 however, no existing ma-
terial currently meets DOE targets at ambient temperature.

Metal–organic frameworks (MOFs) are a class of crystalline
materials that are highly porous and have high specific surface
areas, which make them attractive candidates for applications
in gas storage and separations.18–20 MOFs are made from inor-
ganic nodes (often metal or metal oxide clusters) connected by
organic linkers.21 These linkers can be decorated with different
functional groups to modify the MOF's chemical and physical
properties.22 There are many different nodes, linkers, and func-
tional groups that can be combined in different topological
nets.23 MOFs can also be modified post-synthetically by adding
more functional groups or substituting metal atoms in the
node.24 This means there are virtually an unlimited number of
combinations of nodes, linkers, functional groups, and topolo-
gies representing an infinite number of possible MOFs. Chung
et al. published 5109 porous structures that have successfully
been synthesized in the computation-ready, experimental
(CoRE) MOF database.25 The Cambridge Crystallographic Data
Centre (CCDC) has published a set of 69666 structures that fit
their criteria for being considered MOFs,26 although we note
that many of the structures in this database are nonporous.
Hundreds of thousands more MOFs have been predicted theo-
retically but have not yet been synthesized.27–29

There are far more possible MOFs than could reasonably
be synthesized and characterized experimentally. High-

throughput computational methods can screen tens of thou-
sands of structures quickly to identify promising candidates
for a specific application. Many groups have used computa-
tional screening to study MOFs for methane storage,27,30–32

hydrogen storage,33–36 CO2 capture,37,38 and other
applications.39–44 Many of these studies use grand canonical
Monte Carlo (GCMC) simulations to calculate uptake of the
target molecule. However, even efficient GCMC simulation
techniques require substantial computational time and effort
for a large number of structures. Computing the uptake at
high pressure for a single MOF can take days or even weeks.
In order to reduce the computational expense for large-scale
screening, some groups have recently been working on low
cost algorithms to estimate the performance of MOFs for gas
storage and to replace brute force GCMC screening of hun-
dreds of thousands of materials. Siegel et al. validated an em-
pirical correlation, the Chahine rule,45,46 between surface
area and hydrogen uptake at 35 bar for 5309 MOFs.47 We
have previously reported a simple metric called the binding
fraction that can be computed quickly from a MOF's geome-
try to provide its suitability for hydrogen storage.35

Others have reduced the number of necessary GCMC sim-
ulations by judiciously sampling the design space of MOF
structures. For example, Chung et al. used a genetic algo-
rithm to efficiently search a large database of MOFs for top-
performing CO2 sorbents.

38

Machine learning methods have also been emerging as a
way to prescreen materials and accelerate large-scale simula-
tion workflows. Textural properties such as the pore volume
and surface area are the most common descriptors for struc-
ture–property relationships in MOFs.27,31,48 Supervised learn-
ing methods can utilize these geometric properties to predict
gas uptake in MOFs and highlight the most important fea-
tures for future design.39,49–51 For example, researchers ap-
plied artificial neural networks to study hydrogen storage in
a diverse materials database containing over 850 000 mate-
rials.33 There is considerable opportunity to diversify the type
of descriptors beyond the standard set of textural proper-
ties.52 Some machine learning studies have considered chem-
ical properties in addition to the classic textural set,53 and
some have developed novel chemical features.28,54 Different
definitions or methods of calculating pore descriptors (i.e.
energetic vs. geometric criteria) are also being revisited in the
literature.55,56

High-throughput screening is effective at identifying the
best candidates for a given storage or separation application.
However, these calculations also produce vast quantities of
data that are currently being underutilized. Machine learning
and data mining techniques offer great potential not only to
accelerate materials simulations but also to glean deeper in-
sights into structure-performance trends. For example, in our
previous work35 we identified the optimal pore diameter, void
fraction, and linker geometry of top-performing MOFs for
cryogenic hydrogen storage. However, the relationship be-
tween textural properties and hydrogen storage is complex,
and it is difficult to evaluate a MOF's capacity based on a
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single property. A high void fraction is generally beneficial,
but there is an optimal value beyond which a larger void frac-
tion is detrimental. The case is the same for pore diameter,
and the relationship between deliverable capacity and gravi-
metric and volumetric measures of surface area is unclear.35

In this work, we demonstrate a way to reduce this complexity
down to a single figure-of-merit, which directly correlates with
hydrogen capacity and does not require textural properties as
inputs. Our new descriptor uses the potential energy land-
scape of a MOF to predict gas storage at very low computa-
tional cost yet with high predictive accuracy. We also demon-
strate that this method is quite general and transferable to
other gases and diverse MOF families.

2 Methods
2.1 Data collection

Our general approach was to apply supervised learning
methods to predict a MOF's volumetric deliverable capacity
for hydrogen by using information from its three-
dimensional potential energy landscape. The model was able
to accelerate screening by rapidly narrowing down the list of
candidate MOFs selected for full GCMC simulations. In this
subsection, we discuss the sources of data used in the ma-
chine learning analysis. We begin with the simulation meth-
odology and parameters for adsorption calculations, then de-
scribe details for an experimental confirmation.

2.1.1 Molecular simulations. We performed grand canoni-
cal Monte Carlo simulations using the RASPA code57 to calcu-
late gas uptake in MOFs. We used 3000 cycles for equilibra-
tion and 3000 for production, which was sufficient sampling
for convergence in previous high-throughput screening work
on hydrogen storage.35 For cryogenic storage applications, we
calculated the deliverable capacity of hydrogen as the differ-
ence in absolute uptake between 100 bar and 2 bar at 77 K.
For methane storage, we used storage and delivery conditions
of 65 bar and 5.8 bar at 298 K.

The energetics of adsorption are commonly modeled
using interatomic potentials. Throughout our simulations,
we assumed a rigid MOF structure with atoms that interact
with adsorbates through Lennard-Jones plus Coulombic po-
tentials:
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(1)

where  is the potential energy between atoms i and j that
are a distance r apart, ε and σ are the Lennard-Jones parame-
ters, and qi is the partial charge on atom i. We took the
Lennard-Jones parameters for the framework atoms from the
Universal Force Field58 and applied the Lorentz–Berthelot
mixing rules for cross terms. We represented hydrogen using
a rigid, three-site model with the H–H bond length fixed at
0.741 Å. The center of mass site used Lennard-Jones parame-
ters from the model of Michels–Degraaff–Tenseldam59 of σ =

2.958 Å and ε/kB = 36.7 K; there are no Lennard-Jones interac-
tions for the other two sites. All three sites had partial
charges from the Darkrim–Levesque model: q = 0.468e on the
H nuclei and q = −0.936e at the center of mass.60 We did not
assign partial charges to the framework atoms, so H2–frame-
work electrostatic interactions were neglected. We modified
the H2–H2 and H2–framework Lennard-Jones interactions
with the Feynman–Hibbs correction61 to account for quan-
tum effects, which are important at cryogenic temperatures
(Fig. S12†), resulting in the potential

V V V VFH LJ Coul LJr r r
kT

r          2 2

24
 (2)

Methane was represented as a single-site pseudo atom
using the TraPPE force field.62 Lennard-Jones interactions
were truncated with a cutoff of 12.8 Angstroms. We were able
to reduce the required computation time for this study by
reusing some GCMC simulation data from previous work on
cryogenic hydrogen adsorption in hMOFs.35 The statistical er-
rors for the GCMC simulations for the CCDC MOFs are given
in Table S3.†

2.1.2 MOF structures. We obtained MOF crystal structures
from published databases of hypothetical and experimentally
synthesized MOFs. Wilmer et al. generated 137 953 hypotheti-
cal MOFs (denoted “hMOFs” herein) by geometrically assem-
bling MOF building blocks and functional groups with a
“bottom-up” construction algorithm.27 Colón, Gómez-
Gualdrón, and coworkers computationally assembled 13 512
topologically diverse MOFs using their topologically based
crystal constructor (ToBaCCo) code, which uses a “top-down”
algorithm to position MOF building blocks onto topological
blueprints.29,36 Finally, we considered experimental structures
aggregated in the CCDC MOF subset.26 High-performing
structures from the CCDC database would be especially inter-
esting since there are existing synthesis protocols. We started
with non-disordered structures and removed all solvent mole-
cules using the Python scripts provided in the ESI† of the
CCDC MOF paper,26 which simulates the fully activated struc-
tures. We then converted the CIFs to P1 symmetry using Mate-
rials Studio to simplify symmetry operations.63 After process-
ing, 54 776 structures were successfully extracted.

2.1.3 Descriptor calculations. For the new descriptor, we
sampled the adsorbate–MOF potential energy landscape by
overlaying a grid on the simulation box and calculating the
interaction energy between the framework and a hydrogen
probe at each grid point. The H2–MOF interaction potential
does not depend on the molecular orientation because only
Lennard-Jones interactions are considered, and there is only
one Lennard-Jones site on the H2 molecule. Thus, we do not
have to consider orientation effects. Effects of guest–guest in-
teractions are implicitly learned by the model. We performed
analysis using MOF supercells larger than twice the Lennard-
Jones cutoff value to avoid atom self-interaction with periodic
images. We computed the energy grids using an energy grid
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calculator in RASPA that reports results in a plain-text
format.57

Surprisingly, a somewhat coarse 1.0 Angstrom grid spac-
ing is sufficient for our analysis (section 3.1). For most MOFs,
the calculated energy histogram bins are consistent between
a 1.0 Angstrom grid and a finer 0.5 Angstrom spacing (Fig.
S31†). Training the model on the finer 0.5 Angstrom grid
spacing slightly increases the accuracy of the predictions
(Fig. S30†), but the increased grid resolution may not warrant
the increased computation time, which scales as (1/spacing3).
Based on this tradeoff, we prioritized calculation speed, be-
cause we intended to rapidly screen large MOF databases and
identify leads to study with more detailed simulations.

Fig. 1 summarizes our workflow for feature extraction and
model calculations. Many machine learning methods require a
fixed number of input variables, so we converted the 3D energy
landscape into a 1D distribution by taking a histogram binned
by energy. This transformation makes the approximation that
all sites with the same energy have similar adsorption proper-
ties, so spatial details (i.e. relative positioning of the sites) are
discarded. In the energy histogram, the height of each bin rep-
resents the proportion of the unit cell with a particular host–
guest interaction energy. For example, one bin reports the pro-
portion of grid points with an energy between −5 kJ mol−1 and
−4 kJ mol−1 of attraction. Since each bin represents a probabil-
ity, the sum over all bins for a given MOF is unity.

For hydrogen, we calculated bins using a width of 1 kJ
mol−1 ranging from −10 kJ mol−1 (attractive) to 0 kJ mol−1.
Geometric overlap between a grid point and MOF atom is a
(highly) repulsive interaction, so we included a single bin for
all positive values of energy.

Some grid points have a greater attractive energy than the
−10 kJ mol−1 bound, so we likewise included a bin for ener-
gies less than −10 kJ mol−1 (see Table S5†). Energy grids for
methane were calculated similarly. Since methane adsorbs
more strongly than hydrogen, we generated bins in 2 kJ
mol−1 increments between −26 and 0 kJ mol−1, again with a
repulsion bin. More details about the histogram calculations
are discussed in section 3.2.

2.2 Data analysis

Our supervised learning method analyzes the energy and GCMC
data discussed in the previous section. The response variable we
are trying to predict is the hydrogen deliverable capacity for a
MOF. The feature matrix consists of n MOFs and p explanatory
variables, which are the histogram bins for each MOF. For exam-
ple, the selected histogram parameters for hydrogen yield an en-
ergy histogram containing 12 bins for each MOF. Thus, the fea-
ture matrix for the hMOFs has dimensions 137953 by 12.

We tested several forms of linear regression to correlate
the energy histogram bins to gas uptake in MOFs. The sim-
plest is multiple linear regression (MLR), a multidimensional
generalization of ordinary least squares linear regression.
The model is fit with a linear coefficient βj for each explana-
tory variable xj, plus the y-intercept β0 and takes the form

y = βX = β0 + β1x1 + β2x2 + ⋯ + βpxp. (3)

In this work, we primarily used a sparse linear regression
algorithm: least absolute shrinkage and selection operator
(LASSO) regression.64 The final model takes the same form as

Fig. 1 Overall machine learning workflow. For each MOF, we sampled the potential energy distribution by calculating the energy of a hydrogen
probe at grid points within the MOF unit cell, then summarized the distribution of energies as a histogram. Each bin in the resulting energy
histogram is a feature in the regression model, which enables the model to capture effects from different attractive and repulsive regions of the
MOF in predicting hydrogen deliverable capacity.
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MLR, but the β coefficients are fit differently. In MLR and
simple linear regression, the goal is to minimize the sum of
squared errors from the residuals. LASSO modifies the objec-
tive function by adding a penalty term based on the L1-norm
of the coefficients (the sum of their absolute values). In
LASSO, the strength of this penalty term is set by a
hyperparameter λ, so the training algorithm solves for the β

coefficients that minimize the following argument.

y Xi i
i

n

j
j

p

  
 
   2

1 1
(4)

If λ is set to zero, then the objective function reduces to
MLR. In general, adding a penalty term while training ma-
chine learning models is called regularization, and it helps
avoid overfitting a model to the training data by balancing
the fitting accuracy against the model simplicity. LASSO in
particular is an effective method for feature selection since it
can set coefficients to zero, thus generating a sparse model.

We carried out data analysis in R65 using the glmnet66

package for model calculations. To assess the accuracy of
model predictions, we used simple random sampling to di-
vide each database into 1000 MOFs for model training and a
set of different MOFs as separate holdout data for testing.
We set the regularization parameter λ using an automated ap-
proach in the glmnet package, described in Fig. S22.† The
fitting procedure in this package implicitly standardizes the
explanatory variables by fitting a model using the z-score of
each variable, then it transforms the model β coefficients
back to the original units so the fitted equation can be used
as-is with the original, unstandardized variables.

2.3 Experimental details

A published procedure was followed for the synthesis of
MFU-4l.67 The MOF crystals were recovered by centrifuge,
washed with dimethylformamide, methanol, and
dichloromethane and then soaked in dichloromethane over-
night. The solvent exchanged MOF crystals were then acti-
vated under vacuum at 180 °C for 18 h prior to gas adsorp-
tion measurements. Gas isotherm measurements were
performed on a carefully calibrated, high accuracy, Sieverts
apparatus under computer control at NIST. The instrument
and measurement-protocol are described in detail by Peng
et al.68 For further details, refer to the ESI.†

3 Results and discussion
3.1 Model interpretation and performance

Prior work on a “binding fraction” metric pointed out an op-
timum binding strategy for hydrogen storage via
physisorption at cryogenic conditions.35 A material needs to
have sufficient hydrogen–framework interactions to bind hy-
drogen; otherwise its void space will have relatively low hy-
drogen density even at high pressure. However, if the mate-
rial binds hydrogen too strongly, the gas cannot be released.

Thus, even though a strongly adsorbing site increases the ab-
solute uptake of hydrogen at storage conditions, it does not
contribute to deliverable capacity unless hydrogen can also
desorb at the lower delivery pressure. The balance of adsorp-
tion strength is demonstrated in Fig. 2, which highlights two
examples of MOFs with different adsorption and uptake
properties.

In order to capture the effects of adsorption strength, we
developed a descriptor derived from the energy distribution
(discussed in section 2.1.3 and Fig. 1). The gray points in
Fig. 3(a) depict the coefficients for the LASSO model. We fit
the model β coefficients by training the model against GCMC
hydrogen deliverable capacity for 1000 structures in the
hMOF database. An example energy histogram (MOF-5) is
depicted by the bars in Fig. 3(a): we can predict the hydrogen
deliverable capacity for this MOF by multiplying each β coef-
ficient by the height of the corresponding histogram bar,
then taking the sum of these contributions and the β0 con-
stant term. See eqn (3).

Examining Fig. 3(a) from right to left, we first note that
the strongly repulsive region has a negative β coefficient. The
negative coefficient means that if the MOF were modified in
a way that increased this histogram bin (in this case, by
adding to the repulsive region of the MOF), the deliverable
capacity would decrease. Specifically for this bin, more space
would be occupied by framework atoms, leaving less void
space available for hydrogen adsorption. In contrast, the
weakly attractive region from −4 kJ mol−1 to 0 kJ mol−1 has
the largest positive β coefficients, indicating that increasing

Fig. 2 (a) Case study of two MOFs, hMOF-1898 and hMOF-5072244,
with different pore energetics. (b) Although the MOFs have similar sat-
uration loadings, their deliverable capacity is considerably different due
to the amount of hydrogen remaining in the tank at low pressure.
Dashed lines designate the delivery and storage pressures of 2 bar and
100 bar, respectively. The x-axis is plotted on a log scale.
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the fraction of the MOF with this binding strength would
yield the largest gains in hydrogen storage.

For hydrogen storage applications, the deliverable capacity
of a porous material is calculated as the difference in hydro-
gen uptake at two conditions, in this case 100 bar and 2 bar
isothermally at 77 K. We can train separate models for abso-
lute uptake at the storage and delivery conditions to learn
more about the underlying chemistry. Fig. 3(b) shows sepa-
rate regression coefficients to predict hydrogen adsorption at
100 bar (red) and 2 bar (blue), both at 77 K. Examining the
coefficients, we see that for sites with energies stronger than
−5 kJ mol−1, the coefficients from the 2 bar model are larger
than those for the 100 bar model. The strongest adsorption
sites bind hydrogen too strongly and prevent it from
desorbing at delivery conditions. In contrast, sites with a
milder attraction still bind hydrogen at 100 bar but consider-
ably less at 2 bar, so the net storage of hydrogen improves.

Looking at the repulsive bin, the coefficient is larger at 100
bar than 2 bar, because the available void space becomes
more important at high pressure.

Similarly, we considered the effect of temperature in two
separate models, shown in Fig. 3(c). Less hydrogen adsorbs
at 160 K than 77 K due to entropic effects. Higher tempera-
tures require stronger adsorption sites to bind hydrogen,
which is reflected in the two sets of LASSO coefficients.‡

In addition to extracting adsorption insights, we also
assessed the quality of the model fit and predictions for hy-
drogen uptake. Fig. 4 shows the parity between the regression
model and GCMC simulations for the hydrogen deliverable
capacity. As seen from Fig. 4(a), the LASSO model can consis-
tently fit adsorption data for all uptakes and has an R2 of
0.96. We also quantified how predictive the model is on sepa-
rate testing data (Fig. 4(b)), which directly indicates the
model accuracy for screening new MOFs. On average, the
LASSO model is accurate to within 2.4 g L−1 of the GCMC cal-
culations as determined from the mean absolute error
(MAE), defined as

MAE  1n y yi i (5)

where yi is the GCMC uptake for a MOF i and ŷi is the pre-
dicted value. Based on the residual plots in Fig. S26,† nearly
all of the predictions have an absolute error smaller than 10
g L−1. Another common measure of error is the root-mean-
squared error (RMSE), defined as

RMSE 
  y y
n
i i

2 (6)

which is approximately 3 g L−1 for this model.
Finally, we evaluated the cross-validated R2 value, also de-

noted Q2, which characterizes how much variance in the test-
ing data is captured by the model. We calculated Q2 to assess
the accuracy of predicting validation data outside of the
model fit.69 The formula for calculating Q2 is analogous to
the coefficient of determination R2:

Q
y y

y y
i i

i

2

2

1 
 
 

   

 





(7)

This equation is identical to R2 except for the method of
predicting each yi. We calculated Q2 using K = 10-fold cross-
validation, which randomly splits the data into ten sets, then
iteratively fits a model using nine of them while making pre-
dictions on the remaining holdout partition. This procedure
is marked with the y(i) notation above and ensures that the
test data for predictions is distinct from the data used to fit

Fig. 3 Regression coefficients, drawn as points, overlaid on the
energy histogram for MOF-5. Histogram bars are shaded using the
same color bar as Fig. 1. Points represent the β coefficients for the
LASSO regression model trained on GCMC data for 1000 hMOFs. The
model is fit to hydrogen adsorption data calculated (a) as the
deliverable capacity between 100 bar and 2 bar at 77 K, (b) separately
at pressures of 2 bar and 100 bar at 77 K, and (c) at two different
temperatures of 160 K and 77 K at 2 bar. The deliverable capacity β

values are provided in Table S6.†

‡ Since the Feynman–Hibbs correction term in the potential contains tempera-
ture, we recalculated the energy grids and histograms at 160 K for the higher
temperature results. See Fig. S13.†
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the model. Since R2 is based on the training data, it will
monotonically increase with overfitting, whereas Q2 will de-
crease once the model no longer generalizes to the testing
data.70

Using the hMOF data, we obtain an extraordinary Q2 of
0.96, supporting our claims that the model identified proper-
ties of the energy histogram that are predictive to other
MOFs. To establish a baseline value for Q2, we shuffled the
explanatory and response variables (Fig. S28†), which feeds
the model “junk” data for the variables without changing
their statistical distributions.71 From this experiment, we find
that the model has a baseline Q2 of 0, which is the same as a
naive model based on the mean uptake without other param-

eters. Thus, the model is fitting important features of the
data and not reporting spurious correlations based on noise.

3.2 Method generality

After training a LASSO regression model and testing its pre-
diction accuracy for hydrogen storage, we explored the gener-
ality and limitations of the methodology. Most importantly,
we wanted to test the transferability to other sets of MOFs
and other simple adsorbate molecules. We also evaluated the
method's robustness by modifying the parameters for histo-
gram binning and model regularization. From these studies,
we learn more about the model's usefulness for screening
other systems.

3.2.1 Testing the approach with other databases. We ap-
plied the model and fitting procedure to other sets of MOFs
to test its domain of applicability. If the correlations are truly
based on the fundamental properties of adsorption, we would
expect trained models to be transferable between different
MOF databases. Earlier, we noted that our approach sim-
plifies a complex energy landscape into a histogram that ne-
glects spatial information. Some MOF databases such as the
hMOFs27 have low topological diversity,72 so there is a chance
of overfitting a model and design rules to a particular pore
shape. We tested for this effect by analyzing the ToBaCCo
MOF database, which was designed for topological diver-
sity.29,36 From the parity plot in Fig. 5(a), we see that a LASSO
regression model trained on 1000 ToBaCCo MOFs can accu-
rately predict ToBaCCo test data.

Fig. 5(b) shows that the hMOF-trained model is also pre-
dictive of deliverable capacity in the ToBaCCo MOFs without
retraining, except for large pore MOFs where the model
overpredicts. Comparing the geometric properties of the
hMOF and ToBaCCo databases (Fig. S19†), we see that there
are many ToBaCCo MOFs with a largest cavity diameter
larger than any MOF in the hMOFs, so the hMOF-trained
model does not adequately characterize these MOFs. Bobbitt
et al. previously demonstrated that if a pore is too large, the
H2–MOF interactions are too weak to sufficiently bind hydro-
gen, so this region is wasted space in the MOF and thus in
the vehicle fuel tank.35 Overall, the issue in transferability
highlights that extrapolation should be used with caution. In
this instance, the training set did not have a sufficiently di-
verse set of pore characteristics, which could have yielded
misleading results if the model validation had been skipped.

To account for the differences in pore characteristics be-
tween the two databases, we trained a “mixed model” using a
training set of 500 hMOFs and 500 ToBaCCo MOFs randomly
selected from their parent databases. Fig. S24† confirms that
the coefficient for weak H2–MOF interactions is smaller in
the combined model, which corrects the earlier overpredic-
tion in large pore MOFs. Applying the mixed model, we see
that the predictions on other ToBaCCo MOFs are consider-
ably better than the hMOF-trained model (Fig. 5(c)). Further-
more, we verified that the mixed model generalizes to several
topologies and pore shapes (Fig. S27†). Since the model is

Fig. 4 Parity plot for training and testing data from the hMOF
database using the sparse regression model for the hydrogen
deliverable capacity between 100 bar and 2 bar at 77 K. Each point
represents one MOF structure from the hMOF database. (a) Training
data is displayed in orange; (b) testing data is in blue. The data are
tightly correlated with R2 = 0.96 for the training data and Q2 = 0.96
using cross-validation.
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only based on the energy histogram, it does not have any ex-
plicit dependence on spatial or textural properties. The sim-
ple one-dimensional descriptor derived from the energy land-
scape is all that is needed to predict hydrogen uptake in
MOFs to within a reasonable error.

We also tested the applicability of the mixed model for
screening experimentally-derived structures in the CCDC
MOF database using a random subset of 1000 MOFs for vali-
dation.26 From the parity plot in Fig. 5(d), we find that the
mixed regression model predicts the hydrogen deliverable ca-
pacity for the CCDC MOFs reasonably well. Model errors tend
to be overpredictions, but this type of error is not a problem
for purposes of screening for top materials. A false positive

for a “top MOF” (which will result in an additional GCMC
simulation of a poorly performing material) is preferable to a
false negative (excluding a top candidate), since these simula-
tions are not prohibitively expensive individually. We expect
that our method could also be applied to other classes of
nanoporous materials, such as zeolites, covalent organic
frameworks, or zeolitic imidazolate frameworks, using suit-
able potentials and validation tests.

3.2.2 Applying the approach to methane. We also tested
the applicability of our modeling approach to another gas fre-
quently studied for gas storage applications in MOFs: meth-
ane. Like hydrogen, methane is frequently modeled using a
single-site Lennard-Jones pseudo-atom for guest–host

Fig. 5 Application of the energy histogram model to other MOF databases. The property to be predicted is the deliverable hydrogen capacity
between 100 bar and 2 bar at 77 K. Parity plots of (a) ToBaCCo test data using a model trained using ToBaCCo MOF data, (b) ToBaCCo testing
data using the trained hMOF model, shaded by the largest cavity diameter (LCD) of each MOF. Note the poor performance for large pore MOFs, (c)
predictions on ToBaCCo testing data using a model trained with 500 hMOFs and 500 ToBaCCo MOFs (“mixed model”), and (d) testing the mixed
model on a random sample of CCDC MOFs. Many of the CCDC MOFs have low porosity, which the model successfully captures by predicting low
gas uptake for these structures.
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interactions. Adapting the regression workflow for methane
only requires a few minor changes: methane does not require
Feynman–Hibbs corrections, so the Lennard-Jones potential
form is simpler, and methane adsorbs more strongly, so the
range of bins in the energy histogram is larger. Otherwise, af-
ter updating the interatomic potentials and GCMC training
data, the workflow for methane is identical to hydrogen's.
This method may be extensible to other simple molecules,
and possibly multisite molecules by sampling multiple spa-
tial orientations of the adsorbed molecule, but these exten-
sions are beyond the scope of the current work.

We trained a model using 1000 hMOFs to predict the de-
liverable capacity of methane at 298 K between 65 bar and
5.8 bar.31,73 From the parity plot in Fig. 6(a), we see that the
model can accurately predict the deliverable capacity of meth-
ane in the hMOF testing data set. The model overpredicts the
capacity in MOFs with very poor uptake, but these MOFs
would not be interesting for gas storage applications. The ac-
curacy for well-performing MOFs is more important for rank-
ing and screening purposes. By analyzing the coefficients for
the deliverable capacity model in Fig. 6(b), we observe similar
adsorption design principles as for hydrogen. Somewhat
weakly attractive regions of the MOF are ideal for gas storage
and release, and strongly adsorbing sites will not release
bound methane at the delivery conditions. The predicted op-
timal heat of adsorption for methane is larger in magnitude

than that for hydrogen, which agrees with physical intuition
about these two molecules. Our model predicts the optimal
energy range for methane is between 6–12 kJ mol−1, which is
mostly in agreement with results (10.5–14.5 kJ mol−1)
reported by Gómez-Gualdrón et al. based on high-throughput
GCMC simulations.74

3.2.3 Modifying method parameters. We tested the robust-
ness of the method to different options for generating the
model and descriptors. Fig. 7 shows that the model is robust
to the bin width selected for generating the energy histo-
grams. The original model used a bin width of 1 kJ mol−1 for
hydrogen, and the procedure yields consistent results across
an order of magnitude of bin widths ranging from 0.25 kJ
mol−1 to 2.5 kJ mol−1. The β coefficients (colors in Fig. 7) are
robust to the selected bin width and maintain the same
trends. The magnitude of the coefficients also scales with bin
width as expected: as the width of a bin decreases, its β also
decreases since the effect is spread out over multiple adjacent
bins. Q2 slightly decreases with coarser bins, but remains ex-
ceptional for the tested widths (Q2 > 0.90). We also note that
if the bin width is too fine, there are unphysical artifacts in
the regression coefficients (nonsmooth trends) likely due to
model overfitting.

In selecting a statistical learning model, we decided to use
LASSO for its simplicity, interpretability, and resistance to
overfitting. However, there are other regularization methods
for fitting regression models, so we tested two other ap-
proaches for fitting. Ridge regression75 is conceptually simi-
lar to LASSO, except the penalty term is based on the L2-
norm of the coefficients (the penalty term λ

P
|βj| becomes

λ
P

(βj)
2). One consequence is that ridge regression cannot

shrink coefficients to zero. We also examined the ordinary
least squares approach to multiple linear regression (MLR),

Fig. 6 The energy histogram regression approach can be adapted to
methane. (a) Parity plot of hMOF database testing data. (b) Regression
coefficients for the deliverable capacity of methane at room
temperature between 65 and 5.8 bar.

Fig. 7 Model coefficients are robust to histogram binning strategy.
Different bin widths were tested in 0.25 kJ mol−1 increments,
designated by the position of the model along the y axis. We used a
width of 1.0 kJ mol−1 for hydrogen adsorption models discussed
elsewhere in the paper. The energy range for each bin is shown by
bars spanning along the x axis and colored by the β of the
corresponding LASSO model trained on 1000 hMOFs.
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which does not include regularization, as a base case. From
Fig. S21,† we find that all three of these models yield consis-
tent predictive performance. Regularization is not essential
to obtain accurate predictions using our approach, but
LASSO has the potential to simplify the model.

We also tested the model's sensitivity to the number of
MOFs used in the training set. Calculating hydrogen adsorp-
tion in 1000 MOFs at two pressures is highly feasible. How-
ever, for some adsorbates (e.g. water), the simulations are
particularly challenging, and even 500 calculations may be
prohibitively expensive. For hydrogen, we determined that
the model was well-converged when using 1000 MOFs for
training, but as few as 150 training samples may still give rea-
sonably similar results (Table S9†).

3.3 Accelerating MOF screening

As a demonstration of our method, we screened the CCDC
MOF database to find top candidates for hydrogen storage.
Specifically, we focused on the volumetric deliverable capac-
ity, because it directly influences the fuel tank size for vehicu-
lar applications.36,76,77 Based on the parity plot in Fig. 5(d), a
LASSO regression model is suitable for quantitatively
predicting the deliverable capacity of hydrogen for materials
selection. Instead of a brute force GCMC screening on the
full database, which is computationally expensive, our screen-
ing workflow consisted of calculating the energy histogram
for each material, running the sparse regression model to
predict the deliverable capacity, and selecting the top candi-
dates to validate using standard GCMC simulations.

As reported in the literature, the majority of structures in
the CCDC MOF subset are nonporous.26 It is common to add
a textural analysis step to screening workflows in order to
avoid simulations on nonporous materials, but this step is
not necessary in our energy histogram analysis. Our model
automatically assigns a low uptake to nonporous materials,
which have a large repulsive bin in the energy histogram cal-
culation. A more complex textural analyses is not required
and would not reduce the overall simulation time much, be-
cause the energy-based approach is sufficiently rapid.

3.3.1 Identifying high-performing MOFs. We used our
method to rapidly predict the hydrogen deliverable capacity
for all 54 776 structures in the CCDC MOF subset and flag
the top 1000 structures. Then, we ran GCMC simulations on
the top 1000 to verify the accuracy of the model and to deter-
mine which materials would be most interesting for further
consideration. We found suitable agreement between the re-
gression predictions and GCMC results (Fig. S29†), providing
additional confidence in the machine learning accelerated
workflow.

In visualizing the top candidates flagged by the regression
model, we observed that some of the structures were not
MOFs. Some of the structures only included an unrealistic ar-
rangement of metallic atoms in a unit cell, without any or-
ganic motifs. These structural errors can be attributed to the
difficulty of automated structure curation and may be a con-

sequence of enabling a flag in the solvent removal script to
remove all monodentate solvents. We performed structural
analyses using Zeo++78 to determine the dimensionality of
connected framework atoms. Overall, 26.5% of the desolvated
MOFs in the CCDC subset were classified as 3D frameworks.
Among the top 1000 structures, 119 contained a 3D frame-
work, and 51 of these had a hydrogen deliverable capacity
above 45 g L−1 as calculated by GCMC.

3.3.2 Model-informed experiments. We focused on a list of
the top 25 3D candidates (Sec. S5†) from the targeted GCMC
simulations as a starting point for experimental validation.
We considered practical aspects such as ease of synthesis of
the MOF, expected MOF robustness, and other heuristics
based on experience to select one MOF for experimental
preparation: MFU-4l (refcode UPOZAB),67 depicted in
Fig. 8(a).

The chosen MOF, MFU-4l, can be synthesized using sev-
eral different metals. Using the machine learning approach,
in less than an hour we obtained a preliminary answer to the
question: will changing the metal composition have a signifi-
cant effect on the MOF's hydrogen storage properties? We
tested this effect computationally by replacing the metal
atoms in the MFU-4l crystal structure with four candidates
(Co, Mn, Ni, and Zn). We calculated the energy histograms
for each material and predicted the uptake using the LASSO
model, finding no significant difference in gas uptake be-
tween the structures, which we confirmed with GCMC

Fig. 8 Applying the trained hMOF model for screening the CCDC
MOF database. (a) Structure and (b) hydrogen adsorption isotherm for
MFU-4l, a high-performing MOF selected for experimental validation.
Red symbols are isotherm points from experiment and blue points are
from GCMC simulations at 77 K (squares), 160 K (circles), and 296 K
(triangles).
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simulations. Thus, we proceeded with experimental synthesis
and characterization of MFU-4lĲZn) due to the ease of synthe-
sis using Zn.

The excellent agreement between calculated and experi-
mental N2 isotherms (Fig. S4–S6†) suggests that a highly crys-
talline and well-activated MFU-4l was achieved. It is crucial to
check and confirm the quality of the synthesized MOF since
the calculations were performed on ideal structures with no
defects or solvent molecules in the structure. After
confirming the quality of the MFU-4l sample, we measured
the high pressure H2 isotherms (Fig. 8) using the guest-free
MFU-4l crystals, which showed 36 g L−1 deliverable H2 uptake
at isothermal conditions of 77 K using 100 bar for storage
and 2 bar for delivery. The agreement between the calculated
and experimental high pressure H2 isotherms confirms the
validity of our approach.§ We also note that alternative deliv-
ery conditions of 5 bar, 160 K have been more recently pro-
posed to extract additional storage capacity from nanoporous
materials,79 and studies have begun testing these operating
parameters for MOF design.36,76 We measured a hydrogen de-
liverable capacity of 47 g L−1 for storage at 100 bar, 77 K and
delivery at 5 bar, 160 K and 29 g L−1 for delivery at 5 bar, 77
K. These properties place MFU-4l among the top-performing
MOFs for hydrogen storage among a diverse series of MOFs
that were recently benchmarked experimentally and
computationally.77

3.3.3 Method benchmarking. Overall, the hybrid regres-
sion/GCMC workflow is considerably faster than brute force
GCMC screening. Our original GCMC screening of the
137 953 hMOFs for hydrogen storage required approximately
500 000 CPU hours of compute time.35 In contrast, the ma-
chine learning workflow in this work only required 97 CPU
hours to calculate the energy grids for the same hMOF data-
base, another 13 hours to bin these grids into energy histo-
grams, and less than 15 minutes to fit and run the regression
analyses. Although the machine learning workflow requires
training and validation data from GCMC simulations (or ex-
periment), it is also more scalable to large MOF databases.
Once the approach has been validated for reliability, addi-
tional structures are computationally inexpensive to test, re-
quiring seconds per MOF instead of hours or days. On the
other hand, the number of GCMC simulations required in a
conventional brute force screening approach scales linearly
with the number of structures. For example, screening an-
other 130 000 hMOFs would require another 500 000 CPU
hours using the brute force approach. Using the new ap-
proach, the same task could be completed using 100 hours
upfront to flag the most promising structures, then targeting
GCMC calculations on the number of desired candidates.
The time savings from this method may be even greater in
systems where GCMC simulations are difficult.

4 Conclusions

In this work, we demonstrated that sorbate–sorbent energy
histograms are an effective descriptor to predict gas adsorp-
tion in MOFs, enabling rapid screening of large numbers of
MOFs. At its core, the method correlates gas uptake with in-
formation about MOF–guest interactions, which is ultimately
the property that governs physisorption in GCMC simulations
and experiment. This physical basis makes the approach ac-
curate, transferable, and robust. The approach can also pro-
vide data-driven insights about ideal materials for a given ap-
plication. We applied a trained model to screen 54 776
structures in the CCDC MOF subset and identify the top can-
didates with less than 10% of the total computational re-
sources of a brute force screening, even when accounting for
validation simulations. We synthesized one of these MOFs,
MFU-4lĲZn) and confirmed its high hydrogen storage capacity
experimentally. The approach presented in this work is a
promising method to accelerate MOF screening and to reveal
key material properties for a given application, which may
then guide material design. Future work will focus on testing
the range of applicability of the method.
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