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Molecular and living cell dynamic assays with
optical microscopy imaging techniques

Hua Liu,a Zhongju Ye,a Xin Wang,a Lin Weib and Lehui Xiao *a

Generally, the message elucidated by the conventional analytical methods overlooks the heterogeneity of

single objects, where the behavior of individual molecules is shielded. With the advent of optical

microscopy imaging techniques, it is possible to identify, visualize and track individual molecules or nano-

particles under a biological environment with high temporal and spatial resolution. In this work, we sum-

marize the commonly adopted optical microscopy techniques for bio-analytical assays in living cells,

including total internal reflection fluorescence microscopy (TIRFM), super-resolution optical microscopy

(SRM), and dark-field optical microscopy (DFM). The basic principles of these methods and some recent

interesting applications in molecular detection and single-particle tracking are introduced. Moreover, the

development in high-dimensional optical microscopy to achieve three-dimensional (3-D) as well as sub-

diffraction localization and tracking of biomolecules is also highlighted.

Introduction

Exploring the physical and chemical properties of target
objects has been the unremitting pursuit of researchers, such
as the heterogeneity of individual cells and the kinetics of indi-
vidual molecules in the process of chemical reactions.1,2 With
the development of optical microscopy techniques, research
on single-molecule and -cell analysis has received burgeoning
attention and rapid advancement. Nowadays, both the reactiv-
ity of a single-molecule and the movement of a single-particle
within a cell can be revealed.3,4 The conventional ensemble
averaged measurements tend to ignore the heterogeneous be-
havior of many individual objects and even result in false judg-
ment. Different from conventional measurements, microscopy
analysis with optical methods can afford statistical and
dynamic information in situ. An example is the transcription
process of DNA. Studies have shown that polymerases are used
to transcribe information stored in DNA and they move along
DNA with specific step size (i.e. 3.4 Å).5,6 This continuous and
linear process is also associated with random intermittency in
the overall process. Quantifying the production rate of proteins
within the cell with ensemble measurements (e.g., western
blotting) only reflects a continuous process where the step-by-
step motion of polymerases cannot be elucidated.7 Masking of

individual molecular information in the overall measurement
may give us a misunderstanding of the native biological
process. Meanwhile, many diseases also occur due to the
errors at the single-molecule level, for example, the mutation
of a gene. A deep understanding of the molecular feature at
the single-molecule level is therefore of great significance.

Typically, the merits of single object detection and analysis
are covered by the following three points. (1) The ensemble
properties can be evaluated from the statistics of enough
single objects, while the precise characterization and dynamics
of individual objects cannot be captured from ensemble
experiments in general.2 (2) Single object analysis with optical
microscopy can afford sufficient spatial and temporal resolu-
tion which is one of the most important approaches to reveal
the precise structure–reactivity relationship of the molecules
or nanoparticles. (3) Exploring the essence of reaction
dynamics plays crucial roles in manipulating the reaction path-
ways on the atomic and molecular scale. Basically, our knowl-
edge of molecular interactions and chemical changes comes
almost exclusively from experiments on ensembles of mole-
cules. Single object analysis can capture more detailed infor-
mation from individual behaviors and reveal the structure–
activity relationship of a single atom or molecule.

In this review, we firstly introduce the significance and
basic principles of TIRFM, SRM, and DFM, which are the three
most commonly used optical microscopy techniques for ultra-
sensitive detection, such as molecular detection and single-
molecule (or -particle) tracking within the cell. Recent achieve-
ments of these techniques in molecular detection, single-
molecule (or -particle) tracking, and high-dimensional
imaging are delineated. The challenges and prospects of
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optical microscopy methods for bio-analytical oriented appli-
cations are also discussed. Finally, perspective regarding the
remaining challenges and directions for future advancements
are discussed.

Optical microscopy imaging methods
for molecular and living cell dynamic
assay

The revolution in optical microscopy techniques has spawned
a series of robust imaging methods, paving the way for moni-
toring chemical activity on the atomic or molecular scale and
tracking single objects (molecules or particles) inside the
living cells. For biological-oriented applications, the com-
monly adopted optical microscopy techniques can be classi-
fied into fluorescence and non-fluorescence modes. For the
first mode, fluorescence-based optical microscopy techniques
mainly include confocal laser scanning microscopy (CLSM),
TIRFM, and SRM. The second mode is based on the scattering
or absorption properties of the probes, for example, DFM,
differential interference contrast microscopy (DIC) and inter-
ferometric scattering microscopy (iSCAT). Previously, the basic
principles of these techniques were discussed in detail by
many comprehensive reviews.8–10 Photophysical and biological
orientated applications of these methods have also been sum-
marized by several excellent studies.11–13 In the following
section, we are essentially focusing on the most commonly
used optical microscopy techniques for molecular and living
cell dynamic assays, including TIRFM, SRM and DFM.

Total internal reflection fluorescence microscopy (TIRFM)

Despite the extensive applications of optical microscopy tech-
niques, some challenges still exist. For example, the native
fluorescence from the cell sample and the interfering signal
from different focal planes make individual events hardly able to
be differentiated. The advent of TIRFM makes it possible to solve
this problem. Total internal reflection occurs when a propagated
wave strikes a medium boundary at an angle larger than a par-
ticular critical angle with respect to the normal to the surface. An
evanescent wave is then generated when the incident light is
totally reflected at the interface (i.e., the glass–water interface)
(Fig. 1A). The evanescent electromagnetic field decays exponen-
tially from the interface. The penetration depth can be calculated
by using the formula: d = (λ/4π)(n12 sin2 θ − n2

2)−1/2, where θ

represents the incidence angle of the excitation beam, and n1
and n2 are the refractive index of the cover slip and the speci-
men, respectively.14 Through controlling the incident angle
and laser power, the evanescent wave penetrates to a depth of
only approximately 100 nm into the sample medium.15 Thus
the TIRFM enables a selective visualization of surface regions
such as the basal plasma membrane (which are about 7.5 nm
thick) of cells. The fluorescent molecules in the bulk solution
or within the cell cannot be excited under this mode, enabling
single-molecule sensitivity at the interface.16

Owing to the greatly improved signal-to-noise ratios (S/N),
TIRFM allows the imaging of the movement of single mole-
cules with high spatial resolution, even beyond the optical
diffraction limit.17 Yildiz et al. made it possible to observe the
movement of motor proteins with 1 nm precision based on
Gaussian algorithm fitting of the point spreading function
(PSF) from individual molecules.18 Owing to these attractive
advantages of TIRFM, many interesting biological processes,
particularly membrane events, have been extensively
explored.19,20

Super-resolution optical microscopy (SRM)

Typically, lens-based optical microscopy cannot discriminate
objects less than 200 nm due to the optical diffraction limit.
The recent progress in super-resolution imaging, especially in
fluorescence-based optical microscopy, has broken the diffrac-
tion limit and achieved tens of nanometers spatial resolution,
enabling the observation of biological macromolecules and
micro-structures of organelles in living cells with unpre-
cedented clarity.21,22 SRM provides an opportunity to observe
protein expression and gene coding processes at the molecular
level.

Generally, the current SRM techniques can be classified
into two groups, which are based on the non-linear effect of
fluorophores through saturated depletion/excitation and the
accurate localization of individual fluorophores, respectively.
Stimulated emission depletion (STED) microscopy is a well-
known representative of the first mode, which breaks a diffrac-
tion resolution barrier by superimposing excitation and a
depletion laser with different phase-spatial distributions.
Specifically, as shown in Fig. 1B, there are two beams in STED
microscopy.23 The excitation laser stimulates fluorophores,
and then the depletion laser drives the excited fluorophores
back to the ground state by stimulated emission, suppressing
spontaneous fluorescence emission. The emission wavelength
of the fluorophore is comparable to that of the depletion laser.
The donut-shaped energy distribution of the depletion laser is
generated by a phase modulator, which suppresses fluo-
rescence emission in the periphery while the central part is
not affected. As a result of the STED pattern, the PSF of indi-
vidual fluorophores is sharpened, reducing the focal spot area
and thus improving the lateral resolution. Willig et al.
observed individual synaptic vesicles using a STED microscope
with 45 nm spatial resolution in the focal plane.24

Through accurately localizing the spatial position of indi-
vidual fluorophores, many interesting SRM methods have
been developed, including stochastic optical reconstruction
microscopy (STORM), photoactivated localization microscopy
(PALM), and point accumulation for imaging in nanoscale
topography (PAINT) (Fig. 1C–E).23,25,26 Different from the STED
strategy, these approaches have overcome the diffraction
resolution barrier by iterating images of fluorescent probes at
different time points. Provided that the density of probes is
low enough, each bright spot in the fluorescence image can be
considered as the PSF from individual molecules. Thus, this
approach can return the absolute position of the object by
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replacing the PSF of the object with its centroid point based
on a Gaussian function fitting.

In STORM and PALM procedures, organic dyes or fluo-
rescent proteins bound to molecules or particles are succes-
sively activated, localized and deactivated. Then the image
with high precision can be achieved by overlapping these
frames, formed at different time points. A recent study by

Soper and colleagues mapped the functional groups present
on a surface using STORM, with a fluorophore localization of
17 nm, allowing for an assessment of charge heterogeneity.27

It is reported that the localization precision is positively corre-
lated with the square root of the number of fluorophore posi-
tion measurements.28 The more the accumulation of frames,
the higher the spatial precision that can be achieved. However,

Fig. 1 (A) Schematic diagram of objective-type TIRF and prism-type TIRF. (B) Schematics of the light path for a STED microscope.23 (C–D) The prin-
ciple of STORM and PALM imaging, and the comparison of the TIRF microscopy image (left) and PALM imaging (right) of the thin section from a
COS-7 cell (D), scale bar is 1.0 µm.23,25 (E) The principle of the PAINT imaging pattern with origami tile designs (a–d). Selection of data for image
reconstruction (e–g). PAINT reconstruction image of the origami shown in g (h).26
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the number of measurements is confined by the motion of
objects and the photo-stability of the fluorophores.

The PAINT method is considered as a variant of STORM. In
the PAINT method, fluorescent probes transiently bind to the
target objects through specific or nonspecific interactions. The
binding frequency is one of the parameters to control the
resolution capability. Since the association of the probe with
the sample is reversible, after the initial probe diffuses away,
the sample can be labeled by a new coming probe again. The
integrated intensity of objects vs. time exhibits intermittency
similar to the blinking effect from single quantum dots (QDs).
To eliminate the impact of noise and simultaneous multiple
bounds, only binding events with a certain range intensity are
used in the reconstruction. It is reported that the spatial
resolution of this method can achieve 25 nm.29

Dark-field optical microscopy (DFM)

DFM is a simple yet robust technique and well suited for appli-
cations in living cells and unstained biological samples.
Particularly, with the rapid progress in nanomaterial fabrica-
tion (e.g. plasmonic nanoparticles), this technique has been
extensively applied for the exploration of molecular–molecular
interaction on cell membranes or inside living cells and ultra-
sensitive biomolecule detection.30,31 The key point to achieve
dark-field mode illumination is the dark-field condenser,
which blocks the central part of incident light by the patch
stop and allows a portion of the incident light with enough

inclination angle to be transported through the sample
(Fig. 2A). Different from bright-field illumination, the excitation
light cannot enter the detector directly in the dark-field mode,
creating a dark background. Only the signals scattered from the
samples can be captured by the objective with a numerical
value (NA) less than that of the condenser, greatly improving
the image contrast and S/N. However, the scattering from the
biological sample can interfere with the observation system,
which can be reduced by using probes with large scattering
cross-section and regulating the refractive index of solution.
Plasmonic nanoparticles with large scattering cross-section
have been the most commonly used probes in DFM recently.

To further improve the sensitivity of DFM for single-particle
imaging, several scattering-based detection schemes have been
developed recently by our group, such as total internal reflec-
tion scattering imaging, sheet light illumination, background-
free dual wavelength illumination and so on (Fig. 2B–E).32–35

In contrast to the conventional dark-field illumination mode,
greatly improved S/N as well as much more dynamic infor-
mation can be deduced from these strategies. For example, the
3-D rotational dynamics of the single gold nanorod (GNR)
translocating on the microtubule or on the surface trapped
by polymers can be readily deduced by these methods
(Fig. 2B–D).32–34 Regarding the total internal reflection scatter-
ing mode, the S/N can be enhanced through simply adjusting
the excitation laser power, which is particularly suitable for
high resolution single-particle tracking applications.

Fig. 2 Schematic diagram of (A) DFM, (B) total internal reflection scattering microscopy (TIRSM),32 (C) planar illumination microscopy,33 (D) dual-
wavelength upright DFM,34 and (E) DFM with a polarization-resolved dual-channel imaging module.35
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The commonly adopted probes for
optical microscopy imaging

The detection and tracking of intracellular biomolecules typi-
cally require the conjugation of an imaging contrast reagent to
the target object. Regarding the fluorescence mode, the most
commonly adopted probes mainly include organic fluoro-
phores, QDs and fluorescent proteins. Organic fluorophores
have been used for medical diagnosis for a very long time,
which are considered as essential reagents in biological
research. There are so many organic fluorophores, such as
cyanine, oxazine and rhodamine, spanning the entire visible
and near infrared wavelength range. The molecular weights
of dye molecules are in the range of 200–1000, which are
much smaller than that of QDs and fluorescent proteins.2

Fluorescent probes with smaller size dimension exhibit more
advantages in single-particle tracking. A less steric hindrance
effect from small organic dyes greatly reduces the perturbation
of the motion of biomolecules. However, their photo-stability
is usually limited, which is detrimental to the long-term obser-
vation of the intracellular process.

QDs are also known as fluorescent semiconductor nano-
crystals. They are typically a few to tens of nanometers in dia-
meter, several orders of magnitude larger than traditional
organic fluorophores (Fig. 3A).36 The physicochemical pro-
perties, such as absorption and emission, are composition- and
size-dependent, controlled by reaction time, ligand molecules
and so on.37 QDs are considered as ideal candidates for repla-
cing organic fluorophores, owing to their advantages in tunable
photoluminescence, high quantum yield, large Stokes shift and
excellent photo-stability. However, the toxicity of semiconductor
QDs is still under debate. At present, new kinds of QDs without
heavy metal ions synthesized in aqueous solution have sprung
up, such as silicon QDs, graphene QDs and so on.

For living cell labeling, fluorescent proteins are promising
candidates for optical imaging applications (Fig. 3B).38 They
can easily label intracellular molecules through genetically
encoding the target object. Nevertheless, the inherent pro-
perties of low quantum yield and reduced photo-stability
might affect their biological applications. Great efforts have
been paid to the fabrication of fluorescent proteins with
greatly improved optical features, such as excellent studies
from the Qian group.38–40

Fig. 3 (A) Fluorescence emission spectra (a), UV-vis absorption spectra (b) and photographs (c) under ultraviolet light of cadmium telluride QDs at
different reaction times.36 (B) Excitation (a), emission spectra (b), and photographs (c) of different fluorescent proteins under ultraviolet light exci-
tation.38 (C) TEM images of GNPs with different shapes.41
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In addition to the fluorescent probes, recently, much atten-
tion has been paid to the development of non-fluorescent
nanoparticles for absorption- and scattering-based imaging
applications. One of the most commonly studied materials is
the plasmonic nanoparticle which is typically composed of
noble metals (Fig. 3C).41 The localized surface plasmonic reso-
nance (LSPR) effect from these particles can be well modulated
by changing the composition, size, and morphology of the
nanoparticle, which is also sensitive to the refractive index
change of the local environment. Therefore, these nano-
particles are perfectly suitable for bio-analytical applications.
Another important feature of these particles is the superior
photo-stability. In contrast to fluorescent probes, plasmonic
nanoparticles never suffer from photobleaching and blinking
in scattering mode detection.

Molecular and living cell dynamic assay
with optical microscopy methods
Small and macro-molecule detection

The aim of chemical assays is to detect the target object in
time with high sensitivity and selectivity. Although amplifica-
tion techniques, for example, reverse-transcriptase PCR, have
been widely used for ultra-sensitive detection of biomolecules,
the inherent disadvantages limit their further applications,
including poor reproducibility, long reaction time, high back-
ground and a false positive output.42,43 Optical microscopy
imaging techniques can identify target objects at the single-
molecule level without any sample amplification. More impor-
tantly, they are capable of quantitatively mapping molecular
profiles in single living cells, which are considered as new
opportunities in molecular diagnostics.

Scattering-based DFM makes it possible to observe scat-
tered light from individual nanometer-sized plasmonic nano-
particles. The LSPR from these particles can be regulated by
the composition of the material, and dielectric properties of
the medium.44,45 Recently, many sensing principles based on
the changes of the nanoparticle size and the nearby environ-
ment have been used in the mapping of trace
biomolecules.45–47 The binding of biomolecules on the surface
of plasma nanoparticles can cause a red-shift in the plasmon
resonance of the nanoparticle, which is the result of the
changed refractive index of the environment close to the nano-
particle. On this basis, Raschke et al. demonstrated a real-time
streptavidin biosensor by observing the resonance shift of bio-
tinylated BSA-functionalized gold nanoparticles (GNPs) after
binding streptavidin.45 Moreover, the intracellular NADH can
be monitored in real-time based on the red-shift of GNPs
caused by the copper deposition on the surface of GNPs
(Fig. 4A).47

For genes, the ultrasensitive detection of nucleic acids is
fundamentally significant in clinical diagnostics and thera-
peutics. Li et al. have successfully realized the detection of
nucleic acids related to Alzheimer’s disease at the femtomolar
level based on a nonamplification sandwich assay (Fig. 4B).48

Specifically, target DNA molecules can interact specifically
with the DNA sections of GNP–DNA and DNA–biotin to form a
sandwich structure. The sandwich structure can be captured
by streptavidin-modified magnetic beads owing to the inter-
action between biotin and streptavidin. Meanwhile, target
DNA molecules are proportional to the captured GNPs, and
the quantification of target DNA molecules can be achieved by
automatically counting GNPs with DFM. Multiplexed nucleic
acid detection was also demonstrated by a similar approach
(Fig. 4C).46 Moreover, the absolute size and the number of
DNA and RNA are important parameters for exploring basic
biological processes. Jeynes and co-workers designed a dual
GNP–fluorescent probe to measure the length and absolute
dimensions of telomeres using SRM.49 Additionally, small
molecules and ions in living cells also play important roles in
signalling, osmotic regulation, catalysis, and the generation of
action potentials, which have been mapped with high sensi-
tivity by various optical microscopes, such as sulphide, Pb2+

and adenosine triphosphate.50–53

Proteins are involved in many cellular processes, such as
catalysis, metabolism, neurotransmission, and gene
expression. Various important materials in cells consist of pro-
teins, such as insulin, thymus, and enzymes (for example,
DNA polymerases), which play critical roles in cell function.
Generally, single cell metabolism can be studied by non-inva-
sive and invasive approaches. Invasive methods, for example,
mass spectrometry, destroy cellular integrity because of the
requirement to extract analyte molecules from cells, whereas
non-invasive approaches can monitor biomolecules without
disturbing the anatomical and functional integrity of cells. As
one of the non-invasive approaches, optical microscopy can
continuously monitor target biomolecules and provide mole-
cular profiles in living cells.

Qian designed a multilayer imaging system for mapping
molecular profiles of sialic acids (SAs), p53 protein, and
microRNA-21 (miRNA-21) in breast cancer cells and explored
their expression changes under treatment with various drugs
(Fig. 4D).54 Dansylamino phenylboronic acid (DAPB) of
Au@PDA–DAPB could be released by reacting with SA on the
cell membrane. Because of the specific interaction of ds-DNA
and p53 protein as well as hairpin and microRNA-21, Cy5 and
FITC were released from the surface of GNPs after entering
into the cytoplasm. The imaging of multiple cancer bio-
markers in single cells could be achieved by the fluorescence
recovery of DAPB, Cy5 and FITC after releasing from the
surface of GNPs.

Poon et al. demonstrated the detection of three cancer bio-
markers, carcinoembryonic antigen, prostate-specific antigen,
and alpha fetoprotein, with picomolar sensitivity in serum
based on the plasmonic coupling effect of GNPs and silver
nanoparticles (SNPs) using DFM.31 In the presence of target
antigens, antibody-modified GNP and SNP probes could be
coupled together, enhancing the scattering intensity of the
individual one (Fig. 4E). Ideally, multiple antigens could be
detected simultaneously by modifying a variety of corres-
ponding antibodies on the probe.

Critical Review Analyst

864 | Analyst, 2019, 144, 859–871 This journal is © The Royal Society of Chemistry 2019

Pu
bl

is
he

d 
on

 3
1 

ok
tó

be
r 

20
18

. D
ow

nl
oa

de
d 

on
 1

1.
11

.2
02

4 
00

:2
3:

07
. 

View Article Online

https://doi.org/10.1039/c8an01420e


Single-molecule/-particle tracking

Understanding the molecular interaction on the cell mem-
brane is significant for the investigation of reaction mecha-
nisms and the dynamics of a single molecule in living cells
(Fig. 5A).2 With the development of optical microscopy, it is
possible to observe the movement of biomolecules and mole-
cular motors in living cells. To extract detailed information
from huge amounts of data, an effective algorithm is indis-
pensable, which plays a pivotal role in single cell analysis.
Mean squared displacement (MSD), dwell time distribution,
diffusion coefficient and diffusion types can be extracted from
the particle trajectories.55 Stochastic frequency analysis has
been used in particle tracking to analyze the transport of bio-
molecules in biological systems.56 Wei et al. got quantitative
information of the particle motion on the lipid membrane by
calculating MSD in terms of the formula: 〈Δr(τ)2〉 = 〈|r(t + τ) −
r(t )|2〉, where τ is the lag time, r is the nanoparticle coordinate

position on the membrane, and the brackets represent the
ensemble average of all trajectories (Fig. 5B).30 Moreover,
anomalous diffusion can be estimated based on the function
of 〈r2(τ)〉 ≅ 2dKατ

α, where d is the space dimension, Kα is the
diffusion coefficient, r(τ) is the physical dimension length, and
α is the anomalous diffusion exponent.57,58

The movability of biomolecules in living cells based on
MSD can be divided into Brownian diffusion, anomalous
diffusion, directed motion, and confined motion (Fig. 5C).59,60

Brownian diffusion is a linear behavior with a diffusion expo-
nent of α = 1. When the motion of biomolecules deviates from
Brownian motion, the diffusion exponent will change, and the
motion is called anomalous diffusion, which can be further
classified into superdiffusion (α > 1) and subdiffusion (0 < α < 1).
Directed motion can be considered as the superposition of
Brownian and ballistic motion. Confined motion shows MSD
saturation after an equilibration time. However, there are some
unusual phenomena in living cells, such as the opposition of

Fig. 4 (A) Schematic diagram of copper deposition on the surface of GNPs in the presence of NADH (a), the dielectric constant distribution (b), and
the red-shift of scattering spectra of GNPs after copper deposition (c).47 (B) Schematic illustration of the nucleic acid assay based on a nonamplifica-
tion sandwich method (a), and dark-field images with different concentrations of target DNA (b).48 (C) Schematic diagram of multiplexed nucleic
acid detection.46 (D) The multilayer imaging system based on the two-stage disassembly design. In detail, the synthetic route of Au@PDA–DAPB (a),
schematic illustration of sensing SAs, p53 protein (b), and miRNA-21 (c).54 (E) Schematic depiction of biomarker detection based on the coupling
effect of GNPs and SNPs (a), scattering spectra of probes before and after the immunoassay (b), and representative dark-field scattering images
under different carcinoembryonic antigen concentrations (c), where i, ii, iii and iv are 0, 100, 200, and 300 pM, respectively.31
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α calculated from the time-averaged MSD and the ensemble
averaged MSD trajectories, and the decreasing exponent over
time (Fig. 5C), which is referred to as nonergodic diffusion
and aging, respectively.57,61

Most of the substances within the cell are transported by
diffusion, while molecular motors, such as kinesin and
dynein, are also important transport pathways for certain sub-
stances, such as lipid droplets and polymeric particles.62,63

The cells contain a series of microtubules, which connect the
cell surface and the nuclei. Kinesin is used to transport macro-

molecules along microtubules from the surface of the cell
membrane, while the vesicles carried by dynein move in the
opposite direction. Kinesin and dynein act synergistically to
achieve the intracellular bidirectional transport of the sub-
stance.64,65 The motion of the substance carried by motor pro-
teins is super-diffusion, which has been demonstrated in
living eukaryotic cells (Fig. 5D).62,66–68

Understanding the mechanisms of viral invasion can assist
in finding ways to suppress viral infections and offer possibili-
ties for the treatment of diseases. To study the infection

Fig. 5 (A) Illustration of the content of a highly complex live cell.2 (B) Single-particle tracking the diffusion dynamics of peptide-functionalized
GNPs on the lipid membrane. Transient hopping diffusion was observed by analyzing the step size, MSD, and 2-D diffusion coefficient information
of GNPs.30 (C) Representative types of diffusion in 2-D (a and b).59 Time-averaged MSD for 20 granules in cells, where blue, magenta, and green rep-
resent the different locations of the granule in the cell (c).61 Time-averaged MSD for the motion of potassium channels in plasma membranes at
different lag times (d).57 (D) Motor proteins guide vesicles fusing (a) and splitting (b) on cell cytoskeletons observed by DFM.68 (E) Real-time imaging
of HIV-1-QD particles entering TZM-bl cells (a and b) and macrophages (f and g) by endocytosis. Analysis of mean velocities (c and h), and MSD
plots (d and i) of the viral particles in TZM-bl cells (c and d) and macrophages (h and i). Statistical analysis of the number of HIV-1-QD viral particles
per TZM-bl cell (e) and macrophage ( j) from 0.5 to 4 h. The scale bars in (a) and (f ) are 3 and 10 μm, respectively.70
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pathway of viruses, Liu et al. tracked the infection behaviors of
influenza viruses in single cells based on the specific inter-
action between streptavidin-modified QDs and influenza
viruses.69 They monitored individual influenza virus in real
time and observed the five-stage infection process of the influ-
enza virus. Additionally, the dynamics of influenza virus trans-
ports in the perinuclear region was analyzed by MSD from the
trajectories of a single influenza virus. It was found that the
intermittent movement of the influenza virus in the peri-
nuclear region was microtubule-dependent.

Li et al. have successfully tracked the viral entry pathway by
observing the trajectory and dynamics of QDs encapsulated in
the HIV-1 virus (Fig. 5E).70 It was found that there were three
requirements to release the viral core into the cytosol, includ-
ing clathrin-mediated endocytosis, actin-associated virus trans-
port, and the membrane fusion of the viral envelope and the
endosomal membrane. They demonstrated that the different
stages of HIV-1 entry in macrophages could be inhibited by
the corresponding inhibitors, such as clathrin, actin, and
endosome fusion inhibitors.

Besides the diffusion kinetics, metabolic pathways in living
cells can be unravelled by tracking individual biomolecules
in situ, which is crucial to understand the physiological and
pathological processes.37,71 Optical microscopy techniques are
important tools for mapping the distribution of metabolites in
cells, following intracellular metabolic pathways, and observing
the effect of drugs during cell metabolism. However, consider-
ing the limitations of spatial and temporal resolution from the
diffraction limit and the camera frame rate, optical microscopy
techniques are mainly suitable for dynamic events with limited
reaction rates.72 Currently, optical techniques have been exten-
sively used in biological systems, such as the study of intracellu-
lar protein dynamics on the cell membrane, neurotransmitter
receptors in synapses, and transcription factors.73–75 Gene
synthesis can also be monitored by visualizing the specific site
of transcription.76 Levsky achieved simultaneous visualizing of
11 gene expressions in human colon adenocarcinoma cells by
combining fluorescence microscopy.77

Progress in high-dimensional optical
microscopy

Basically, the motion of molecules is not confined to the 2-D
space in biological samples. Much more information can
therefore be extracted from the 3-D trajectories (Fig. 6A), such
as the depth information and the polar angle of objects, which
are vital parameters to elucidate the kinetic mechanisms.78

Although there are some challenges in 3-D imaging with a con-
ventional optical microscope, such as difficulties in collecting
data quickly and complicated data processing, recent develop-
ments offer possibilities for visualizing molecular dynamics in
high dimension.55,79,80

Our previous studies have demonstrated the 3-D geometric
imaging of individual GNRs based on the specific relevance of
its field distribution pattern and the spatial angle by using

defocused DFM (Fig. 6B).81 However, this approach is limited
with low S/N, which is not suitable for dynamic tracking in a
strong scattering medium. To address this issue, another
method for the 3-D orientation imaging of individual GNRs in
solution was presented by using sheet light illumination
(Fig. 6C).33 This approach is based on the divergence of trans-
verse and longitudinal oscillations of individual GNRs. The
3-D rotational dynamics of individual GNRs in solution and
transported by kinesin in living cells were directly imaged by
this method.

Besides the orientation imaging, until now, various single-
particle tracking methods in the 3-D space were reported,
paving the way for a comprehensive understanding of mole-
cular movement in living cells.82,83 Taute et al. observed bac-
terial motility in a 3-D environment by creating a reference
between the intensity patterns and bacterial depth position
based on defocused phase contrast microscopy (Fig. 6D).78

Hong et al. successfully demonstrated the 3-D tracking of
single nanotube endocytosis within the depth of 10 nm based
on the highly sensitive distance dependence of fluorescence
enhancement between single-walled carbon nanotubes
(SWCNTs) and gold substrates (Fig. 6E).84 Overall, the 3-D
tracking technology offers a platform to obtain full positional
information about biological pathways, including molecular
distance information, translocation motions of molecules, and
protein conformational changes.85

Challenges and prospects of optical
microscopy technologies in the single
cell assay

Recent advancements in theoretical foundations and the
design of multiplex probes further expand their applications in
biological processes. However, some challenges still
exist.32,86–88 Considering the invisibility of most target mole-
cules, it is necessary to tag imaging contrast probes onto
target molecules.89 However, it is a complicated task to specifi-
cally label target molecules efficiently. Ideally, the number of
probes and target molecules is 1 : 1 by stoichiometry, whereas
no labeling methods currently can guarantee this accurately.90

Undercounting and overcounting can be caused by imperfect
labeling efficiencies, excessive labeling, and the simultaneous
blinking of multiple probes within the diffraction limit.91,92

The long-time tracking of the target objects in living cell
requires good photo-stability and excellent biocompatibility.
Despite the advantages of the low background in contrast to
scattering-based imaging, fluorescence microscopy is limited
by the photobleaching and blinking of fluorophores.93–95

Scattering-based optical microscopy is not limited by these
restrictions, but the size of probes is usually required to be
large enough to separate from background scattering.96

However, the introduction of large size probes may perturb the
molecular dynamics in living cells. Hence, it is necessary to
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develop probes with high selectivity, low cytotoxicity, superior
photo-stability and small size dimension.

The large-scale quantification of metabolites, lipids, pro-
teins, and genes in biological samples is the main trend in bio-

logical research.97 Optical microscopy makes it possible to
detect many target molecules simultaneously by using multi-
plexed probes.43,98 The combination of optical microscopy
techniques with other approaches, such as, optical tweezers

Fig. 6 (A) Comparison of 2- and 3-D tracking methods in position, speed and angle information.78 (B) Schematic illustration of 3-D geometric
imaging of individual GNRs with defocused DFM.81 Dark-field images of GNRs measured and simulated (a). Defocus imaging of GNRs corresponding
to different 3-D angles (b). (C) Scattering images of individual GNRs in different 3-D coordinates (a). Trajectory, relative displacement, velocities, and
scattering intensity in two separate and sum channels, the measured polar and azimuthal angle of a GNR stepping on the 2 microtubule inside a
living cell as a function of time (b).33 (D) Tracking bacteria in 3-D by comparing their defocused diffraction patterns to a reference library.78 A vertical
slice (a) and horizontal slices at different depths (b) of the created reference library. 3-D images of bacteria at different positions (c). Reconstructed
3-D trajectory of the bacterium (d). (E) Distance (a) and polarization (b) dependence of the photoluminescence intensity of SWCNTs.84
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and microfluidics, may be the direction of future biological
research.99–101

In addition, there are other challenges in the development
of optical microscopy technologies, including time consump-
tion, localization efficiency, cytoplasmic auto-fluorescence,
high-dimensional imaging, huge data analysis and so on.2,81,89

There is a trade-off among them.72 For instance, higher resolu-
tion leads to more photodamage and time consumption for
photon collection. 3-D imaging can deduce full positional
information but increase the difficulties in data analysis.

Conclusion

Optical microscopy with the capability to detect and track
single molecules or nanoparticles can be used to explore the
interactions between biomolecules inside living cells, which
provide the foundation for the understanding of the funda-
mental mechanisms of physiological and pathological pro-
cesses and the design of novel biosensing systems. However,
there are still some challenges in the further extension of new
optical microscopy techniques, such as efficient localization,
spatial resolution, difficulties in 3-D imaging, photodamage,
time consumption, and so on. Great efforts have been paid to
address these challenges recently. For instance, new labeling
strategies, automatic algorithms for digital data analysis and
innovative fluorescent probes with higher specificity and mul-
tiplex capability have been developed to meet the requirement
for efficient localization and high-throughput detection.102–104

Overall, because of the non-invasive and high throughput
single object discrimination capability, a new wave of progress
in optical microscopy particularly for bio-analytical appli-
cations can be envisioned in the near future.
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