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We describe the outcome of a large international interlaboratory study of the measurement of particle

number concentration of colloidal nanoparticles, project 10 of the technical working area 34,

“Nanoparticle Populations” of the Versailles Project on Advanced Materials and Standards (VAMAS). A total

of 50 laboratories delivered results for the number concentration of 30 nm gold colloidal nanoparticles

measured using particle tracking analysis (PTA), single particle inductively coupled plasma mass spec-

trometry (spICP-MS), ultraviolet-visible (UV-Vis) light spectroscopy, centrifugal liquid sedimentation (CLS)

and small angle X-ray scattering (SAXS). The study provides quantitative data to evaluate the repeatability

of these methods and their reproducibility in the measurement of number concentration of model nano-

particle systems following a common measurement protocol. We find that the population-averaging

methods of SAXS, CLS and UV-Vis have high measurement repeatability and reproducibility, with

between-labs variability of 2.6%, 11% and 1.4% respectively. However, results may be significantly biased
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for reasons including inaccurate material properties whose values are used to compute the number con-

centration. Particle-counting method results are less reproducibile than population-averaging methods,

with measured between-labs variability of 68% and 46% for PTA and spICP-MS respectively. This study

provides the stakeholder community with important comparative data to underpin measurement repro-

ducibility and method validation for number concentration of nanoparticles.

Introduction

The advancement of analytical methods for nanoparticle
measurements is critical both for the growing industrial
exploitation of engineered nanoparticles and for developing
robust strategies to understand and control the con-
centration of nanomaterials in humans and the
environment.

For high value nanoparticles, the measurement of nano-
particle number concentration in a liquid directly impacts the
ability to assess the scale and reproducibility of the production
process, it allows optimisation of efficiency and supports regu-
latory compliance. This measurement is also useful to monitor
and control the intentional or accidental release of engineered
nanoparticles into the environment at the production plant, as
well as by end-users.1–3
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From a metrological point of view, the measurement of the
number concentration of nanoscale particles is challenging
due to technological limitations, and a lack of validated
measurement protocols and reference materials for cali-
bration, quality control and establishing metrological trace-
ability. Combined, these factors contribute to the inability of
laboratories to assess method performance, for example in
terms of measurement accuracy, reproducibility and result
comparability. Thanks to a number of international efforts in
recent years, this situation is improving.2–12 Documentary
standards have been developed within the International
Organization for Standardisation (ISO) for a number of tech-
niques capable of performing number concentration measure-
ments including population-averaging methods such as: small
angle X-ray scattering (SAXS),13 dynamic light scattering14,15

and centrifugal liquid sedimentation (CLS),16,17 as well as par-
ticle-counting methods such as, single particle inductively
coupled plasma mass spectrometry (spICP-MS),18 particle
tracking analysis (PTA),19 differential mobility analysis with
integrated condensation particle counter20 and resistive pulse
sensing (RPS).21 Many of these standards, however, describe
aspects of particle size analysis rather than measurement of
number concentration. As such, an ISO technical report pro-
viding guidance on the measurement of number concentration
is being developed in ISO TC 229, the technical committee on
nanotechnologies.22 Within the European project 14IND12
Innanopart of the European Metrology Programme for
Innovation and Research (EMPIR), it was demonstrated that of
the above-listed techniques, both SAXS and spICP-MS measure
the colloidal number concentration with a relative expanded
uncertainty better than 10% and that both methods yield
results that are directly traceable to the relevant units of the
International System of Units (SI).6 Utilizing spICP-MS and the
so-called dynamic mass flow (DMF) approach to calibrate the
mass of the particle suspension transported into the plasma,
the first quality control (QC) material, LGCQC5050, with an
assigned nanoparticle number concentration value that is
traceable to the SI unit for mass (kilogram) was released in
2019 by LGC.12,23 Prior to the assignment of the number con-
centration value by LGC, this material was used as basis for
the interlaboratory study reported here.

In this work, we undertook a large international interla-
boratory comparison of five measurement methods for
number-based particle concentration of colloidal gold suspen-
sions under the umbrella of the Versailles Project on Advanced
Materials and Standards (VAMAS), namely project 10 of the
VAMAS technical working area (TWA) 34 (Nanoparticle
Populations). VAMAS is an international organisation that sup-
ports world trade in products dependent on advanced
materials technologies, through international collaborative
projects aimed at providing the technical basis for harmonised
measurements, testing, specifications, and standards. The
lead organisation, the UK National Physical Laboratory, pro-
vided 54 laboratories across the world with colloidal gold
nanoparticle samples, together with a common measurement
protocol24 and a reporting form in October 2017. Results were

collected largely during the year 2018, but additional results
were accepted up until 2021. To ensure comparability of
results amongst the participants, all laboratories were asked to
adhere to the provided instructions for sample storage and
preparation. Prior to sample shipment to the participants, the
supplied material was assessed for its between-unit homogen-
eity by LGC and its storage stability was monitored for the dur-
ation of the study. Different techniques were employed by par-
ticipants, namely spICP-MS, PTA, ultraviolet-visible (UV-Vis)
spectroscopy,11,25 CLS and SAXS. The aim of the study was two-
fold. Primarily, the study sought to assess and compare method
reproducibility amongst different laboratories. Secondarily, the
study aimed to establish best practices in the use of the various
techniques for determination of particle number concentration
and the related sample preparation procedures.

Interlaboratory study details
Sample

The selection and preparation of the nanoparticle materials
for the study were pivotal to a successful outcome in the com-
parison. Candidate materials were examined and tested within
the EMPIR project Innanopart (2015–2018), including near-
spherical gold, silica and polystyrene colloids with nominal
diameters between 5 nm and 500 nm. Citrate-stabilised 30 nm
colloidal gold particles from BBI Solutions (Newport, UK) was
selected as source material due to its performance in terms of
sample stability evaluations.

The test materials for the study had an average core size of
30.7 nm according to manufacturer’s information. The size
distribution was measured by CLS and spICP-MS and results
are reported in section S1 of the ESI.† Representative SEM
images of the particles are also shown in Fig. S3 of the ESI.†
The test materials consisted of aqueous suspensions of near-
spherical colloidal gold nanoparticles with a nominal diameter
of 30 nm. These were ampouled and packaged by the LGC’s
facilities in Luckenwalde, Germany, as 5 mL vials labelled with
full number and value assigned for number concentration by
the NML at LGC in Teddington, UK. The vials were sterilised
using Co60 gamma-irradiation with a minimum dose of 35 kGy
and homogeneity and stability studies were performed by PTA
at LGC (Teddington, UK, see the Certificate of Analysis for
more details on homogeneity and stability assessment23) to
ensure the product was consistent and stable for the entire
duration of the study. Each laboratory was supplied with 5
ampoules. It was recommended that the content of each
ampoule was used within a day from opening. An indication of
the value for the colloidal gold number concentration between
1014 kg−1 and 1015 kg−1 was provided to the participants, but
not the accepted reference value.

The reference value of the number concentration of the col-
loidal gold test sample, used for comparability purposes of the
results obtained under the VAMAS study reported here, was
determined by LGC through characterisation of the same
material independently of this study using spICP-MS with
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DMF approach for the transport efficiency determination.12

The assessed value ((1.47 ± 0.28) × 1014 kg−1, with a 95% confi-
dence level),23 was measured with an ICP-MS instrument
equipped with a conventional MicroMist nebuliser and a Scott-
type spray chamber cooled to 2 °C.

Measurement protocol

Both electronic and paper versions of the measurement proto-
col were provided to all participants to the study together with
the samples. The protocol was authored by a team of scientists
at NPL and LGC and published as the NPL Report AS 98.24 The
report is publicly available and a copy of it is in section S2 of
the ESI.† The protocol contains recommendations on how to
handle and prepare the samples, how to prepare gravimetric
dilutions and how to perform the measurements by UV-Vis,
CLS, PTA and spICP-MS. An electronic reporting spreadsheet
was provided to all participants, which was designed to
compile these details together with the measurement results.

Importantly, because different methods require different
degrees of sample dilution, a robust dilution protocol is crucial
for reproducible and comparable number concentration results.
The accuracy of the dilution factor directly impacts the measure-
ment of the number concentration of the sample. For this
reason, care was taken in developing consistent protocols for
sample dilution and part of the study was devoted to raise
awareness of the different approaches to dilution and dissemi-
nate best practice. To this end, all participants were requested
to perform some dilutions. For those participants using par-
ticle-counting methods, spICP-MS and PTA, the dilution was
necessary to meet optimum sample analysis conditions. For the
particle-averaging methods, SAXS, UV-Vis spectroscopy and CLS,
the concentration of the sample provided was compatible with
the methods and dilution was not necessary. Three out of the
five sample vials were measured as provided (sample NPL1).
However, the participants were also requested to dilute the sus-
pensions in the remaining vials by a factor of about 5 (sample
NPL2) and 10 respectively and measure the number concen-
tration of the resulting suspensions. For NPL1, measurements
were repeated on at least three independent aliquots, each one
from one of the three vials provided. For NPL2 and NPL3,
measurements were performed on at least three different ali-
quots for each sample. This enabled an evaluation of the
impact of sample dilution on measurement performance and
offered an opportunity to the various participating laboratories
to assess the available equipment and practices and address
any identified inconsistencies.

The provided protocol was not compulsory, but the partici-
pants were requested to document any deviation from it to
ensure the history of each sub-sample was known. The protocol
recommended performing the sample dilutions gravimetrically,
i.e. through the aid of an analytical balance. Pipettes were typi-
cally used to transfer the sample and the diluent, which was
either ultrapure water (resistivity of 18.2 MΩ cm at 25 °C) or fil-
tered citrate buffer, but it was recommended to place the vials
on the plate of a balance, wherein the variations in weights due
to the addition of liquid were recorded. Assuming that the

balance was calibrated and well maintained, this permits
measurement of the dilution factor with a relative accuracy of
the order of 0.1%, well below the typical uncertainty associated
with particle number concentration measurements using cur-
rently available techniques. This means that the uncertainty
component arising from the sample dilution is practically negli-
gible. Where dilutions were prepared volumetrically, i.e. with
the use of the pipettes only, the accuracy of the dilution factor
relies on the pipette calibration, the temperature of the liquid
being measured and the skills of the operator. For particle-
counting methods, which require higher dilution factors with
respect to population-average methods, it was recommended to
use filtered 1 mM citrated buffer as a dispersant to minimise
the risk of sample instability.

For the methods of UV-Vis spectroscopy, CLS, PTA and
spICP-MS, the measurement protocol also provided rec-
ommendations on calibration strategies, instrument settings
and data handling. Some experimental details are briefly
described below for each of the methods.

SAXS

SAXS is a well-established technique to characterise nano-
particle suspensions. It is based on the scattering of X-rays
under small angles in forward direction.26 The scattering
signal is proportional to: the number of scatterers in the illu-
minated volume, and thus the number concentration, the
square of the effective electron density difference between the
particles and the suspending medium, and the 6th power of
the particle radius. It is therefore mandatory to determine the
electron density contrast, e.g. by prior knowledge of the chemi-
cal composition, its molar mass and mass density of the par-
ticles and the medium, and the particle size, which for col-
loidal gold nanoparticles, like the ones used in this study, can
be determined from the scattering curve itself with very high
accuracy. For particles composed of metallic gold, the electron
contrast can be calculated under the assumption that the par-
ticles have the same density as bulk gold. Since scattering and
absorption cross sections of atoms depend also on the inci-
dent photon energy, the electron contrast is a function of the
photon energy which must be considered by applying the
known atomic scattering factors during SAXS data
evaluation.27,28 Neglecting this energy-dependence may even-
tually lead to false results of the number concentration. Prior
to SAXS data evaluation, the measured scattering signal must
be normalized by several experimental parameters which are
simultaneously measured, such as the incident photon flux,
the sample’s transmission, or the quantum efficiency of the
detector’s pixels. An uncertainty budget comprising all essen-
tial experimental parameters has been demonstrated leading
to a relative expanded uncertainty of the evaluated number
concentration of <7%,6 thus making SAXS an accurate and
traceable method in determining number concentrations.

Excellent reproducibility of the SAXS method has been
demonstrated in previous interlaboratory comparisons29,30

and for this reason the VAMAS study only included two labora-
tories that performed SAXS measurements.
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CLS

CLS techniques quantify the separation of colloidal particles
from a liquid under the presence of a centrifugal force. The
particle migratory motion (settling) occurs in presence of a
density contrast between the particles and the liquid. The
driving force for the particle motion is the centrifugal force,
which is opposed by the drag force. As a result, the settling vel-
ocity depends on particle characteristics such as size, density
and shape. CLS instruments consist of either disc or cuvette
centrifuges. However, all reports submitted to this study
involved the use of a disc centrifuge, in which case the
method is also known as differential centrifugal sedimentation
(DCS). In these types of instruments,31 the sample is injected
at the centre of the disc and sediments towards the edge. Its
light extinction is detected close to the edge of the disc where
a laser diode and a photodetector are aligned at opposite sides
of the disc. Using Stokes’ law and assumptions on the particle
density and spherical geometry, light extinction-based particle
size distributions are generated and converted to particle
mass-based distributions using Mie light scattering theory.
Participants were requested to report the experimental settings
selected for the measurements and to record results assuming
an effective particle density of 15.0 g cm−3. We note that this
value differs from that of gold’s bulk density and is only valid
for particles with the same size and shape as those used in
this work. Reasons for this include that the value takes
account of all the material enclosed within the particles Stokes
volume, which also comprises citrate and solvent molecules
bound and adsorbed at the surface of the gold particle.
Participants were also instructed to weigh the syringe before
and after each injection as to determine the mass of the
injected dispersion. Presented results are normalised to the
injection volume.

UV-Vis spectroscopy

UV-Vis spectroscopy measures the relative intensity of a mono-
chromatic beam light passing through a sample for a range of
radiation wavelengths. Particle number concentration is
derived from the light absorption according to Beer–Lambert
law and Mie theory.11 Absorption spectra at wavelengths
between 390 nm and 700 nm were acquired in triplicate with
increments of 1 nm. Average absorption at 450 nm was ulti-
mately chosen for the measurement of the particle number
concentration, together with a recommended molar extinction
coefficient of (2.16 ± 0.12) × 109 M−1 cm−1.

PTA

In PTA, a diluted suspension of nanoparticles is illuminated
with a laser light and the light scattered by individual particles
is visualised with an optical microscope and recorded over
time. The equivalent spherical hydrodynamic diameter of indi-
vidual particles is determined by tracking them over time and
measuring their translational diffusion coefficient, while the
number concentration results from counting the particles in a
known volume. Participants were requested to dilute the five

samples provided and perform 5 independent measurements,
one for each vial. For each measurement, participants were
instructed to prepare several aliquots according to their in-
house procedure and acquire a minimum of 5 independent
videos of 60 seconds for each aliquot under repeatability con-
ditions. It was recommended to analyse a QC material at the
beginning, in the middle and at the end of each measurement
session. Because QC materials were not provided for the study,
the participants who performed such measurements were
asked to identify suitable materials and record relevant
information.

spICP-MS

In spICP-MS, a diluted sample is introduced into the ICP-MS
instrument at a set flow rate. A plasma atomises and ionises
the particles producing an ion cloud for detection by mass
spectrometry. The technique works by acquiring individual
intensity readings with very short dwell times to ensure that
signals from single particles can be resolved. With most
current instrumentations, typical dwell times between 50 µs
and 10 ms are used. To satisfy the single particle rule, the
number of detected peaks should not exceed 10% of the
maximum number of possible events per minute. As an
example, using a dwell time of 3 ms, a maximum of 20 000
particles can be registered per minute, but it is recommended
that the number of pulses in the time scan does not exceed
≈1200 per minute.32,33 The overall number of peaks detected
per minute is directly proportional to the number of particles
in the suspension. Participants were requested to dilute the
five samples and perform 5 independent measurements, one
for each vial. For each measurement, participants were
instructed to prepare a number of aliquots according to their
in-house procedure and acquire a minimum of 5 measurement
replicates of 60 s scan duration per aliquot under repeatability
conditions. In addition, participants were requested to deter-
mine the instrument transport efficiency by following the in-
house practice, possibly at the start, middle and at the end of
the measurement session to be able to assess the variability of
this parameter. A known drawback in ICP-MS is the incom-
plete transport of solution from the nebulizer into the plasma.
Consequently, the transport efficiency of the system needs to
be determined in order to accurately equate the number of
detected nanoparticles to the number concentration of the
original sample. Several approaches exist,34,35 but none was
specifically recommended against the local laboratory practice.
The participants were requested to measure a QC material at
the beginning, in the middle and at the end of each measure-
ment session. Because no such materials were provided for the
study, the participants who performed such measurements
were asked to identify suitable materials and record relevant
information.

Uncertainties

All results are expressed as average values and relative or absol-
ute standard deviations (n = 1). As such, reported errors do not
include a full uncertainty budget for the various methods.
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Units

There are a number of measurement units that are commonly
used to describe the number concentration of nanoparticles.
These vary from the inverse of a volume, expressed in either
litres (L) or cubic metres (m3) and their sub-units, to the
inverse of a mass, expressed in kilograms (kg). The choice
often depends on the method that is used to measure such
concentration and whether the volume or the mass of the
initial dispersion is measured. Measuring the mass of the
initial dispersion is straightforward and can be executed with
excellent accuracy with a calibrated laboratory balance.
Furthermore, gravimetric dilutions of the dispersions, where
required, can be performed while preserving good accuracy.
For these reasons, in this work we took the approach of
measuring the number concentration of nanoparticles in the
units kg−1, but units of volume are also valid. Conversion
from units of volume to unit of mass requires some assump-
tion on the density of the dispersion. In many practical appli-
cations, including the sample we provided, the mass of the
dispersed nanoparticles is negligible with respect to that of
the dispersion media for the level of accuracy we can cur-
rently achieve in the measurement of the number con-
centration of nanoparticles.4,6,11,12 In this case, the density
of the dispersion can be approximated to that of the
dispersant.

Participants

A total of 54 laboratories enrolled in the study, 50 of which
submitted a total of 74 measurement reports, making this
one of the largest VAMAS studies to date. The significant
interest received by the study is a testimony to the need
within the community for guidance on measurement of
number concentration of nanoparticles. Fig. 1A and B
provide information on the background and geographical
spread of the laboratories respectively. These included
national measurement institutes (NMIs), academic insti-
tutions, research organisations, instrument manufacturers,
measurement service providers and industrial laboratories.
77% of the laboratories were located in Europe, but

participation came from all five continents. As shown
in Fig. 1c, the split among the techniques was: 3%
SAXS (2 reports), 11% CLS (8 reports), 35% UV-Vis
(26 reports), 24% spICP-MS (18 reports) and 27% PTA
(20 reports).

Disclaimer

Certain trade names and company products are mentioned
in the text or identified in illustrations in order to specify
adequately the experimental procedure and equipment
used. In no case does such identification imply recommen-
dation or endorsement by the authors, nor does it imply
that the products are necessarily the best available for the
purpose.

Results

We describe in this section the results collected within this
interlaboratory comparison in terms of measurement repeat-
ability and reproducibility. These are expressed in terms of in-
lab variability, or repeatability standard deviation, and between-
labs variability, or reproducibility standard deviation. The bias
with respect to the accepted reference value of the number
concentration of the test material, i.e. (1.47 ± 0.28) × 1014 kg−1,
was also evaluated.23 Definitions of these terms are found in
section S3 of the ESI.†

Population-averaging methods: SAXS

SAXS measurements were performed by two laboratories, L44
and L45, as shown in Table 1. The instrumentations utilised
by the two laboratories were significantly different, one using
X-rays from a synchrotron radiation facility (L45) and the other
one using a commercial instrument (L44). L45 used two
silicon diodes (one in front and one behind the sample) to
normalize the measured SAXS signal by the incoming photon
flux to get the measured signal in absolute units, while L44
used the automatic normalization of the instrument, based on
the simultaneous measurement of the transmitted intensity.

Fig. 1 (A) Background and (B) geographical spread of the laboratories enrolled to the study. (C) Methods used by the of the laboratories contribut-
ing to the VAMAS TWA34 Project 10.
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L45 used a model fitting approach to convert the measured
scattering intensities into number concentration, whereas L44
used an approach based on the Expectation Maximization
algorithm36,37 to determine the number-based size distribution
histogram.

Taking the energy-dependence of the electron density
contrast into account, the mean concentration values for
SAXS resulted in 1.33 × 1014 kg−1 (L45) and 1.38 × 1014

kg−1 (L44), which deviated from the reference value by
9.5% (L45) and 6.1% (L44) respectively. Despite differences

in the experimental set-up and the evaluation procedure,
the resulting average number concentration values were
within 3%, with a measurement repeatability standard
deviation of 5% of the undiluted samples for both labora-
tories (Fig. 2A). The 3% difference can be explained by
experimental uncertainties, or differences of the number
concentration of the samples respectively. Both laboratories
used a different method to analyse the scattering data,
which may also cause some variations in the concentration
values.

Table 1 Participant instrument details for the SAXS method

Laboratory
code X-ray source

Photon
energy
(keV)

Beam
size
(mm2) Detector

Pixel
size
(µm)

Type of
sample
holder

Sample
thickness
(mm)

Sample-detector
distance (mm)

L44 Sealed tube 8.04 ± 0.02 0.8 × 0.8 Hybrid-pixel
PILATUS 200k

172 Glass flow
cell

1.4 938

L45 Synchrotron radiation
(bending magnet)

8.0000 ±
0.0008

0.5 × 0.5 Hybrid-pixel
PILATUS 1M

172 Glass
capillary

1 4616.3 ± 0.6

Fig. 2 Results of the number concentration C of the test material as measured by the laboratories participating in the study by the methods of (A)
SAXS, (B) CLS, (C) UV-Vis spectroscopy, (D) PTA and (E) spICP-MS expressed relative to the accepted number concentration reference value CR. The
X-axis shows the laboratory codes. Error bars show the repeatability standard deviation (in-lab variability). The grey box shows the 95% confidence
interval of the assigned reference value for the number concentration of the test material.
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Population-averaging methods: CLS

Eight laboratories delivered CLS measurement results of the
undiluted sample, while seven from 5-fold and 10-fold gravi-
metrically prepared dilutions (Table 2). Results for the
undiluted samples are shown in Fig. 2B. Because all the
analytical centrifuge instruments utilised in the study were
from the same manufacturer, the output data from each lab-
oratory had the same format. It was then possible to analyse
the raw data provided by all the participants by adopting the
exact same analytical protocol. This has the potential advan-
tage of minimising variability introduced by the individual lab-
oratory analytical approaches, for example different ways of
measuring the area under the peaks of the weight-based par-
ticle size distribution. However, method reproducibility did
not significantly improve, indicating that the protocol for the
data analysis adopted by each laboratory was robust in the first
place. In terms of measurement repeatability, the average in-
lab variability for the measurements of particle number con-
centration was 5%, excluding data from laboratory L12, which
reported a repeatability standard deviation of 19%. Laboratory
L12 measured a concentration twice that of the other labora-
tories, but the reason for this discrepancy was not identified.
Specifically, the integrated particle mass was twice than that
measured by the other laboratories. If we exclude L12, the
between-labs variability for the measurement of the particle
number concentration is 11%. In comparison, the reproduci-
bility standard deviation for measurement of the modal value
of the mass-based size distribution was better than 7%. The
CLS method yielded number concentration results that were
significantly below the assigned reference value. There are a
number of potential reasons for this. One possibility is that
particle losses occur between the injection and the detection
of the particles, for example due to the particles being trapped
at the surface of the fluid or adhering to the walls of the disc.
In addition to this, the accuracy of the method depends on
correct material properties used to calculate the concentration,
the most critical parameters being the complex refractive index
of both the particle materials and the fluid, but also including
the particle shape and heterogeneity.

Population-averaging methods: UV-Vis spectroscopy

Twenty-three laboratories participating in the study performed
measurements using the UV-Vis method. Samples were
measured both undiluted and diluted by a factor 5 and 10
(Table 3). Most laboratories performed gravimetric dilutions,
except for three participants who used volumetric dilutions.
Results for the undiluted samples are shown in Fig. 2C. The
average measurement repeatability within each laboratory was
excellent with repeatability standard deviations below 0.5%.
Excluding laboratory L05, between-labs variability was of 1.4%.
Laboratory L05 detected problems in the instrument photo-
meter shortly after the study and it is likely that these pro-
blems were also present at the time of the study.

These low variabilities are particularly significant if we take
into account the large number of different instrument models
and instrument set-ups that were used, for example including
both single and dual beam configurations.

The results reported here for the measurement of particle
number concentration are based on the absorption of the col-
loidal suspension measured at a wavelength of 450 nm. It is
found in literature that the absorption at the maximum of the
localised surface plasmon resonance peak (LSPR) is at times
used for the measurement of the particle concentration.25 The
between-labs variability of this value resulted in 1.9% i.e. using
the absorption at 450 nm delivered better method reproduci-
bility. It should be noted that the reproducibility standard
deviation of the wavelength of the LSPR maximum was within
0.11% across the laboratories, which is also a good indication
of the quality and integrity of the sample product.

The mean UV-Vis method result was 4.4% above the refer-
ence value of the test material. As in the case of CLS, this bias
depends on the accuracy of certain parameter used in the cal-
culations, specifically the molar extinction coefficient of the
particles at 450 nm. The most significant challenge of using
UV-Vis for the measurement of particle number concentration
resides in the knowledge of the particle molar extinction coeffi-
cient. This can be calculated using Mie theory, for which size,
shape and optical constants are required.11 Alternatively, it can
be measured by absorption spectroscopy based on the knowl-

Table 2 Participant instrument details for the CLS method

Laboratory
code

Gravimetric
dilutions Instrument model and laser wavelength Calibrant

Rotational
speed
(rpm)

Sucrose
temperature
before and after
injection (°C)

L10 Yes CPS Instruments DC24000 UHR, 405 nm 264 nm PVC, CPS Instruments Lot#123 20 000 n.r.a–31.5
L11 Yes CPS Instruments DC24000 UHR, 405 nm 237 nm PVC, CPS Instruments Lot#150 18 000 24.9–34.9
L12 Yes CPS Instruments DC24000 UHR, 405 nm 237 nm PVC, CPS Instruments Lot#150 24 000 23.6–29.1
L18 Yes CPS Instruments DC24000 UHR, 405 nm 145 nm silica, CPS Instruments Lot#148 20 065 21.0–26.5
L20 Yes CPS Instruments DC24000 UHR, 405 nm 145 nm silica, China University of

Petroleum, Lot#GBW(E)120059
20 000 16.6–16.6

L26 Yes CPS Instruments DC24000 UHR, 405 nm 237 nm PVC, CPS Instruments Lot#105 24 000 20.7–33.9
L42 n.a. CPS Instruments DC24000 UHR, 405 nm 476 nm PVC, Analytik UK 20 000 n.r.
L53 Yes CPS Instruments DC24000 UHR, 405 nm 179 nm silica, nanoComposix,

Lot#JEAO224
24 000 28.0–37.6

a n.r. = not recorded.
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edge of, for example, the sample mass concentration, chem-
istry and average particle size.

Particle-counting methods: PTA

Twenty laboratories participated in the study using the PTA
method (Table 4). The samples required dilution to achieve an
optimal working concentration, but no specific concentration
was recommended by the measuring protocol. Most labora-
tories performed gravimetric dilutions, except for four that
used volumetric dilutions. Most laboratories measured the five
samples that were provided. All laboratories except one used
the recommended buffer to dilute the sample. Each sample
was typically independently diluted and measured 5 times
through 5 recorded videos performed on different aliquots (for
a total of 25 recorded videos per laboratory). Some laboratories
divided the dilutions in further two or three aliquots. Results
were combined with the measured dilution factors and an
average determined to produce a final number concentration
measurement result. Results are presented in Fig. 2D.

In-lab variability varied between 1.2% and 33.6%, with an
average repeatability standard deviation of 11.3%. However,
measurement reproducibility across laboratories was poor,
with 68% between-labs variability in the final number concen-
tration results. The reasons for such a high variability in
results may be multiple. Some laboratories invested great
effort in minimising and quantifying the number concen-
tration of background particles present in the dispersant used
for the dilutions, but such efforts were not consistent across
participants. The type of light source used to illuminate the
sample in conjunction with the camera sensitivity may affect
the minimum particle size detectable by the instrument,
which would affect particle count, as it is the case also for
image noise. The reliance of the PTA methods on the manual
setting of camera levels and instrument software thresholds
for the analysis of the images introduces a level of subjectivity
in the measurements. No specific correlation or trend of the
measurement results with experimental parameters such as
camera level or instrument wavelength were identified.

Table 3 Participant instrument details for the UV-Vis method

Laboratory
code

Gravimetric
dilutions Instrument model and light source Cuvette

Temperature
(°C)

L02 Yes Analytik Jena Specord Plus 200, deuterium/halogen, dual
beam

Brandt 759081D, PMMA, 1 cm, 2.5 mL Room temp.

L05 Yes Varian Cary 50 Bio, xenon, dual beam Ratiolab 2712120, PS, 1 cm, 1 mL 20
L06 Yes Hach Lange DR5000, deuterium/halogen, single beam Sarstedt 67.754, PS, 1 cm, 2 mL 22.0
L07 Yes Shimadzu UV-2600, deuterium, dual beam Greiner bio-one, polypropylene, 1 cm,

1 mL
27

L08 Yes Hach Lange DR 3900, halogen, single beam ONDA 000302 eng, quartz, 1 cm, 4 mL 26
L11 Yes Jasco V 570, deuterium/halogen, dual beam Brand macro, PMMA, 1 cm, 2 mL 24.2
L12 Yes Shimadzu UV-1800, tungsten/halogen, dual beam Hellma Analytics 111-QS, quartz, 1 cm,

2 mL
24

L13 Yes Agilent Technologies 8453, deuterium/tungsten, single
beam

Hellma Analytics Suprasil, quartz, 1 cm,
2 mL

25

L18 Yes PerkinElmer Lambda 650, deuterium/tungsten, dual
beam

Hellma Analytics QX High Precision Cell,
quartz, 1 cm, 3 mL

23.3

L20 Yes Agilent Technologies Cary 60 UV Vis, xenon, single beam N.k., Glass, 1 cm, 2 mL 26
L21 Yes Agilent Technologies Cary 5000, deuterium/halogen, dual

beam
NSG precision cell, quartz, 1 cm, 2 mL 20.7

L25 No Agilent Technologies Cary 8454, deuterium, single beam N.k., quartz, 1 cm, 3 mL 20
L26 Yes PerkinElmer Lambda 850, deuterium/tungsten/halogen,

dual beam
Hellma Analytics 104F-10-K-40, quartz,
1 cm, 1.4 mL

Room temp.

L31 Yes Jasco V-650, deuterium/tungsten/halogen, dual beam Signa Aldrich z276669, quartz, 1 cm, 3 mL 21.0
L32 Yes Shimadzu UV-3600, deuterium/halogen, dual beam Hellma Analytics Suprasil, quartz, 1 cm,

3.5 cm
23.7

L37 Yes Molecular Devices Spectramax M2, single beam Fisher FB55143, plastic, 1 cm, 3 mL 24.5
L38 Yes Agilent Technologies Cary 5000, deuterium/halogen, dual

beam
VWR 634-0675, PS, 1 cm, 2.5 mL 18

L39 No Jenway 6800, dual beam Sarsted, PS, 1 cm, 3 mL 25
L40 No Shimadzu 1800, deuterium and tungsten, dual beam Fisherbrand, PS, 1 cm, 3 mL 23
L42 n.a. Agilent Technologies Cary 300, tungsten/deuterium, dual

beam
Hellma, quartz, 1 cm, 1.5 mL 20

L43 Yes PerkinElmer Lambda 35, deuterium/halogen, dual beam Hellma, quartz, 1 cm, 4 mL 25
L46a Yes Biotek Synergy MX xenon, single beam, fixed bandwidth

5 nm
BrandTech Sci 759105, PMMA 1 cm, 2 mL 21.7

L46b Yes Thermo Spectronic Unicam UV540, tungsten/deuterium,
dual beam, bandwidth 1 nm

BrandTech Sci 759105, PMMA 1 cm, 2 mL 21.7

L46c Yes Thermo Spectronic Unicam UV540, tungsten/deuterium,
dual beam, bandwidth 4 nm

BrandTech Sci 759105, PMMA 1 cm, 2 mL 21.7

L47 Yes Shimadzu UV2450, deuterium/tungsten/halogen, dual
beam

Hellma Analytics, quartz, 1 cm, 0.8 mL 21.4

L53 Yes Ocean Optics DT-MINI-2-GS 2000+ UV-VIS-ES,
deuterium/tungsten/halpgen, dual beam

Brand UV-cuvette macro, proprietary
plastic, 1 cm, 2 mL

28
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Importantly, the measurement of the particle number concen-
tration by PTA depends on the knowledge of the volume in
which the particles are counted. Related to this, the instru-
ment manufacturer Malvern Panalytical introduced an instru-
ment upgrade to improve the accuracy of concentration
measurements,38 but not all instruments by this manufacturer
participating to the study were upgraded.

From the point of view of method bias, the mean PTA
method resulted in a positive bias of 71%, with several labora-
tories significantly overestimating the number concentration
of the particles: up to over 4 times the nominal value.

Particle-counting methods: spICP-MS

Seventeen laboratories with a total of eighteen instruments
participated in the study with the spICP-MS method (Table 5).
Similarly to the PTA method, the samples required dilution for
optimal working concentration, but no specific recommen-
dation was made in the protocol. All but two laboratories per-
formed gravimetric dilutions. Most laboratories measured the
five samples that were provided. All laboratories except one
used the recommended buffer to dilute the sample. Each
sample was typically independently diluted and separated in
multiple aliquots. Results were combined with the measured
dilution factors and averaged to produce a final number con-
centration measurement result. Results are presented in
Fig. 2E.

In-lab measurement variability varied between 1.4% and
30%, with an average of 8.9%. Between-labs measurement
variability was 46%. Fig. 2E reveals that spICP-MS results were
more likely to have a negative bias and the mean spICP-MS
method result was 4.3% below the reference value of the test
material. There are a number of factors that cause a negative
bias in the spICP-MS method. Particle loss to components of
the ICP-MS sample introduction system and walls of the

dilution vessels is possible. Particle agglomeration can also
occur. To avoid particle loss due to instability of the highly
dilute particle suspension, samples should be prepared and
analysed on the same day, but this can be challenging consid-
ering that a two to three step dilution is typically required to
reach the optimum particle concentration required for the ana-
lysis. The type of diluent used also plays an important role
here and can critically affect the particle stability,12,35 which is
the reason why the participants were asked to prepare
dilutions in 1 mM trisodium citrate. In spICP-MS, if two par-
ticles are transported in a single nebulized droplet they can be
counted as one event which results in a underestimation.39 For
quadrupole-based instruments, acquisition of data at higher
time resolution (i.e. use of microsecond dwell times) reduces
the probability that two particles transported in rapid succes-
sion are counted within the same dwell time. It also minimize
the contribution from the background and allow better separ-
ation between the particle events and the background signal,
though the complexity of data processing is greatly increased
and requires more sophisticated software.35,40,41 Examination
of the results with respect to ICP-MS model did not reveal any
trends; results for the most frequently used instrument plat-
form were equally distributed among those showing low, high
and no bias indicating that the experience of the operator has
greater influence. Like PTA, the spICP-MS method requires the
operator to manually set or choose specific signal thresholds,
in this case to separate particle detection from background
noise. Particles generating low signal intensities in combi-
nation with a high instrument background will result in the
undercounting of particle events if they cannot be discerned
above the continuous background signal. To address this
issue, some instrument manufacturers have introduced pro-
prietary algorithm modules to automatically set such
threshold. In keeping with ISO TS 19590:2017, each laboratory

Table 4 Participant instrument details for the PTA method

Laboratory code Dilution factora Instrument model and flow/static conditions Softwareb Laser wavelength (nm)

L03 202 (grav.) Malvern Panalytical NS500Z, static NTA v3.3 (U) 532
L05 1074 (grav.) Malvern Panalytical LM20, static NTA v3.2 (U) 638
L06 4652 (grav.) Particle Metrix 110 ZetaView 8.04.02 405
L10 500 (grav.) Malvern Panalytical NS500, static NTA v3.2 405
L12 202 (grav.) Malvern Panalytical NS300, static NTA v3.1 405
L13 50 (grav.) Malvern Panalytical NS500, flow NTA v3.1 (U) 405
L14 520 (grav.) Malvern Panalytical NS500, flow NTA v3.2 (U) 405
L15 500 (vol.) Malvern Panalytical NS500, static NTA v3.2 405
L17 499 (grav.) Malvern Panalytical NS300, flow NTA v3.3 (U) 405
L24 398 (grav.) Malvern Panalytical NS500, flow NTA v2.3 635
L30 346 (grav.) Malvern Panalytical LM20, static NTA v3.1 642
L31 502 (grav.) Malvern Panalytical NS500, static NTA v3.2 (U) 405
L34 524 (grav.) Malvern Panalytical NS300, static NTA v3.2 488
L36 255 (grav.) Malvern Panalytical NS500, static NTA v3.2 (U) 405
L39 100 (vol.) Malvern Panalytical LM10, static NTA v3.3 642
L40 500 (vol.) Malvern Panalytical LM10, static NTA v2.3 405
L49 2300 (vol.) Horiba ViewSizer 3000, static 1.8.0.0818, library 1.8.0.3817 635, 520, 445
L50 730 (grav.) Malvern Panalytical LM10, static NTA v3.2 488
L51 258 (grav.) Malvern Panalytical NS500, static NTA v2.3 480
L54 926 (grav.) Malvern Panalytical NS300, static NTA v3.0 532

a grav. = gravitational; vol. = volumetric. b (U) = Malvern Panalytical software with concentration upgrade included.
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calibrated the instrument transport efficiency using a nano-
particle material (Table 5, last column). Examination of the
results with respect to the use of a reference material (i.e. RM
8012 or RM 8013) or a QC material from other commercial
vendors, did not reveal any trends. Participating laboratories
were free to choose the most appropriate transport efficiency
calibration method and were not required to provide the
details of which method was used.

Effect of dilution

Part of this study was designed to evaluate best practice in
sample dilution and the impact this can have in measurement
outcome and reproducibility. Fig. 3A compares the results of
the measurements performed on the diluted samples with
those of the undiluted samples for the population-averaging
methods. For most laboratories, a deviation was observed,
which was found to be within 20%. No significant trend was
observed for laboratories that chose a gravimetric approach to
sample dilution rather than volumetric dilution, although it is
not possible to conduct a systematic analysis given the dis-
parity in the number of laboratories that chose the two
approaches.

For the UV-Vis method, the average repeatability standard
deviation changed from below 0.5% to 0.6% and 1.2% for
samples prepared with a dilution factor of 5 and 10 respect-
ively. This result may reflect the analytical precision which
depends upon signal intensity. In terms of measurement
reproducibility, the between-labs variability changed from
1.4% to about 6% irrespective of the dilution factor. Here, we
see the impact of the dilution step in the overall reproducibil-
ity of the measurement. A similar trend was observed for the
CLS method. The average measurement repeatability in fact

slightly improved, the standard deviations varying from 5% to
4%, possibly indicating that the diluted samples had a more
optimal concentration for the instrument. However, measure-
ment reproducibility across the laboratories worsened, with
between-labs variability changing from 11% to 16% and 19%
for the measurements performed on the samples diluted a
factor 5 and 10 respectively.

The laboratories that participated with particle-counting
methods were asked to optimise the concentration of the
sample according to the laboratory best practice. The chosen
concentration varied across two orders of magnitude for both
methods, with no significant resulting trend on measurement
bias. For those laboratories that reported a measurement
result deviating more than 20% from the accepted reference
value of the number concentration of the test material, the
dilution factor did not appear to correlate with the bias. We
note, however, that for the lower dilution factors, PTA measure-
ment results had negative bias. This effect is attributed to over-
lapping of particle signals during imaging.

Discussion

Fig. 4 summarises the results of this interlaboratory study in
terms of method comparability and reproducibility. The
results highlighted clear distinctions between population-aver-
aging and particle-counting methods.

A first distinction is that the population-averaging methods
show better agreement between laboratories than the particle-
counting methods. For example, the reproducibility of the
UV-Vis method is noteworthy, with results across 24 instru-
ments in agreement within 1.4%. This is notwithstanding

Table 5 Participant instrument details for the spICP-MS method

Laboratory
code

Average dilution
factora Instrument model

Average flow
rate (mL min−1)

Transport
efficiency (%)

Dwell
time (ms) QC material

L04a 62 310 000 (grav.) TOFWERK icpTOF 2R 0.409 7.55 1.027 NIST RM 8013 60 nm Au NPs
L04b 40 030 000 (grav.) Thermo ElementXR 0.089 10.8 1 NIST RM 8013 60 nm Au NPs
L05 5 373 000 (grav.) Thermo XSeries II 0.513 5.40 3 NIST RM 8013 60 nm Au NPs
L09 3 979 000 (grav.) PerkinElmer NexION 350 D 0.324 10.3 0.05 BBI solution 30 nm Au NPs
L13 1 088 000 (grav.) PerkinElmer NexION 300 D 0.238 11.2 0.05 NIST RM 8013 60 nm Au NPs
L15 4 910 000 (grav.) Agilent ICP-MS 7900 0.346 3.9 0.1 Nanocomposix Gold BioPure

30 nm Au NPs
L21 6 029 717 (grav.) PerkinElmer NexION 350 D 0.0963 13.5 0.05 NIST RM 8012 30 nm Au NPs
L28 1 053 000 (grav.) PerkinElmer NexION 2000 0.209 15.5 0.05 BBI solution 30 nm Au NPs
L29 2 796 000 (grav.) PerkinElmer NexION 300 0.343 5.58 0.1 Nanocomposix Gold BioPure

60 nm Au NPs
L30 4 913 000 (grav.) Thermo Icap Q 0.346 6.45 3 Nanocomposix Gold BioPure

60 nm Au NPs
L33 2 500 000 (vol.) PerkinElmer NexION 350 9 6.97 0.08 PerkinElmer N18142303
L34 3 237 000 (grav.) PerkinElmer NexION 350 D 0.260 2.7 0.05 BBI solution 60 nm Au NPs
L35 989 000 (grav.) PerkinElmer NexION 350 S 0.215 7.1 0.05 NIST RM 8013 60 nm Au NPs
L39 1 092 000 (grav.) PerkinElmer NexION 350 X 0.450 2.90 0.05 None
L40 5 000 000 (vol.) Agilent 7900 0.346 6.57 0.1 Not reported
L41 1 807 000 (grav.) PerkinElmer NexION 350 D 0.306 11.6 0.1 Nanocomposix Au NPs
L43 977 197 (grav.) Agilent 7900 0.340 4.2 0.1 BBI solution 60 nm Au NPs
L52 1 020 250 (grav.) PerkinElmer NexION 300 X 0.165 11 0.1 BBI solution 60 nm Au NPs

a grav. = gravitational; vol. = volumetric.
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instruments being from 12 different manufacturers and utilis-
ing both single and dual beam configurations, and experi-
mental set-ups differing from each other, for example in the
type of sample cuvette that was used to hold the sample. This
outcome is likely to arise from the robustness of the method
and the minimal sample preparation required for the measure-
ments. The robustness reflects the maturity of the technology
underpinning the method, combined with the relatively
straightforward protocol, which could be reduced to two light
transmission measurements (the blank and the sample) at one
single wavelength (i.e. 450 nm). CLS, instead, relies on a more
complex technology and requires calibration. Nonetheless, a
RDS value of 11% across seven laboratories was achieved. This
consistency may, in part, be due to all the instruments in the

study being made by the same manufacturer. SAXS, as a popu-
lation-averaging method, was performed with a lab-based and
a synchrotron-based experimental set-up. The evaluated values
of the mean number concentration of both set-ups only differ
by 3%. This can be considered a very promising result, consid-
ering that both laboratories applied 2 different algorithms to
analyse the scattering data. Similarly to UV-vis, this can be
attributed to the simple sample preparation and maturity of
the technique.

In contrast, the measurement reproducibility of particle-
counting methods was significantly poorer across laboratories
showing RSD values of 46% and 68% for the spICP-MS and
PTA method respectively, despite average repeatability within
each laboratory being below 12% RSD for both methods. We
could not identify a trend between instrument models and
measurement results and concluded that the variability is
more likely due to differences between individual instruments,
procedures and data processing across the laboratories. Some
laboratories described at length the experimental protocol uti-
lised to minimise potential sources of measurement uncer-
tainty. For example, in the case of spICP-MS, some laboratories
detailed how the transport efficiency was determined, the cut
off value for distinguishing the nanoparticle from the continu-
ous analyte signals identified and the background correction
applied, but these practices did not appear to be in place in all
laboratories. This is expected given the diverse background of
the participating laboratories: while national measurement
institutes may be experts in the application and standardis-
ation of the methods, other laboratories may be using them as
an internal QC and therefore be mainly concerned with
method repeatability. We note that both PTA and spICP-MS
may require the setting of thresholds for the discrimination of

Fig. 3 (A) Population-averaging methods: raw number concentration C of test materials from measurements of the samples diluted 5 (black
marker) and 10 (white marker) times as a function of the number concentration of the undiluted sample as measured by the same laboratory using
the same method. Circles relate to dilutions performed gravimetrically and squares to those performed volumetrically. (B) Particle-counting
methods: raw number concentration C from measurements of the diluted aliquots relative to the accepted reference value for the test materials
concentration CR as a function of the dilution factor. The arrows indicate the results from samples diluted volumetrically. In both figures, the dashed
line is the identity relationship and the dotted lines show a deviation of 20%.

Fig. 4 Results of the number concentration C of the test material as
measured by the 5 methods investigated in the VAMAS TWA 34 project
10 interlaboratory study relative to the accepted reference value CR.
Error bars show method between-labs variability (reproducibility stan-
dard deviation). The grey box shows the 95% confidence interval of the
assigned reference value for the number concentration of the test
material.
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particles from background signal, depending on the instru-
ment model. It is likely then that the need for manual setting
of signal thresholds is correlated to an increase in overall
measurement variability across laboratories. This may be
enhanced by differences in data processing via manufacturers’
and ‘in house’ applications. There is a clear need for guidance
and automation in this area, as well as transparency and stan-
dardisation in data processing.

A second distinction is that particle-counting methods
require the samples to be significantly diluted in comparison
to population-averaging methods. As observed from the results
of the diluted samples measured by UV-Vis and CLS, the
dilution step increases measurement variability across labora-
tories. For example, in the case of UV-Vis, measurement repro-
ducibility worsened, with between-laboratory variability
increasing from 1.4% for undiluted samples to 6% for samples
following a 10-fold dilution. For PTA and spICP-MS, samples
require dilutions of a factor 500 and over 1 million respectively.
Most laboratories used the filtered 1 mM citrated buffer rec-
ommended for the study to minimise sample instabilities.
However, the time interval between the sample dilution and
its measurement was not recorded and it is therefore imposs-
ible to evaluate whether sample instabilities potentially occur-
ring at high sample dilutions had an impact on the measure-
ment results. Such large dilutions also raise concerns about
adequate mixing and, therefore, representative sampling of the
diluted material. It would be interesting to compare measure-
ment variability for samples requiring dilution and others pro-
vided at the optimal concentration for measurements.
However, we note that this is difficult to implement as operat-
ing concentrations varied significantly across laboratories, as
shown in Fig. 3B. This emphasises the need for robust practice
for dilutions, as an important aspect of sample preparation.

A third and final distinction is that particle-counting
methods show potential for being intrinsically more accurate
than population-averaging methods when sources of variability
are minimised and practice is improved. One issue with the
population-averaging methods is that the number concen-
tration of the particles is the result of a theoretical model
applied to the system. Here, typically, a number of other para-
meters of the experimental set-up or the measured sample
need to be either known or determined through calibration of
a known test sample. Examples of these parameters include
the density and viscosity of the fluid through which the par-
ticles sediment for the CLS method. Even more critical is the
reliance on the theoretical model on the properties of the
measured samples. Furthermore, particles are often modelled
as perfect spheres whose optical properties are inferred from
literature with some knowledge of the materials they are made
of. For example, in the case of UV-Vis, during the preparation
of the study the extinction coefficient of the particles was cal-
culated with an empirical method based on Mie and T-Matrix
theory11 and validated by other methods.6 This approach is
currently only applicable to spherical gold particles. In
general, particle number concentration measurement results
should include a minimum ≈20% relative error based upon

uncertainty in materials’ refractive index. However, particles
are rarely spherical and something as common as the presence
of a coating may alter their optical properties. This argument
is even stronger for heterogeneous samples, for example con-
taining polydisperse or diverse particle populations. The par-
ticle-counting methods would still hold the potential for accu-
rate measurements, while the population-averaging methods
would require substantial modelling to interpret the results.
Where measurement accuracy in number concentration is
required and particle-counting methods cannot be utilised,
there is a need to advance methods for the measurement of
other particle attributes, primarily the optical properties such
as the complex refractive index.

As far as CLS is concerned, the lack of full knowledge of the
experimental parameters that enter the underpinning model,
such as the optical properties of the particles and the fluid,
does not fully explain the bias in the measurement results. It is
likely that particle losses within the system, for example at the
injection port or by absorption onto the disc and syringe walls,
also contribute to this bias. In a similar fashion to spICP-MS,
the CLS method could be improved by performing a calibration
of the transport efficiency. A number of factors would require
evaluation for the design and selection of particle calibrants
suitable for specific applications, including their bulk and
surface chemistry. Particle reference materials with information
on their mass concentration, and more recently on their
number concentration, appear useful to this purpose. It is envi-
saged that implementing a calibration of the “transport
efficiency” within the CLS measurement protocol could result
in this method being both precise and more accurate.

More information on the performance of methods for the
measurement of particle number concentration will be available
through the pilot study P194 of the Consultative Committee for
Amount of Substance: Metrology in Chemistry and Biology
(CCQM) of the International Bureau of Weights and measure-
ments (BIPM) that was led by LGC and ran in parallel with this
VAMAS study. P194 consisted of an interlaboratory comparison
among the international community of national measurement
institutes of the measurement of colloidal number concentration
of the same batch of particles utilised for the VAMAS study.
While the final outcome of the P194 pilot study has not been for-
mally announced, preliminary results indicated that the accepted
reference value for the number concentration of the test sample
used in this VAMAS study is within 3.5% of the number concen-
tration measurement resulting from the pilot study.

Overall, this study indicates that the choice of the method to
adopt for the measurement of the number concentration of col-
loidal particles primarily depends on the field of application. If
the measurements are part of a QC/QA framework, precision is
probably the driving criterion for the choice. However, where
accuracy is required, the choice may be different. There are cer-
tainly other types of considerations to take into account: not all
methods are suitable for all materials or particle size ranges;
materials may become unstable upon dilution, in which case
methods requiring minimal sample preparation are preferred;
samples may be expensive and limited in volume, in which case
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methods requiring high dilutions may be the only viable
approach; samples may be susceptible to agglomeration, in
which case methods with high size resolution are preferred.4

Furthermore, environmentally relevant samples contain nano-
particles in a concentration range from 10−3 g kg−1 to 10−6 g
kg−1, meaning PTA and spICP-MS may be suitable for measur-
ing them, but not UV-Vis nor CLS. In this respect, it is impor-
tant for the community to have a range of methods of choice
available. Studies like the current one are then important to
evaluate method comparability and provide a means to validate
different measurement approaches. This is particularly impor-
tant for regulatory purposes. For the laboratories that took part
in the study, this project also provided a means to benchmark
their measurement capability. Furthermore, through this study
some laboratories were able to identify problems with their
equipment or update their operating procedure. The study was
also useful to inform the community of the availability of the
QC material LGCQC5050, the first of its kind (i.e. with an
assigned value for the number concentration of the particles)
and whose use will improve measurement confidence and
outcome. For instrument manufacturers, the study provided an
independent benchmarking and validation of their instrument
models for the measurement of nanoparticle number concen-
tration. Furthermore, the study highlighted areas for potential
improvement of measurement outcome such as, for example,
automation in sample handling and signal processing and
improved calibration routines. The trust that the community
have in such capabilities has grown as a result of this study and
the knowledge developed through the preparation, delivery and
outcome of the study are currently informing the development
of new documentary standards and reference materials.

There is a need to extend these types of studies to a broader
selection of particles that mimic more closely the attributes of
real nanoparticle-based products. For example, the nanoparticle
user community would benefit from the evaluation of current
measurement technology for the measurement of the number
concentration of (i) nanoparticles below 10 nm, which is a size
range close or below the limit of detection of many liquid-based
methods, but relevant for products ranging from quantum dots
to viral vectors; (ii) polydisperse particle samples, with size dis-
tributions that are closer to real manufactured particle pro-
ducts; (iii) particles with refractive index close to that of water,
for example of biological nature, with poor light scattering pro-
perties and low mass; (iv) multimodal samples, among which
samples that contain populations with average sizes both in the
nanometre and the micrometre size range present significant
technical challenges; (v) non-spherical particles.

Conclusions

This interlaboratory study of the measurement of number con-
centration of colloidal nanoparticles carried out as project 10
of VAMAS TWA 34 provided the stakeholder community with
important quantitative information for the comparative evalu-
ation and validation of available measurement methods.

Broadly, particle-counting methods were found to be poten-
tially less biased than the population-averaging methods, but
the latter had superior reproducibility. We discussed some of
the underpinning motivations for this distinction.
Importantly, we highlighted the impact on measurement
outcome of experimental practice in both sample preparation
and measurement execution. Despite the nanoparticles used
in this study being to some extent an ideal sample, it is signifi-
cant that they are currently commercially available to the user
community for comparative testing. This study thus provides a
substantial dataset to build confidence in the methods avail-
able for the measurement of the number concentration of col-
loidal samples and contributes to optimise laboratory practice
and inform new documentary standards.
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