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The advancement of wearable bioelectronics has significantly improved real-time biosignal monitoring,

enabling continuous health tracking and providing personalized medical insights. However, the sheer

volume and complexity of biosignal data collected over extended periods, along with noise, missing

values, and environmental artifacts, present significant challenges for accurate analysis. Machine learning

(ML) plays a crucial role in biosignal analysis by improving processing capabilities, enhancing monitoring

accuracy, and uncovering hidden patterns and relationships within datasets. Effective ML-driven

biosignal analysis requires careful model selection, considering data preprocessing needs, feature

extraction strategies, computational efficiency, and accuracy trade-offs. This review explores key ML

algorithms for biosignal processing, providing guidelines on selecting appropriate models based on data

characteristics, processing goals, computational efficiency, and accuracy requirements. We discuss data

preprocessing techniques, ML models (clustering, regression, classification), and evaluation methods for

assessing the accuracy and reliability of ML-driven analyses. Furthermore, we introduce ML applications

in health monitoring, disease diagnosis, and prediction across neurological, cardiovascular, biochemical,

and other biosignals. Finally, we discuss the integration of ML with wearable bioelectronics and its

revolutionary impact on future healthcare systems.

Wider impact
Recent advancements in flexible and soft bioelectronics have enabled real-time and long-term health monitoring, leading to an unprecedented increase in
biosignal data. This has created a growing need for efficient data processing and interpretation, positioning ML as a transformative technology in biosignal
analysis. We explore how ML algorithms, such as clustering, regression, and classification, are applied to biosignals from wearable devices to enhance signal
processing by improving accuracy, noise reduction, and pattern recognition. Additionally, we discuss the application of machine learning-based analysis of
neural, cardiovascular, and biochemical signals in advancing health monitoring, disease diagnosis, and predictive analytics. This review provides practical
guidance for selecting suitable ML algorithms based on data characteristics and processing objectives. It also discusses the broader impact of next-generation
smart wearables and ML-enabled biomedical technologies on the future of healthcare.

1. Introduction

The advancement of wearable bioelectronics has enabled the
continuous, real-time monitoring of multiple biosignals and
has significantly enhanced health monitoring capabilities.1,2

These innovations allow for more precise tracking of physiolo-
gical states, including disease progression, movement, and
mental health status.3,4 Initial biosignal monitoring relied on
rigid electrodes, which were highly invasive and exhibited poor
tissue compatibility, often triggering immune responses at the
electrode-tissue interface. With the development of flexible and
soft electrodes, minimally invasive wearable and implantable
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devices have emerged.5,6 The integration of advanced structural
designs, such as mesh and microfiber architectures, serpentine
electrode patterns, and 2–3D deformable structures, has signifi-
cantly enhanced the flexibility and stretchability of biosensors.7–10

Additionally, soft materials including polymers, hydrogels, and
liquid metals, have been introduced to improve biocompatibility
and durability.11,12 These materials exhibit mechanical properties
similar to biological tissues, ensuring stable signal acquisition
even under dynamic conditions.13 These advancements minimize

immune responses and allow biosensors to conform seamlessly to
the body, supporting long-term, stable biosignal monitoring for
both wearable and implantable applications.

Progress in bioelectronics has expanded the capabilities for
monitoring electrical, physiological, and chemical biomarkers
at various anatomical sites, including the brain, spinal cord,
heart, blood vessels, and skin.14,15 Beyond signal acquisition,
the ability to measure diverse biosignals has not only improved
comprehensive real-time health monitoring but also enabled
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the accumulation of personal bio-information, facilitating its
use in personalized medicine and long-term health tracking.16

Furthermore, large-scale biometric data collected over extended
periods from diverse populations is systematically classified and
statistically analyzed, enabling biomarker-based disease diag-
nosis, predictive analytics, and daily health management. As
biosignal data grows in volume and complexity, efficient data
processing and analytical tools have become essential.

However, these vast and intricate datasets pose significant
challenges for accurate analysis and meaningful interpretation.
Wearable devices continuously produce large-scale, real-time
data streams, but environmental factors such as motion arti-
facts and external interference can degrade signal quality.17,18

These resulting noise and missing values complicate the extrac-
tion of reliable insights. Biosignals exhibit complex, nonlinear
patterns, making simple statistical analyses insufficient for
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comprehensive interpretation. Therefore, optimized data pro-
cessing and analytical methods are essential. Also, health
status and disease progression cannot be assessed using a
single biomarker but should instead be evaluated through the
complex interactions among multiple biosignals.

Recently, machine learning (ML) has been increasingly
integrated into biosignal analysis to address these challenges,
enabling the extraction of meaningful insights. ML effectively
processes large-scale biosignal data, improving monitoring
accuracy and efficiency.19 Additionally, ML facilitates the
identification of hidden relationships within complex datasets,
contributing to disease diagnosis, health status prediction, and
decision-making. As ML applications in biosignal analysis
expand, the diversity of biosignal types and characteristics
necessitates the selection of appropriate ML models according
to specific analytical objectives and data attributes.

As illustrated in Fig. 1a, this review examines key ML algo-
rithms for biosignal processing. The selection and application of
ML models are discussed in the context of the processing work-
flow, considering dataset characteristics and analytical objectives.
This review also provides a guideline for choosing appropriate ML
algorithms based on biosignal properties, processing goals, com-
putational efficiency, and accuracy requirements. Also, we

introduce ML applications in health monitoring, disease diagno-
sis, and prediction using neural, cardiovascular, biochemical, and
other biosignals. Finally, we discuss the integration of ML with
wearable bioelectronics, especially its impact on future healthcare
systems, and potential directions for further development.

2. Machine learning algorithms for
analyzing biosignals

We establish a signal processing workflow by configuring the
processing steps according to the data characteristics of bio-
signals acquired from wearable devices and applying ML algo-
rithms to train and evaluate each stage. Fig. 1b organizes this
workflow and presents a reference guide that classifies represen-
tative ML algorithms based on their purpose and functionality
within each step. Data preprocessing refers to preparing acquired
data for ML algorithms by improving data quality and optimizing
it for training. This process involves scaling, normalization, and
dimensionality reduction, which enhance training speed, miti-
gate overfitting, improve accuracy, and increase computational
efficiency—ultimately contributing to the overall performance of
the ML model. After preprocessing, ML algorithms are employed
to identify patterns and relationships within the dataset and
perform prediction and classification tasks. ML algorithms are
categorized according to their functional roles in biosignal analy-
sis, namely clustering, regression, and classification. Following
training and prediction, model evaluation is conducted to assess
the validity of the results and ensure the reliability of predictions.

2.1 Data preprocessing algorithms

Biosignals obtained from wearable devices exist in various
forms, ranging from simple low-dimensional data to high-
dimensional data incorporating multiple factors. Ultimately,
these signals must be processed and transformed into a format
that is easily interpretable by humans. Before performing
advanced processing, a preprocessing step is necessary to
ensure that the data can be effectively utilized. This sectionSumin Kim
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focuses on algorithms designed for preprocessing biosignals,
thereby facilitating subsequent analysis (Fig. 2a). Given the
diversity of biosignal properties, different preprocessing strate-
gies are required depending on the specific challenges
involved. To clarify this relationship, we provide a structured
summary that connects typical biosignal characteristics to
appropriate preprocessing techniques and their associated

algorithms. Table 1 summarizes the recommended methods
by highlighting their practical advantages in addressing com-
mon challenges in biosignal processing.

2.1.1 Dimensionality reduction. Dimensionality reduction
is a crucial preprocessing technique in biosignal analysis,
aimed at transforming high-dimensional data into a lower-
dimensional representation while preserving essential information

Fig. 1 (a) Overview of biosignal acquisition from wearable devices and ML-based analysis. (b) Overview of the biosignal processing workflow, integrated
with a ML reference guide.
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(Fig. 2b).40–42 Biosignals obtained from biological systems, such as
electroencephalography (EEG) and electrocardiography (ECG), are
inherently complex and often contain multiple factors, including
time, amplitude, and phase. The high dimensionality of these
signals poses challenges in terms of computational efficiency and
interpretability. Directly processing raw biosignals without

reducing dimensionality can lead to increased computational
costs, longer processing times, and difficulties in extracting
meaningful patterns. Therefore, dimensionality reduction tech-
niques are employed to preprocess the raw data for efficient
data handling, by reducing the noise of the signal and improv-
ing the performance of subsequent ML models.

Fig. 2 Data preprocessing. (a) Pipeline showing representative preprocessing strategies to process raw data before applying ML. (b) Dimensionality
reduction converting high-dimensional data into a lower-dimensional space. (c) Data normalization improving class separation. (d) Feature extraction
from ECG signals includes wave detection and frequency analysis using fast Fourier transform (FFT).

Table 1 Summary of data preprocessing techniques for biosignal analysis

Preprocessing technique Associated algorithms Advantages for biosignal properties Ref.

Dimension reduction PCA, ICA, t-SNE, UMAP Reducing noise, handling data efficiently, and enhancing
visualization

20–26

Data normalization Z-score, Min–Max Domain shift alleviation, generalization in ML, reduction of
computational cost and runtime, improvement of classification
accuracy

27–31

Feature selection &
extraction

STFT, wavelet, PCA, filter/wrapper/
embedded methods

Uncovering new feature, prevention of overfitting, enhancement
of model performance and interpretability

32,33

Missing value handling Mean/median imputation, KNN
imputation, multiple imputation

Achieving unbiased results, ensuring data integrity, and
improving the robustness of ML models

34,35

Denoising filters High/low-pass filtering, cubic spline
interpolation, EMD, CNN

Achieving discrete signals, enhancing reliability and
performance of algorithms, facilitating data interpretation

36–39
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Dimensionality reduction methods can be broadly categor-
ized into linear and nonlinear techniques, depending on the
nature of the data and the relationships among its features.43

Linear methods assume that high-dimensional data lie in a lower-
dimensional subspace and transform the original data accordingly
to facilitate the ML process after. One of the most widely used
linear techniques is principal component analysis (PCA), which
identifies the directions, or principal components, that capture the
maximum variance in the data and projects the data onto these
directions.20,21 By retaining only the most significant components,
PCA effectively reduces dimensionality while preserving essential
information. Another commonly used linear method is linear
discriminant analysis (LDA), which is particularly useful in classi-
fication tasks as it maximizes the separation between different
classes in the data.22,23 Additionally, independent component
analysis (ICA) is frequently employed in biosignal processing to
separate overlapping sources, such as distinguishing different
signal components in EEG and ECG recordings.24

In cases where data exhibit complex, nonlinear relation-
ships, nonlinear dimensionality reduction techniques are more
effective.25 Methods such as uniform manifold approximation
and projection (UMAP) and t-distributed stochastic neighbor
embedding (t-SNE) are widely used for visualizing high-
dimensional biosignals in a lower-dimensional space while
preserving local structures.26 These techniques are particularly
useful for exploratory data analysis and clustering applications.

One key application of dimensionality reduction is noise
reduction, where methods like PCA and ICA help remove
unwanted noise while retaining meaningful signal components.
Additionally, dimensionality reduction facilitates feature extrac-
tion, which will be introduced in the latter section, by identify-
ing the most relevant features, which enhances the performance
of ML models. In real-time biosignal processing applications,
such as wearable sensor systems, reducing dimensionality
allows for faster computation and more efficient data handling.
Moreover, visualization techniques enabled by dimensionality
reduction help researchers and clinicians interpret high-
dimensional biosignal data more effectively.

Despite its advantages, dimensionality reduction presents
several challenges. One major concern is the loss of information,
as reducing dimensions inevitably discards some data, potentially
affecting downstream analysis.44 Selecting an optimal number of
dimensions is crucial to maintaining a balance between data
simplification and information retention. Additionally, the inter-
pretability of dimensionality reduction results varies depending
on the method used. While PCA provides clear principal com-
ponents, methods like autoencoders generate abstract latent
representations that may be difficult to interpret. Nonlinear
techniques such as t-SNE and UMAP are primarily useful for
visualization rather than preserving mathematical relationships
within the data. Another consideration is computational com-
plexity, as certain methods, such as t-SNE, require significant
computational resources, which can be a limitation for real-time
applications.

2.1.2 Normalization & scaling. Typical biosignals, such as
EEGs, exhibit non-stationary characteristics, meaning that their

statistical properties dynamically change over time.45 Conse-
quently, even when recorded from the same subject under
similar conditions, the statistical distribution of EEG signals
is not constant across different periods due to inherent neural
variability and external influences (e.g., user emotion and
electrode placement).46,47 Additionally, EEG signals exhibit sig-
nificant inter-subject variability, as Saha et al. show that EEG
patterns vary across individuals during motor imagery tasks.48

This is referred to as domain shift and limits the ability of ML
models, which were trained on a sample dataset (i.e., source
domain), to generalize effectively to signals from target subjects,
thereby reducing the reliability of model predictions.27

To address this challenge, various domain adaptation techni-
ques have been developed to mitigate variance across datasets,
ranging from simple normalization methods to complex deep
learning algorithms. Data normalization and scaling are funda-
mental pre-processing techniques that reduce variability across
datasets, facilitating domain adaptation (Fig. 2c).28 By ensuring
consistency in input feature distributions, these methods help ML
models learn more robust patterns. Specifically, transforming
data scales ensure that all features contribute equivalently, mini-
mizing the biases in model training. This process is crucial in
alleviating the domain shift, a challenge that occurs when statis-
tical discrepancies between training and test datasets hinder
model generalization.29 Addressing the domain shift is particu-
larly important in biomedical signal analysis, where variations
in data acquisition conditions can significantly impact model
performance.30

Data normalization & scaling are essential not only for addres-
sing domain shifts generated from a single source, but also for
processing recorded data from various sources in wearable health
monitoring devices.49 For effective health monitoring, recording
multiple biosignals simultaneously enables comprehensive
health state evaluation. Therefore, techniques have been devel-
oped toward multimodal wearable devices to facilitate the com-
parison and analysis of data from various sources. However,
depending on the type of signal source, data can vary significantly
in unit and scale, requiring appropriate normalization for mean-
ingful comparison. If data analysis with multiple biosignals is
performed without normalization and scaling, computational
cost and processing time increase, and features with larger units
dominate those with smaller units, potentially distorting the
learning process.31 Therefore, data normalization and scaling
can enhance classification performance across various applica-
tions, including medical data analysis, multimodal biometric
systems, and industrial fault detection. The most widely used
methods for data normalization and scaling comprise Z-score
normalization and Min–Max normalization.50

Z-score normalization is a method for normalizing data by
transforming them into a dataset with a zero mean and a unit
variance. This method transforms each data point xi,n in the
dataset into its normalized value x0i,n according to the following
equation (eqn (1)):

x0i;n ¼
xi;n � mi

si
(1)
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Here, m and s denote the mean and standard deviation,
respectively. It is effective in reducing the influence of
outliers.51 However, since the mean and standard deviation of
the biosignals, whose values change over time, their effective-
ness in maintaining consistent scaling across data with the
same unit diminishes.52 On the other hand, Min–Max normal-
ization preserve the relative position of raw data, as it is applied
uniformly to all data regardless of time. This method rescales
data within a predetermined range [0,1] using the following
equation (eqn (2)):

x0i;n ¼
xi;n �min xið Þ

max xið Þ �min xið Þ
nMax� nMinð Þ þ nMin (2)

However, Min–Max normalization has a limitation in that it
is more sensitive to the presence of outliers compared to
Z-score normalization.53 Thus, the choice of normalization
method should be determined based on the specific character-
istics of biosignals, as different approaches may be more
suitable depending on the nature of the data. Singh et al.
conducted a study in which they applied 14 different normal-
ization techniques to preprocess data, followed by ML training,
and evaluated the classification accuracy against that of unnor-
malized data. Even though the 14 normalization methods
differed from one another, with Z-score normalization obtain-
ing the best rank in the full feature set approach, all methods
improved classification accuracy and reduced runtime com-
pared to unnormalized data.

2.1.3 Feature extraction & selection. As measurement tech-
niques advance from single-lead to multi-lead systems, the size
and diversity of acquired biosignals are increasing.54 Conse-
quently, extracting or selecting meaningful features from the vast
amount of data has become crucial for effective signal analysis.
To achieve this, two key methods are employed: (1) feature
extraction and (2) feature selection. Feature extraction transforms
raw data to uncover new features that are not explicitly present,
often through dimensionality reduction. In contrast, feature
selection merely chooses relevant features while preserving the
original data structure, without transforming the raw data.
Feature extraction and selection are separate processes, but they
are often used together, by extracting distinct features from the
data through feature extraction and applying feature selection to
choose the most relevant features.55 By applying these processes,
the researchers can prevent overfitting, which occurs when the
model is overly sensitive to irrelevant features, leading to classi-
fication errors.32 This, in turn, enhances the performance of
subsequent ML models and improves their interpretability.

Feature extraction is the process of reducing data dimen-
sionality to extract new features, and it is important to consider in
advance which domain the required features should belong to.
Biosignals can be broadly categorized into four domains: (1) time
domain, (2) frequency domain, (3) joint time-frequency domain,
(4) signal decomposition and sparse domain.33 To transform raw
data into these domains, a wide range of methods can be applied,
from relatively simple statistical approaches to more advanced
supervised and unsupervised ML algorithms, all of which help

extract meaningful features for data analysis. For example,
statistical features such as mean, maximum/minimum values,
skewness, and inter-beat-interval derived from the statistical
approaches, belong to the time domain.56,57 Using an algorithm,
such as t-SNE to identify overlapping features can help mitigate
overfitting.58 As an alternative, the PCA method captures features
with the highest variance, i.e., it extracts principal components
that are distinct and do not contain redundant information.
Electrophysiological signals, such as ECG and EEG, are non-
stationary signals; thus, both time and frequency components
play a crucial role in their analysis. As a result, the time and
frequency domains may be insufficient, depending on the pur-
pose of signal analysis, to fully represent the features of electro-
physiological data. In such cases, transforming data into the
time-frequency domain using algorithms such as short-time
Fourier transform (STFT), wavelet transform (WT), or Wigner–
Ville distribution (WVD) is a suitable approach (Fig. 2d).59 Trans-
forming data into the signal decomposition and sparse domain
using algorithms such as empirical mode decomposition (EMD)
or dictionary learning is appropriate for identifying the under-
lying structure and patterns within a dataset. In addition, electro-
physiological signals exhibit common wave patterns, and
morphological features can be visually extracted as distinctive
characteristics.60 Moreover, when raw data are mixed with noise,
reducing data dimensionality to select features that are not
affected by noise is one of the key objectives of feature extraction.

In contrast to feature extraction, feature selection is a
simpler complex process, as it does not transform the data type
but merely selects relevant features. However, with the develop-
ment of measurement techniques and feature extraction algo-
rithms, the number of features has increased exponentially,
necessitating more complex feature selection methods to handle
the large number of irrelevant features.61 Selecting appropriate
features enables subsequent ML models to avoid being domi-
nated by irrelevant features. Feature selection is categorized into
three methods based on their correlation with the classifier,
namely, the filter method, wrapper method, and embedded
method.62 The filter method selects features based on statistical
measures, such as variance and correlation with the target
variable, without using a classifier, whereas the wrapper method
evaluates different feature combinations by iteratively training a
classifier to determine the most relevant feature subset.63,64 On
the other hand, the embedded method incorporates feature
selection into the model training process, where the classifier
itself assesses the contribution of each feature and assigns
corresponding weights.65 While the filter method has the advan-
tage of being computationally efficient, it does not account for
interactions between features, which may lead to suboptimal
performance.66 In contrast, the wrapper and embedded methods
evaluate feature relevance using a classifier, which increases
computational complexity but often results in improved feature
selection.67

2.1.4 Missing value handling. Biosignals collected from
wearable devices and biomedical sensors are often prone to
missing values due to various factors such as sensor malfunc-
tions, signal interference, motion artifacts, and transmission
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errors. Also, unlike experimental data that are collected per
research protocol, the primary function of clinical data is to
help clinicians care for patients, so the procedures for its
collection are not often systematic.68 Failure to address missing
values appropriately can lead to biased results, reduced model
performance, and misinterpretation of physiological condi-
tions. Therefore, implementing effective missing value hand-
ling techniques is essential for ensuring data integrity and
improving the robustness of ML models.34,35 There are several
approaches to handling missing values in biosignal processing,
which can be broadly categorized into deletion-based methods
and imputation techniques.

Deletion-based methods are the simplest approach, where
records or features containing missing values are removed from
the dataset.69 This method includes listwise deletion, where
entire samples with missing values are excluded, and pairwise
deletion, where missing values are ignored only in calculations
that do not require them.70 While deletion methods are
straightforward and preserve the integrity of complete raw data
points, they can lead to information loss, especially if a sig-
nificant proportion of data is missing. This approach is
generally suitable when missing values are minimal and ran-
domly distributed.

Imputation techniques aim to fill in missing values with
estimated values based on existing data.71 One of the most
common imputation methods is mean imputation, where
missing values are replaced with the mean of the observed
data for that feature. Similarly, median and mode imputation
can be used for non-normally distributed or categorical data,
respectively. However, simple imputation methods may intro-
duce bias and fail to capture complex dependencies within the
data.72 More advanced techniques, such as regression imputa-
tion, utilize statistical models to predict missing values based
on relationships between variables. For example, multiple
imputations generate several plausible values for each missing
data point by incorporating random variability, enhancing the
robustness of the imputation process. Another powerful impu-
tation method is k-nearest neighbors (KNN) imputation, where
missing values are estimated based on the most similar obser-
vations in the dataset. This technique is particularly useful for
biosignal data, as it preserves local patterns and correlations
between variables. Similarly, ML-based imputation methods,
such as random forests and deep learning models, can be
employed to predict missing values using complex patterns in
the data. These approaches often outperform traditional meth-
ods, especially for high-dimensional and nonlinear biosignals.

Handling missing values in biosignal data presents several
challenges. One major concern is determining the underlying
mechanism of missingness, which can be classified into three
categories: (1) missing completely at random (MCAR), (2) missing
at random (MAR), and (3) missing not at random (MNAR).73,74 In
MCAR, missing values occur randomly and do not depend on any
observed or unobserved variables. In MAR, the probability of
missing values depends on observed variables but not on unob-
served ones. In MNAR, missingness is related to the unobserved
data itself, making it the most challenging case to address.

Understanding the missing data mechanism is crucial in select-
ing the most appropriate handling method. Another challenge is
the impact of missing values on real-time biosignal processing.
In wearable sensor applications, real-time data processing
requires efficient handling of missing values to ensure contin-
uous monitoring and decision-making. Traditional imputation
methods may not be feasible in real-time scenarios, necessitating
adaptive algorithms that dynamically estimate missing values
based on streaming data. Furthermore, the presence of missing
values can introduce biases in ML models, making it essential to
evaluate the effectiveness of the chosen handling method
through rigorous validation techniques.

2.1.5 Denoising filters. During recording biosignals using
wearable devices, the signals are often subjected to various
interferences and noises in practical applicatons. Therefore,
implementing effective denoising filters is crucial. Accurate
denoising plays a vital role in improving signal fidelity and
enabling precise assessment of physiological activity and
abnormalities. In clinical settings, this is particularly impor-
tant, as even low-level noise can mask diagnostically relevant
features.36 An effective denoising strategy contributes signifi-
cantly to downstream processing by (1) increasing the precision
of feature extraction, (2) enhancing the reliability and perfor-
mance of automated diagnostic algorithms, and (3) facilitating
clinical interpretation of the data. While a wide range of
machine learning techniques are available for this purpose,
selecting the most suitable model and tuning its parameters
remains a complex task. This is because the optimal architec-
ture and hyperparameters often depend on the specific type of
noise present, requiring careful customization of neural net-
work structures to match the characteristics of each dataset.

One of the most simple approach is to remove typical fre-
quency range of signals using high or low-pass filters, or typical
amplitude peaks. For example, in ECG signals, the most repre-
sentative noise includes baseline wander (BW), which is a
sinusoidal component at the frequency of respiration caused by
breathing.37 To address BW, which generally occurs between 0.15
and 0.3 Hz, conventional high-pass filters and cubic spline
interpolation have been used, but they risk distorting key ECG
features such as the ST segment. More advanced methods, such
as wavelet-based denoising and empirical mode decomposition
(EMD), provide multi-scale decomposition of the signal for more
selective noise suppression.38 Recently, deep learning approaches
have demonstrated promising results, particularly when com-
bined with wavelet transforms or morphological priors.39 These
models are capable of adaptively distinguishing signal from
noise, even in the presence of overlapping frequency content or
nonstationary characteristics, achieving high signal-to-noise ratio
(SNR) improvements while preserving clinical interpretability.

Designing an effective denoising filter is challenging
because different noise types often overlap with the signal both
in time and frequency domains, making simple filtering insuffi-
cient. Additionally, overly aggressive filtering can distort impor-
tant physiological features, leading to reduced diagnostic
accuracy. Therefore, advanced denoising strategies, particularly
those leveraging data-driven approaches such as deep learnin,
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offer a promising solution by learning to selectively suppress
noise while preserving critical signal morphology. As wearable
and real-time monitoring systems continue to evolve, the devel-
opment of robust, adaptive, and interpretable denoising frame-
works will be essential for improving the reliability and clinical
utility of biosignal analysis.

2.2 Machine learning algorithms for biosignal analysis

Following the preprocessing steps described above, ML algo-
rithms are applied to identify patterns and relationships within
the data, and to perform tasks such as prediction and classifi-
cation. When handling with unlabeled data (unsupervised
learning), clustering algorithms can be used to identify pat-
terns, structures, and relationships within the dataset. When
working with labeled data, where input data is paired with
output labels, supervised learning algorithms can model the
relationship between input and output variables and generate
predictions for new inputs. Supervised learning can be divided
into regression and classification, depending on the type of
predictor variables. Regression models are designed to predict
continuous values by capturing the quantitative relationships
among variables, while classification models aim to predict

categorical outcomes by assigning new input data to predefined
classes, either binary or multiclass. In this section, ML algo-
rithms are reviewed based on their primary analytical function-
s—clustering, regression, and classification. Notably, several
ML models can serve multiple purposes depending on the
context and configuration. For example, neural networks have
demonstrated broad applicability across all three functional
categories. Table 2 presents a functional overview of represen-
tative ML algorithms, categorized according to their roles in
biosignal analysis.

2.2.1 Clustering. Clustering is an unsupervised learning
technique used to group data points. Since it only relies on
unlabeled data, clustering is particularly useful for identifying
hidden patterns in large, complex datasets. This capability is
particularly valuable in healthcare because it may lead to novel
insights into our health system.97,98 Biosignals acquired from
wearable devices often exhibit high variability and individual
specificity, making clustering an effective approach for unco-
vering underlying patterns. The integration of clustering and
wearable devices typically aims to enhance the accuracy of data
analysis such as prediction and classification. Clustering has
already demonstrated its capability well in these tasks, proving

Table 2 Summary of machine learning algorithms for biosignal analysis

Type
Machine learning
algorithm Advantages for biosignal properties Ref.

Clustering Hierarchical clustering No need for predefined number of clusters. 75
K-means Applicable to large datasets due to its simplicity and computational efficiency. 76
Fuzzy C-means Suitable for ambiguous data owing to its flexibility in allocating data points to multiple

clusters.
77

DBSCAN Detects nonlinear cluster structures; robust to noise and outliers. 78
Graph clustering Captures network-like relationships in biosignals, useful for functional connectivity or

interaction analysis.
79

Model-based clustering
(e.g., GMM)

Enables probabilistic modeling of overlapping physiological states and automatic selection
of cluster numbers.

80

Neural networks (e.g.,
SOM, LVQ, ART)

Learns complex, nonlinear signal structures and adapts dynamically to real-time biosignal
changes.

81,82

Regression Linear regression High computational efficiency, fast execution, and straightforward interpretability. 83–85
Ridge linear regression Reduction of overfitting and improvement of predictive performance in the presence of

multicollinearity.
86

Regression tree Effective modeling of nonlinear relationships and intuitive interpretability. 87
Random forest model Enhancement of prediction accuracy, reduction of overfitting, and robustness to diverse

biosignal types.
88

Artificial neural network Suitability for moderately complex nonlinear pattern modeling and scalability to large
biosignal datasets.

89

Deep neural network Capability for hierarchical feature extraction and representation of complex biosignal
structures.

90

Classification Logistic regression Performs probabilistic classification using a linear decision boundary; suitable for binary
and multi-class classification of biosignals. Offers fast training and high interpretability,
enabling effective disease diagnosis and condition monitoring.

91

SVM (support vector
machine)

Effectively handles high-dimensional biosignal data and solves non-linear classification
problems through kernel functions. Robust against overfitting with strong generalization
capability.

92

k-NN (k-nearest neighbors) Instance-based method that classifies data based on proximity to neighbors; ideal for small-
scale or spatially distributed biosignal datasets. Requires no prior training and adapts well to
diverse data structures.

93

Decision tree Uses a hierarchical tree structure to split data based on feature conditions. Enables intuitive
interpretation and fast prediction, handling both continuous and categorical biosignal
features.

94

Random forest Ensemble model that aggregates multiple decision trees to enhance classification accuracy
and stability. Captures complex relationships in biosignal data with improved robustness.

95

Gradient boosting Sequentially minimizes residual errors to model complex patterns in biosignals.
Demonstrates high accuracy in real-world applications and is resilient to noise and
incomplete data.

96

Review Materials Horizons

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
m

aí
 2

02
5.

 D
ow

nl
oa

de
d 

on
 2

1.
6.

20
25

 1
7:

23
:3

5.
 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5mh00451a


This journal is © The Royal Society of Chemistry 2025 Mater. Horiz.

to be a powerful tool for extracting meaningful insights into our
health system.99,100 Clustering techniques are broadly categor-
ized according to their underlying mechanisms, with the pri-
mary distinction being between hierarchical, partitional, and
density-based clustering (Fig. 3a). This section provides an
overview of the basics of these types and their example models.

2.2.1.1 Hierarchical clustering. Hierarchical clustering is
extensively used for analyzing large datasets. As its name
suggests, it considers the data as a system of hierarchy and
separates the data in progressive steps either in a bottom-up or
a top-down manner to form a dendrogram.75 Hierarchical
clustering can be categorized into two primary approaches
based on the direction of the clustering process: agglomerative
(bottom-up) and divisive (top-down) methods. Both processes
repetitively create clusters based on the distances of the com-
ponents measured by distinct methods for each of them and
yield clustered plots as shown in Fig. 3b.

A divisive process starts with a single larger cluster composed
of all objects and progressively divides the objects into smaller
clusters until every object has its own distinct cluster. Since it
follows a top-down process that operates directly on data points,
simple operations such as Euclidean distance or Manhattan
distance are used for distance measurement. On the other hand,
an agglomerative process treats each data point as a cluster and
builds larger clusters that embrace the smaller clusters. This is
repeated until a cluster that includes all objects is formed. Unlike
a divisive process, the agglomerative process is a bottom-up
process that starts with designating a cluster for every point.
Therefore, some procedure for measuring the distance between
clusters is required. Three methods may be used for this purpose:
single-linkage clustering, complete-linkage clustering, and
average-linkage clustering. In single-linkage clustering, the short-
est distance between the clusters is determined. In complete-
linkage clustering, the longest distance between any two points in
different clusters is determined. In average-linkage clustering,

Fig. 3 Clustering. (a) Categorization of clustering. (b) Illustration of hierarchical clustering. (c) Illustration of k-means clustering. (d) Illustration of density-
based spatial clustering of applications with noise (DBSCAN). E = 0.5, MinPts = 7. A noise point that does not satisfy to be a member of a cluster is shown
with a dashed circle. (e) Illustration of graph clustering. (f) Illustration of model-based clustering using Gaussian mixture models (GMM).
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the average distance of all links between the clusters is deter-
mined. The determined distances guide the merging process of
agglomerative clustering.

2.2.1.2 Partition-based clustering. Partition-based clustering
divides data into a predefined number of clusters. This is
achieved using criterion functions such as the Euclidean dis-
tance, which is equivalent to the shortest straight-line distance
between two points.76 A representative type of partition-based
clustering algorithm is k-means clustering. In k-means clustering,
the number of clusters k is initially selected, and a centroid, the
center of the cluster, is determined for each cluster. Then, data
points are rearranged to minimize their distances from the
centroid, followed by resetting the centroids according to the
new arrangements of the points (Fig. 3c). This iterative process
continues until convergence, where the centroids no longer
change significantly between iterations. K-means clustering has
advantages in the simplicity of the algorithms and applicability to
large datasets owing to its optimization capability to larger data,
since both its number of repetitions and k range below 100 and
parallel computation is possible. However, this technique lacks a
standardized method for initial partition and determination of k,
while it is also sensitive to outliers and noise.

Another method of partition-based clustering is fuzzy c-means
clustering, which differs from k-means clustering in that each data
point can belong to multiple clusters simultaneously.77 This is
achieved through the concept of fuzzy membership, where each
data point is assigned a membership degree indicating its degree
of belonging to each cluster, rather than being strictly assigned to a
single cluster. The term ‘fuzzy’ reflects the inherent ambiguity in
defining cluster boundaries. A membership degree is a set of
numbers ranging from 0 to 1 that is characteristic of each point.
Since membership degrees represent relative associations, their
sum across all clusters for a given data point must equal 1. Notably,
the membership degree quantifies the association of a data point
with each cluster. The procedure starts with determining C, the
number of clusters. Together with the number of data N, the
membership degree matrix U is defined by a simple operation U =
C� N. Then, the center of the cluster is computed. Unlike k-means
clustering where centroids are determined, the degree of member-
ship is used as a weight to calculate the weighted average of the
points in each cluster. This is followed by updating the member-
ship degrees relative to the cluster centers. Mathematically, this
operation can be expressed by the following function (eqn (3)).

Jm ¼
XN
i¼1

Xc
j¼1

umij xi � vj
�� ��2; 1omo1 (3)

Where m is the fuzzy partition matrix exponent that controls the
ambiguity of the boundaries, uij is the degree of membership, xi

is the ith member of a cluster, vj is the center of the cluster, and
J is the clustering objective function. This process is iteratively
repeated until the cluster centers converge to a stable state with
minimal change.

2.2.1.3 Density-based clustering. Another widely used method
of clustering is to group the points according to density,

computed by density functions.78 A density-based clustering
algorithm used extensively in wearable biosignal analysis is
density-based spatial clustering of applications with noise
(DBSCAN, Fig. 3d). DBSCAN facilitates two parameters: e and
MinPts. e is the minimum radius of the neighborhood around a
data point, determining how close points need to be to be in a
cluster. MinPts is the minimum number of data points
required to form a cluster.

Also, to define a cluster, points are divided into 3 groups:
(1) core points, which lie within the cluster, (2) border points,
which are located at the cluster’s boundary, and (3) noise points,
which do not belong to either of the first two groups. To form
clusters, a data point is first selected. Then, neighboring points
within e are found about the selected data point. If the number
of neighboring points exceeds MinPts, a new cluster is formed,
and those points are determined as core points. The neighbor-
ing points of core points are also added to the cluster, and this
expansion process continues until no further points can be
included. This set of procedures is repeated until all data points
have been processed. The primary advantage of DBSCAN lies in
the simplicity of operation. Unlike traditional clustering meth-
ods, DBSCAN does not require prior specification of the number
of clusters and is capable of detecting nonlinear cluster struc-
tures within a dataset. However, its performance is highly
dependent on the appropriate selection of e and MinPts, which
can be challenging, particularly in high-dimensional spaces
where density estimation becomes less reliable.

2.2.1.4 Variants of clustering methods. Graph clustering
models data as a network of interconnected nodes, where edges
represent relationships or similarities between these nodes.79 The
core principle of graph clustering lies in representing data in the
form of a graph, where nodes (or vertices) denote data points, and
edges signify the connections or similarities among these nodes
(Fig. 3e). The strength of these connections can be quantified
using edge weights, which help identify tightly connected groups
or communities within the network, higher weights indicating
stronger connections. This modeling approach allows for the
detection of intrinsic data structures that traditional clustering
methods often overlook. Graph clustering techniques are particu-
larly effective in identifying densely connected subgroups within
large-scale graphs. The fundamental mathematical tools in graph
clustering involve matrices, such as adjacency matrices, degree
matrices, and Laplacian matrices, which capture the relationships
between nodes.75 Common algorithms used in graph clustering
include spectral clustering and community detection algorithms,
which leverage these matrix representations to identify clusters
effectively.

Model-based clustering adopts a probabilistic approach to
identify clusters within data by assuming that the data are
generated from a mixture of underlying probability distributions,
typically Gaussian.80 Each cluster corresponds to one of these
distributions, characterized by parameters such as mean and
covariance. A key method in model-based clustering is the
Gaussian mixture model (GMM), which models data as a combi-
nation of multiple Gaussian components (Fig. 3f). Each data
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point is assigned to the Gaussian distribution with the highest
probability. The expectation-maximization (EM) algorithm is
commonly employed to iteratively estimate the parameters of
these distributions, alternating between calculating the probabil-
ity of data points belonging to each cluster (E-step) and updating
the parameters to maximize the likelihood of the observed data
(M-step). Model selection criteria, such as the Bayesian informa-
tion criterion (BIC), are used to determine the optimal number of
clusters by balancing model complexity and fit. However, it can
be computationally intensive when dealing with large datasets.

Deep clustering techniques excel in handling non-linear
relationships and unstructured data, making them suitable
for applications such as image recognition, speech processing,
and natural language understanding.81 Despite their advantages,
these methods require large amounts of data and computational
resources, and their performance can be sensitive to network
architecture and hyperparameter settings. Nonetheless, neural
network-based clustering represents a powerful advancement
in the field, offering enhanced capabilities for discovering
intricate patterns in data. Neural networks are also used for
clustering through models like self-organizing maps (SOM),
learning vector quantization (LVQ), and adaptive resonance
theory (ART).82 These models help find natural patterns in data
without labels by using competitive learning. For example, SOM
keeps spatial relationships between data points, while ART
adjusts to new data in real time. Such methods are especially
useful in biosignal analysis, image processing, and real-time
monitoring.

In summary, clustering techniques encompass a diverse set
of methodologies, each tailored to specific data characteristics
and analytical goals. From traditional approaches like hierarch-
ical and partition-based clustering to advanced methods such
as graph clustering, model-based clustering, and deep cluster-
ing, these techniques provide powerful tools for uncovering
hidden structures within data. As data complexity and volume
continue to grow, the integration of ML with clustering algo-
rithms will play an increasingly crucial role in diverse fields,
including healthcare, wearable devices, and artificial intelli-
gence (AI).101

2.2.2 Regression. Regression models are widely utilized for
predicting continuous variables, such as heart rate, blood
pressure (BP), and blood glucose levels, by training with labeled
data.89,102,103 The application of regression analysis to biosignal
data acquired from biosensors enables the quantification of
various biometric parameters and health conditions.104,105

Furthermore, regression models can mitigate data insufficiency
by predicting missing continuous values, thereby enhancing
the completeness of datasets.106,107 These methods are gener-
ally categorized into linear and non-linear regression based on
the relationship between variables, with a comprehensive dis-
cussion of each model provided below (Fig. 4a).

2.2.2.1 Linear regression. Linear regression is one of the
most fundamental ML models, particularly suitable when a
linear relationship exists between a dependent variable and one
or more independent variables (Fig. 4b).108,109 The linear

regression model is mathematically represented by the equa-
tion (eqn (4)):

Y = b0 + b1X (4)

where b0 represents the intercept, and b1 denotes the coeffi-
cient for the independent variable X. The optimal values of b0

and b1 are determined by minimizing the mean squared error
(MSE), given by (eqn (5)):

MSE ¼ 1

n

Xn
i¼1

yi � ŷið Þ2 (5)

where n, yi, and ŷi represent the number of data points, the
actual value of data, and the predicted values, respectively.

Linear regression has been applied to analyze various linear
relationships in biosignals, such as the relationship between
cortisol and glucose, as well as between diaphragm depth and
respiratory rate.83,84 Furthermore, Baik et al. conducted a
quantitative analysis of the relationship between skin color
changes and skin pH, employing linear regression to develop a
model that accurately measures skin pH levels.85 The key
advantages of linear regression include its computational effi-
ciency, rapid execution, and straightforward interpretation of
linear relationships between variables. However, this method is
not well-suited for modeling non-linear data. Additionally,
when there is high multicollinearity among the independent
variables, the model may suffer from overfitting, leading to
diminished predictive performance.

Ridge linear regression is a method that incorporates a
regularization term into the standard linear regression model
to mitigate overfitting and improve the model’s predictive
accuracy.110,111 In conventional linear regression, the model
is optimized by minimizing residual sum of square (RSS) based
on the training data. However, this approach may result in
increased RSS across all data points, including those in the test
set. To address this limitation, ridge regression introduces a
shrinkage penalty, which is the squared value of the regression
coefficient (b1), into the objective function (Fig. 4c). The result-
ing objective function is as follows (eqn (6)):

Objective function = RSS + lb1
2 (6)

where l is a tuning parameter that regulates the strength of the
regularization. This term governs the trade-off between model
complexity and accuracy, with larger values of l shrinking the
regression coefficients, thereby simplifying the model. Conver-
sely, smaller values of l reduce the regularization effect, making
the model approach the behavior of a standard linear regression
model. For instance, Song et al. collected sweat alcohol concen-
tration and heart rate data using 3D-printed epifluidic electro-
nic skin and applied ridge regression to enhance the accuracy of
predicting reaction time to respond to a given stimulus and
commission errors.86

2.2.2.2 Non-linear regression. Regression tree model is a tree-
based ML algorithm designed to estimate the value of a con-
tinuous dependent variable, particularly when a non-linear
relationship exists between variables.87 It partitions the data
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into subsets and assigns the average value of each subset as the
predicted outcome, aiming to minimize MSE during the parti-
tioning process. For example, a continuous non-linear function
representing the relationship between X and Y can initially be
approximated using the overall mean, resulting in an MSE of
0.11. However, partitioning the data into subsets and minimiz-
ing the weighted average of their respective MSE values
enhances predictive accuracy (Fig. 4d). The optimal partition
occurs at X = 40, which establishes the first branching point in
the regression tree. Each node represents a subset character-
ized by the mean of the dependent variable, with values of 0.75
for X r 40 and 0.23 for X 4 40. Further recursive partitioning
refines the model, ultimately yielding a regression tree with five
terminal nodes and a substantially reduced MSE of 0.010
(Fig. 4e). In this way, regression tree models effectively capture
non-linear relationships and provide intuitive visual interpreta-
tion. However, they are prone to overfitting when the tree is
excessively deep, as small modifications in the tree structure
may lead to significant changes in predictions.

To address these limitations, a random forest model can be
utilized. This ensemble learning algorithm, based on regres-
sion trees, enhances predictive performance by aggregating the
outputs of multiple trees, each trained on a randomly selected
subset of the data through bootstrap sampling (Fig. 4f).112,113

This process reduces the correlation between individual trees,
allowing each tree to make predictions based on distinct
features of the data. Ultimately, the random forest model
combines the predictions from multiple trees, resulting in a
more robust and stable model that mitigates overfitting and
enhances accuracy (Fig. 4g). Lee et al. leveraged random forest
regression to conduct a quantitative analysis of color variations
in colorimetric sensors, which enabled more precise predic-
tions of pH and glucose concentrations.88 However, the model
has drawbacks, including long training times due to the large
number of trees and reduced interpretability due to its complex
structure.

Neural network-based machine learning techniques, which
have also demonstrated effectiveness in clustering tasks, are

Fig. 4 Regression. (a) Categorizing regression models in ML. (b) Linear regression to represent a linear relationship between variables. Red points and
blue points denote training data and test data, respectively. (c) Ridge regression with regularization to prevent overfitting. (d) A non-linear function for
applying regression tree (top), minimization of MSE for determining optimal partition positions in a regression tree (bottom). (e) The full regression tree for
the prediction of non-linear function. For each partition, nodes are added one by one and MSE decreases. (f) Four distinct bootstrap samples derived from
a single dataset and their corresponding regression tree predictions. (g) Random forest, which is combination of multiple regression trees to create more
accurate and robust predictive model. (h) ANN consisting of an input layer (red), hidden layer (orange), and an output layer (blue). (i) DNN as an advanced
form of ANN, with additional hidden layers to handle more complex data analysis.
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widely adopted in regression modeling to capture complex and
non-linear relationships in biosignal data. Additionally, an arti-
ficial neural network (ANN) is a computational model inspired by
biological neural networks. ANN is designed to process input
data and identify patterns to facilitate regression tasks. It consists
of an input layer that receives data, one or more hidden layers
that process the data and extract complex features, and an output
layer that produces the final prediction (Fig. 4h). ANNs typically
contain one or two hidden layers and are suitable for relatively
simple nonlinear data analysis.114 For example, Wang et al.
employed ANNs to train on photoplethysmography (PPG) signals
and corresponding BP data, effectively modeling the non-linear
relationship between PPG signals and BP.89 As a result, they were
able to achieve a high level of accuracy in predicting BP, with a
mean absolute error of 4.02 � 2.79 mmHg for systolic BP.
However, ANNs have limitations in capturing relationships
between highly complex variables, which may affect their perfor-
mance in more intricate modeling tasks.

A deep neural network (DNN) is an advanced extension of an
ANN that incorporates multiple hidden layers (Fig. 4i).115 This
deeper architecture enables the model to learn more complex
and abstract patterns, enhancing its ability to make accurate
predictions. Haleem et al. employed a DNN-based multi-layer
perceptron model for real-time blood glucose prediction.90 The

model utilized morphological features automatically extracted
from ECG signals and achieved an accuracy of approximately
89% in blood glucose estimation.

As described above, applying regression models enables
more effective continuous health monitoring and disease diag-
nosis by facilitating real-time assessment of physiological states.
However, as the suitability of a regression model depends on the
underlying data characteristics and relationships, selecting an
appropriate model tailored to the specific biosignal data is
critical for ensuring optimal predictive performance.

2.2.3 Classification. Classification is a process of assigning
data samples with labels to one of several predefined classes.
This technique is utilized for tasks such as disease diagnosis
and condition monitoring, which involve predicting discrete
outcomes.116,117 Various classification models are applied
based on the structure and purpose of the data. In this section,
we explore key classification models such as logistic regression,
support vector machine (SVM), k-NN, decision tree, random
forest, and gradient boosting, discussing their characteristics
and applications, particularly in analyzing biosignal datasets
(Fig. 5a).

2.2.3.1 Linear and Kernel-based models. Logistic regression is
a commonly utilized linear model for binary classification,

Fig. 5 Classification. (a) Categorizing classification models in ML. (b) Logistic regression with a sigmoid curve indicating the probability of binary
outcomes. (c) Linear support vector machine (SVM) illustrating decision boundaries for binary classification. (d) Kernel SVM projecting data into a higher-
dimensional space to achieve separability. (e) k-Nearest neighbors (k-NN) classification based on proximity to k nearest points. (f) Decision tree visualizing
a hierarchical data-splitting structure. (g) Random forest aggregating predictions from multiple decision trees. (h) Gradient boosting iteratively refining
predictions to minimize residual errors.
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establishing the correlation between input and output variables
by utilizing the sigmoid function to predict probability values
(Fig. 5b). The sigmoid curve (red line) illustrates how the model
transforms raw input data into a probability distribution, with
the threshold (dotted line) determining the class boundary. A
class is assigned based on a predefined threshold (typically 0.5).
Additionally, softmax regression allows logistic regression to be
adapted for multi-class classification. It employs maximum
likelihood estimation (MLE) to optimize parameters and binary
cross-entropy as the loss function.118 Its advantages include
simplicity, fast training speed, and probability-based predic-
tions. However, its linear decision boundary makes it unsuita-
ble for non-linear data classification, and its sensitivity to
outliers and multicollinearity can adversely affect classification
accuracy. Several studies have employed logistic regression to
predict disease diagnosis and progression.119,120 For example,
Kim et al. applied logistic regression to predict the progression
of Alzheimer’s disease (AD) and this model reduced the com-
plexity of conventional diagnostic methods while effectively
handling both continuous and categorical data, enabling fast
classification.91 Using multiple reaction monitoring-mass spec-
trometry (MRM-MS), the researchers analyzed blood samples
for 10 protein biomarkers and APOE genotypes. Logistic regres-
sion successfully classified Ab-positive and Ab-negative groups
through binary classification and predicted AD progression
(three stages) using multinomial classification combined with
Korean mini-mental status examination (K-MMSE) scores. This
demonstrated logistic regression’s effectiveness in combining
biomarker and genetic data for disease progression prediction.

SVM is a supervised learning model that separates data using
a hyperplane, especially effective for binary classification.121 The
primary goal of SVM is to determine the most suitable hyper-
plane that maximizes the margin between classes, ensuring
high generalized performance. As illustrated in Fig. 5c, linear
SVM determines an optimal decision boundary (solid red line)
that maximizes the margin (dotted lines) between two classes.
However, when the data is not linearly separable, a more
advanced approach is required. For instance, Kernel SVM data
is mapped into a higher-dimensional space through a kernel
function, allowing for a linear decision boundary in that trans-
formed space (Fig. 5d). These SVM models excel in high-
dimensional data with robust overfitting prevention. However,
it requires optimization of kernel functions and hyperpara-
meters (C, g), and training may be slow for large datasets. One
study utilized SVM to classify cognitive and emotional engage-
ment levels of students using EEG data.92 EEG from 21 students
was recorded with standard stimuli including continuous per-
formance tests (CPT), music background, and social feedback.
This study applied an SVM with a radial basis function (RBF)
kernel to address non-linear characteristics, effectively analyz-
ing complex EEG patterns and assessing the cognitive and
emotional engagement levels.

2.2.3.2 Distance-based models. k-NN is a non-linear model
that assigns a data point by analyzing the k closest data
points in the dataset.122 This method applies to both binary

and multi-class classification, particularly in environments
where the distribution of data points is critical in interpreting
the data. k-NN stores data without pre-training and performs
classification by calculating distances during prediction. This
simplicity enables fast calculation and flexible application to
diverse data structures. Fig. 5e illustrates k-NN classification,
where a new data point (red star) is assigned a class based on its
k-nearest neighbors. With k = 1, the classification depends only
on the closest neighbor, making the model highly sensitive to
noise and resulting in high variance. In contrast, k = 4 con-
siders more neighbors, producing a more generalized decision.
For example, Görür et al. developed a tongue movement-based
interface (TMI) to assist people with disabilities in controlling
assistive devices.93 TMI used EEG-based glossokinetic potential
(GKP) signal to classify the tongue movements as left or right
via binary classification of k-NN model. Owing to the capability
of k-NN model to quickly classify with small datasets, the
prediction results effectively reflected the complex characteris-
tics of biosignal data. However, k-NN is valuable to high-
dimensional datasets, reducing distance calculation reliability.
Larger datasets also lead to delaying the predictions due to
increased computational requirements. As the prediction by
k-NN relies on the distances between the data points, pre-
processing the data with normalization or standardization helps
the model to show better performance. This process ensures
equal contribution from all dataset features, ensuring no single
feature dominates the distance computation. Additionally, the
choice of k significantly impacts the output results. For example,
small k values risk overfitting, while large k values may cause
underfitting. Thus, choosing the optimal number of k by compar-
ing the output with different k is essential to draw the best
prediction result.

2.2.3.3 Tree-based and ensemble models. Decision tree is a
non-linear model that classifies data by using a hierarchical tree
structure for decision-making.94 Each split point represents a
condition on a specific feature, and leaf nodes represent final
classes or values. As shown in Fig. 5f, a decision tree starts from a
root node (gray), splits into internal nodes (green) based on
feature conditions, and finally reaches the leaf nodes (purple)
that determine the classification output. Decision tree is intuitive,
easy to interpret, and capable of processing both continuous and
categorical data without prior assumptions about data distribu-
tion. It supports missing value handling and multi-class classifi-
cation while offering fast training and prediction. However,
decision trees are prone to overfitting and can exhibit instability,
as small changes in data may significantly alter the tree structure.
Performance may also degrade in high-dimensional data due to
bias-variance tradeoffs. These limitations can be addressed by
ensemble methods like random forest and gradient boosting.

Random forest is an ensemble learning model that trains
multiple decision trees in parallel and aggregates their predictions
using majority voting for classification tasks. Each tree is trained on
randomly sampled data through bootstrap aggregating (bagging)
and is split based on randomly selected features, reducing correla-
tions between trees.113 This enhances generalization performance,
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prevents overfitting, and improves prediction stability. As shown in
Fig. 5g, random forest comprises several decision trees, each trained
on distinct data subsets. The model starts from a root node (red)
and branches into several trees (gray), which classify data indepen-
dently. The final prediction is obtained by aggregating individual
tree outputs, enhancing robustness and reducing variance com-
pared to a single decision tree. Random forest performs well in
binary, multi-class, and multi-label classification, in addition to
regression problems. It also calculates feature importance during
training, aiding data interpretation. However, random forest
requires more computational resources and memory as dataset size
increases, and interpretability is lower compared to individual trees.
Yaari et al. utilized random forest for early detection of ovarian
cancer using DNA-singlewall carbon nanotubes (SWCNTs)-based
optical nanosensor arrays.95 Protein biomarkers in uterine lavage
samples were analyzed via random forest model to perform binary
classification for single biomarkers, multi-class classification for
biomarker combinations, and multi-label classification for coexist-
ing biomarkers. This comprehensive analysis of biomarkers with
random forest enables the detection of multiple biomarkers in
biofluids through DNA-SWCNT nanosensor array, facilitating the
prediction of the presence of each biomarker.

Gradient boosting is an ensemble learning model that
sequentially trains multiple decision trees, improving perfor-
mance by learning from errors of previous trees. It operates by
calculating the gradient of the loss function and progressively
minimizing residuals, capturing complex data patterns and
achieving high prediction accuracy.123 As shown in Fig. 5h,
gradient boosting iteratively refines predictions by adding trees
that correct the errors of prior models. The red arrow repre-
sents the progressive minimization of residual errors, leading

to enhanced model performance over iterations. The model
starts with a weak learner (left), and as more trees are added, it
gradually improves classification accuracy. Gradient boosting
provides flexibility in defining loss functions, making it suita-
ble for regression and classification tasks. Its iterative refine-
ment also enhances robustness to noisy or incomplete data,
making it well-suited for real-world applications. Implementa-
tions such as eXtreme Gradient Boosting (XGBoost) further
enhance performance through parallel processing and regular-
ization. For example, one study demonstrated detecting epilep-
tic seizures from EEG data in real-time through gradient
boosting.96 Gradient boosting effectively separated EEG signals
from noise and reduced false alarms, enabling reliable seizure
detection and artifact detection (EEG normal/artifact) with an
average sensitivity of 65.27%. However, Gradient boosting
requires careful hyperparameter tuning, which is computation-
ally intensive and sensitive to data noise, necessitating over-
fitting prevention measures.

2.3 Model evaluation metrics

Ensuring reliable performance is critical in ML-based health-
care applications, where incorrect predictions can lead to
misdiagnoses and directly impact patient health. This section
explores key evaluation metrics and techniques used to assess
the reliability of ML models. The choice of evaluation method
depends on the nature of the problem—classification, regres-
sion, and clustering (Fig. 6a).124 Additionally, we discuss
approaches for assessing a model’s generalization capability,
ensuring robustness across diverse physiological conditions
and biosignal variations.125

Fig. 6 Model evaluation metrics. (a) Categorization of model evaluation metrics. (b) Confusion matrix. (c) Receiver operating characteristic curve. (d)
Precision–recall curve. (e) Schematic illustration of the K-fold cross-validation process.
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2.3.1 Model evaluation in classification. Evaluating classi-
fication performance in ML relies on assessing the proportion
of correct predictions. Several key metrics, derived from funda-
mental concepts such as true positives (TP), true negatives (TN),
false positives (FP), and false negatives (FN), provide insights
into model effectiveness.126,127 As illustrated in Fig. 6b, the
confusion matrix offers a visual representation of the relation-
ship between predicted and actual classes, facilitating a com-
prehensive assessment of classification performance.

One of the most fundamental metrics derived from the
confusion matrix is accuracy, which calculates the proportion
of correctly classified instances, including both TP and TN, out
of the total predictions, as defined in eqn (7).

Accuracy ¼ TPþ TN

TPþ TNþ FPþ FN
(7)

While accuracy provides an intuitive measure of model per-
formance, it can be misleading in cases of severe class imbalance.
For instance, in a cancer patient detection model, where the ratio
of healthy individuals (negative) to cancer patients (positive) is
9 : 1, a model that predicts all samples as healthy would achieve a
90% accuracy. However, this model fails to identify any actual
cancer patients, rendering it ineffective for medical applications.

To address the limitations, additional metrics such as recall,
precision, and the F1-score are employed. Recall, defined in
eqn (8), quantifies the proportion of actual positive cases that
the model correctly identifies.

Recall ¼ TP

TPþ FN
(8)

In the previous cancer detection example, the model exhibits
a recall of 0%, meaning it fails to identify any cancer patients
despite achieving high accuracy. This highlights the importance
of recall in medical diagnostics, as a model with low recall may
miss critical cases, leading to undetected patients who do not
receive necessary treatment. High-recall models are therefore
essential in healthcare applications to ensure that patients are
properly diagnosed and treated.

Precision measures the proportion of correctly predicted
positive cases out of all positive predictions made by the model
(eqn (9)).

Precision ¼ TP

TPþ FP
(9)

Precision represents how many of the model’s positive
predictions are actually correct. A high-precision model mini-
mizes FP, which is crucial for preventing unnecessary medical
interventions or misdiagnoses.

On the other hand, precision and recall often exhibit a trade-
off, requiring a balanced evaluation depending on the applica-
tion. In critical medical diagnostics, recall is typically priori-
tized to ensure that no patient goes undetected, whereas
precision becomes more important in cases where false posi-
tives could lead to harmful consequences, such as unnecessary
treatments or psychological distress. The F1-score offers a
comprehensive metric by harmonizing recall and precision,

especially valuable in datasets with class imbalances. It is
computed as the harmonic mean of precision and recall
(eqn (10)), providing a single score that reflects both false
positives and false negatives.

F1-score ¼ 2� precision� recall

precisionþ recall
(10)

Beyond these metrics, evaluating the overall performance of
classification models requires a more comprehensive assess-
ment, particularly in imbalanced datasets. One widely used
method is the receiver operating characteristic (ROC) curve,
which plots the TP rate—equivalent to recall—against the FP
rate (FPR) (eqn (11)).128

FPR ¼ FP

TNþ FP
(11)

As illustrated in Fig. 6c, the area under the curve (AUC) in
the ROC curve serves as a global performance measure, where
values closer to 1 indicate a more effective model. A model
whose ROC curve approaches the top-left corner of the plot
demonstrates strong classification ability.

However, in datasets with significant class imbalances, where
negative instances vastly outnumber positive ones, the ROC curve
may overestimate model performance. This is because the FPR is
directly influenced by the total number of negative samples (TN +
FP). In such cases, the precision–recall (PR) curve provides a more
informative alternative, particularly in scenarios where detecting
rare conditions is critical. Since precision is independent of the
total number of negative instances, the AUC in PR curve offers a
more reliable assessment of a model’s effectiveness in imbalanced
datasets (Fig. 6d). Consequently, unlike the ROC curve, which
considers both positive and negative classifications, the PR curve
focuses solely on the model’s ability to identify the minority class.

When applying classification models to biosignal analysis—
especially in wearable health monitoring systems—it is essential to
select evaluation metrics that align with the data characteristics
and model objectives.129 Given the potential impact of class
imbalance and the critical need for accurate health monitoring,
metrics such as recall, F1-score, and PR-AUC often provide more
meaningful insights into model performance than accuracy alone.

2.3.2 Model evaluation in regression. In regression pro-
blems, model performance is evaluated by quantitatively measur-
ing the difference between predicted values and actual values.130

Unlike classification, accuracy is not suitable for regression tasks
that involve continuous predictions. This section outlines five
proper evaluation metrics for regression models: mean absolute
error (MAE), mean squared error (MSE), root mean squared error
(RMSE), mean percentage error (MPE), and the R2 score.131

MAE is one of the most intuitive metrics for evaluating
regression models. It calculates the average of the absolute
differences between predicted and actual values (eqn (12)).

MAE ¼ 1

n

Xn
i¼1

yi � ŷij j (12)

where yi, ŷi, and n represent the actual value, the predicted
value, and the number of samples, respectively.
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Since it only measures the magnitude of errors, MAE is less
sensitive to outliers, making it a useful metric when dealing
with datasets containing some extreme values.

MSE addresses errors by squaring the differences between
predicted and actual values, and then averaging them as
defined in eqn (4).

Squaring the errors amplifies larger discrepancies while
reducing the impact of smaller ones, making MSE highly sensi-
tive to large errors. This sensitivity is particularly necessary in
scenarios where substantial prediction errors can lead to severe
consequences. For example, in diabetic patients, a sudden spike
in blood glucose levels serves as a critical indicator requiring
immediate insulin administration. Inaccurate predictions in
such cases could result in delay treatment, increasing the risk
of severe complications. In such high-stakes applications, MSE is
a valuable metric for ensuring that large errors are minimized. To
express errors in the same units as the actual values, RMSE is
used, which is the square root of MSE (eqn (13)).

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffi
MSE
p

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
i¼1

yi � ŷið Þ2
s

(13)

RMSE provides a more interpretable metric for comparing
model performance, particularly when a direct understanding
of error magnitude is necessary.

While MAE, MSE, and RMSE are scale-dependent metrics,
they do not provide information about whether the model
tends to overestimate or underestimate values. This limitation
complicates model comparisons across datasets with different
units and makes it difficult to determine the directional bias of
predictions. To address these issues, MPE and the R2 score
provide insights into the directionality of errors and facilitate
comparisons across different datasets.

MPE calculates the average of the percentage differences
between predicted and actual values, providing a sense of the
model’s bias (eqn (14)).

MPE ¼ 1

n

Xn
i¼1

yi � ŷi
yi
� 100

� �
(14)

However, MPE has notable limitations. Since it averages
both overestimations and underestimations, these errors can
offset each other, distorting the evaluation of model perfor-
mance. Additionally, when actual values are close to zero, MPE
can produce excessively large values, rendering it unreliable for
performance assessment.

R2 score is a widely used metric for evaluating the overall
performance of regression models. It measures how well the
model explains the variance in the actual values (eqn (15)).

R2 ¼ 1�

Pn
i¼1

yi � ŷið Þ2

Pn
i¼1

yi � y
� �2 (15)

where �y represents the mean of actual values.
For instance, an R2 value of 0.9 in a blood glucose prediction

model indicates that the model explains 90% of the variance in

the patient’s glucose levels. An R2 score close to 1 suggests
strong predictive performance, whereas an R2 of 0 indicates
that the model performs no better than simply predicting the
mean of the target values. Additionally, negative R2 values imply
that the model performs worse than a baseline prediction using
the mean, suggesting poor model fit.

However, R2 has certain limitations, particularly in cases of
overfitting, where the model performs exceptionally well on
training data but poorly on unseen data. To mitigate this issue,
adjusted R2 is often used (eqn (16)).132

Radjusted
2 ¼ 1� 1� R2

� 	 n� 1

n� k� 1
(16)

where k represents the number of independent variables.
The adjusted R2 score penalizes excessive model complexity,

reducing its value as more predictors are added unless they
provide substantial explanatory power. Notably, adjusted R2 is
always lower than or equal to R2, ensuring that adding irrele-
vant variables does not artificially inflate model performance. A
higher adjusted R2 indicates that the model effectively explains
data variability while including only the necessary predictors,
making it a more reliable metric for model evaluation.

2.3.3 Model evaluation in clustering. Evaluating the per-
formance of a clustering model differs significantly from that of
supervised learning models. Since clustering is an unsupervised
learning approach without predefined ground truth labels, its
effectiveness cannot be directly measured using accuracy or other
label-dependent metrics. Instead, various evaluation metrics assess
how well the model groups the data, focusing on factors such as
cluster cohesion, separation, and overall clustering quality.133,134

One commonly used metric is the Silhouette coefficient,
which simultaneously considers the cohesion within clusters
and the separation between different clusters. Cohesion refers
to how closely related the data points in a cluster are, while
separation measures how distinct a cluster is from others. The
Silhouette coefficient for a single data point is computed using
eqn (17).

SðiÞ ¼ bðiÞ � aðiÞ
max aðiÞ; bðiÞð Þ (17)

where i represents an individual data point, a is the average
intra-cluster distance, and b is the average nearest-cluster
distance.

The Silhouette coefficient ranges from �1 to 1, where higher
values suggest better clustering quality.

In certain cases where ground truth labels are available,
label-dependent metrics can be applied to evaluate clustering
performance. For example, in a hospital setting with large-scale
patient data, some patients may have received a confirmed
diagnosis, while others remain undiagnosed. In such scenarios,
clustering can be utilized to automatically group patients based
on their clinical data, and clustering performance can be
assessed using metrics commonly used in supervised learning,
such as TP, TN, FP, and FN.

One such metric is the rand index (RI), which measures the
similarity between the clustering results and actual labels by
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evaluating the proportion of data point pairs that are correctly
grouped together or correctly separated. The evaluation for-
mula for RI follows the same structure as accuracy in classifica-
tion. While RI provides a straightforward measure of clustering
performance, it has a significant limitation: random clustering
can still yield relatively high RI values. This limitation makes RI
less reliable in some contexts.

To address this issue, the adjusted rand index (ARI) is
introduced. ARI adjusts the RI by accounting for the expected
RI (E[RI]) value under random clustering, thereby eliminating
the influence of chance. It achieves this by subtracting the E[RI]
from the observed RI and normalizing the result based on the
best possible clustering outcome, as shown in eqn (18).

ARI ¼ RI� E RI½ �
RIð Þ � E RI½ � (18)

Unlike RI, which ranges from 0 to 1, ARI takes values
between �1 and 1. An ARI value close to 1 indicates that the
clustering results closely match the original labels, signifying
near-perfect clustering performance. Conversely, an ARI value
near �1 suggests that the results exhibit a structure that is
opposite to the ground truth labels. A value of 0 implies that the
clustering assignment are equivalent to random labeling.

In applications such as patient subgroup identification or
gene expression clustering, the ARI provides a more reliable
assessment of clustering quality, especially when some ground
truth labels are available. Selecting appropriate clustering evalua-
tion metrics is crucial for biosignal analysis and health monitor-
ing applications, ensuring that the models not only group data
effectively but also provide meaningful and actionable insights.

2.3.4 Evaluation of generalization performance. Beyond
evaluating performance in classification, regression, and cluster-
ing, it is essential to ensure that a ML model generalizes well to
new, unseen data rather than just performing well on the training
set.135,136 Assessing generalization performance prevents over-
fitting and provide effectiveness in real-world applications. In
this section, we introduce several widely used methods, including
train-test split, cross-validation (CV), and bootstrap sampling.

The train-test split is the simplest evaluation method, where
the dataset is divided into two subsets: a training set and a test
set.137 Typically, 70–80% of the data is used for training, while
the remaining 20–30% is reserved for testing. This method is
quick and easy to implement, but it has limitations due to its
reliance on a single data split, which may lead to variability in
evaluation results depending on how the data is partitioned. To
mitigate this issue, techniques such as stratified sampling can
be employed to maintain the distribution of classes in both
training and test sets or the process can be repeated multiple
times with random splits to average the results.

CV is a technique that partitions the dataset into multiple
subsets and repeatedly evaluates the model’s performance
across these subsets. This approach maximizes data utilization
and enhances the reliability of the model evaluation. One of the
most common CV techniques is K-fold CV, where the dataset is
divided into K equally sized folds. Each fold is used once as a

validation set while the remaining K � 1 folds serve as the
training set. This process is repeated K times, and the final
performance is calculated by averaging the results from all
iterations. For instance, in 5-Fold CV, the data is split into five
parts, and the model is trained and validated five times,
ensuring that every data point is used for both training and
validation (Fig. 6e). This method provides a more generalized
performance evaluation by utilizing the entire dataset.138

Another metric is leave-one-out cross-validation (LOOCV),
where each data point is used as a validation set while the
remaining data serves as the training set. This process is repeated
for every data point, and the results are averaged. LOOCV is highly
effective when dealing with small datasets, but it can be compu-
tationally expensive for larger datasets due to the high number of
iterations required.

Bootstrap sampling is another important method for evalu-
ating generalization performance. This technique involves
sampling with replacement to create multiple random subsets
from the original dataset. The model is then trained and
evaluated on these subsets, and the performance is assessed
using data points that were not included in the training set,
known as out-of-bag data. Bootstrap sampling is particularly
useful in situations with limited data, as it increases the
reliability of the model’s evaluation and helps estimate model
variance. However, the repetitive nature of sampling and train-
ing can lead to higher computational costs.

Each of these evaluation methods has its unique character-
istics, advantages, and limitations. CV is effective in maximiz-
ing data usage and preventing overfitting but comes with
higher computational costs. Train-test split offers a fast and
straightforward evaluation, though it may suffer from variabil-
ity due to data partitioning. Bootstrap sampling enhances
model reliability and uncertainty estimation but can be com-
putationally intensive due to repeated sampling.

Selecting the appropriate evaluation method depends on the
specific problem and the amount of available data. For instance,
CV is ideal for ensuring robust performance in large datasets,
while bootstrap sampling is advantageous when dealing with
small datasets. Understanding the strengths and weaknesses of
each method enables more accurate assessments of a model’s
generalization capability.

In conclusion, evaluating the generalization performance of
ML models is a crucial process for verifying predictive accuracy
of new data. By selecting and applying suitable evaluation
methods, models can be optimized to deliver reliable and
consistent performance in real-world scenarios, ultimately
ensuring their effectiveness in practical applications.

3. Machine learning applications in
biosignal processing for health
monitoring
3.1 Neural signals

The continuous monitoring of neural signals in patients with
neurological disorders is essential for their well-being.139–143
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Wireless, wearable sensors enable real-time neural monitoring,
capturing signals ranging from neuron-level single unit-potentials
and local field potentials (LFPs) to larger-scale electrocorticograms
(ECoGs) and EEGs.144–146 However, interpreting raw neural signals
is challenging due to biological artifacts such as eye blinking or
respiratory patterns, necessitating post-processing for clarity and
accurate diagnosis. Additionally, the vast amount of data collected
from these sensors makes manual analysis impractical.147–149 To
address these challenges, ML algorithms are increasingly being
utilized to efficiently process large-scale data,150 detect critical
signals,151 and enable closed-loop drug delivery,152 improving both
diagnostics and therapeutic interventions.153–156

Conventional ML algorithms are widely used to classify input
variables, particularly in biomedical applications. In supervised

learning, input data, such as biosignals and biomarkers, is used
to predict response variables, including sleep stages and disease
phenotypes.157,158 The integration of these algorithms into wear-
able sensors enhances real-time processing, enabling the devel-
opment of high-accuracy health monitoring systems for
continuous and personalized healthcare.159–161 Xu et al. have
developed an in-ear wearable sensor capable of continuously
monitoring electrophysiological signals and classifying brain
states (Fig. 7a).162 To evaluate its performance, alpha modulation,
which is spontaneous EEG activity in the 8–12 Hz frequency
range, was analyzed at four-time points: one pre-exercise and
three post-exercise measurements. Classification, as described in
Section 2.2.3, was used to categorize the brain states. A filter-
bank-based common-spatial-pattern (FBCSP) analysis was

Fig. 7 Applications of wearable sensors for neural signal monitoring. (a) A schematic of the in-ear wearable sensor for EEG monitoring. Reproduced with
permission from ref. 162. Copyright 2023, Springer Nature. (b) Processing architecture of the wireless in-ear EEG device for monitoring drowsiness.
Reproduced with permission from ref. 163. Copyright 2024, Springer Nature. (c) Image of the wearable sleep patch in comparison to PSG setup for sleep
stage classification and apnea detection. (d) and (e) Hypnogram and spectrogram of recorded EEG signals from the wearable sleep patch from a healthy
subject and apnea patient, respectively. (f) Illustration of the CNN architecture employed for sleep stage classification. Reproduced with permission from
ref. 157. Copyright 2023, AAAS. (g) Illustration of the CNN and LSTM architecture employed for classification of ErrP signals. (h) Classification accuracies of
various ML algorithms tested for ErrP signal detection. Reproduced with permission from ref. 164. Copyright 2022, Springer Nature. (i) PCA-clustered
single-unit spikes from different regions in a mouse brain. Scale bars, 500 mV (vertical) and 200 ms (horizontal). (j) Time evolution plots of single-unit
spikes over 33 weeks. Reproduced with permission from ref. 165. Copyright 2024, Springer Nature.
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employed for two-class feature extraction and classification. In the
first stage, multiple bandpass filters optimized the signals, fol-
lowed by common-spatial-filter transformation, which extracted
low-dimensional spatial features. A mutual information-based
feature extraction technique was used to select the most discrimi-
native features. In the second stage, these features were fed into a
SVM for brain state classification. This resulted in a higher
classification accuracy (89.14%) for the post-exercise-immediate
brain state compared to the post-exercise-relaxed state (64.22%),
demonstrating clear distinctions in brain activity before and
immediately after exercise.

Beyond signal monitoring, ML can also be used to assess
cognitive performance.166 Kaveh et al. designed a wireless in-
ear EEG device capable of real-time drowsiness classification
using ML algorithms. The device features gold-plated electro-
des, with four in-ear electrodes for EEG signal acquisition and
two out-ear electrodes serving as reference and ground. The raw
EEG signals undergo refinement, including bandpass filtering
to remove noise, followed by segmentation into 10 s and 50 s
windows for feature extraction.163 ML algorithms – logistic
regression, SVM, and random forest – were employed for alert-
ness and drowsiness identification. Fig. 7b illustrates the full
processing pipeline, from EEG signal acquisition to drowsiness
classification. To ensure model generalization, three cross-
validation techniques were used: user-specific, leave-one-trial-
out, and leave-one-user-out. While all three models achieved
high accuracy, the SVM classifier outperformed the others with
93.3% accuracy for a never-before-seen user, demonstrating the
system’s ability to adapt across individuals. By integrating ML,
the device enables automated, high accuracy drowsiness detec-
tion, making real-time cognitive state monitoring possible.

When processing large amounts of complex data, the decoding
process becomes more complex and inconsistent.167,168 To
address this, as mentioned in Section 2.2.1, neural networks are
preferred for handling data under such conditions. Kwon et al.
introduced a wearable sleep patch capable of monitoring elec-
trical signals, including EEGs, electrooculograms (EOGs), and
electromyograms (EMGs) by using convolutional neural networks
(CNN).157 Unlike polysomnography (PSG), which requires multi-
ple wired connections, the device enables continuous EEG mon-
itoring with a compact patch on the forehead (Fig. 7c). Real-time
EEG recordings allow for automatic sleep stage classification and
sleep apnea detection. Fig. 7d presents a hypnogram and spectro-
gram of a healthy subject, showing uninterrupted sleep, while
Fig. 7e visually illustrates repetitive signals corresponding to wake
stages and apnea events in an apnea patient. A CNN algorithm
was trained on sleep data from 32 healthy participants and 40
apnea patients to analyze EEG signals and assess sleep quality
(Fig. 7f). Multiple layers of the CNN, incorporating batch normal-
ization and max pooling layers, enables automated sleep stage
classification by extracting relevant patterns from EEG signals.
This demonstrates the patch’s capability for real-time, automated
sleep monitoring and disorder detection. The wearable patch
achieved a high prediction accuracy of 88.52%, closely matching
the results of PSG conducted by a sleep technician, highlighting
its potential as a reliable alternative for sleep assessment.

ML reinforcement for a personalized AI system is also
possible through the continuous monitoring of neural signals.
Shin et al. reported on a wireless, earbud-like EEG measurement
device integrated with a brain–AI closed-loop system (BACLoS)
for enhancing AI decision making through real-time brain wave
analysis.164 The BACLoS system employs deep learning algo-
rithms to classify and interpret EEG signals, specifically detect-
ing error-related potential (ErrP) signals. ErrP signals occur
when the user perceives an unpredicted or incorrect machine
response. By detecting these signals, ML enables the system to
refine itself autonomously, improving decision-making accu-
racy over time. Several ML algorithms were tested for ErrP signal
classification, with Fig. 7g illustrating the architectures of DNNs
and long short-term memory (LSTM) networks. An LSTM is a
type of recurrent neural network (RNN) – a sequence-processing
model that continually updates an internal memory cell based
on past and current inputs. However, it can store data for a
longer period of time with an improved remembering capacity
compared to a standard recurrent cell. This extended temporal
awareness makes LSTMs especially effective when dealing with
time-series data such as EEG.169 Among these, LSTM achieved
the highest classification accuracy (83.81%). Fig. 7h presents the
classification accuracies of different algorithms including
LSTM, DNN, linear regression, linear discriminant analysis,
random forest, and SVM, highlighting the system’s adaptability
in real-time neural signal processing.

As explained in Section 2.1, monitored neural signals
undergo preprocessing with the aid of ML to extract meaningful
patterns.170 Park et al. reported on a soft neural system designed
to monitor single-unit activities in the brain of rodents.165 The
system utilizes liquid metal neural probes, which conform to
the brain’s structure and enable high-resolution recording of
single-unit spikes. These signals are later processed using PCA
clustering, which isolates distinct neural units by grouping
similar signal features (Fig. 7i). Additionally, time evolution
plots of PCA-clustered single-unit spikes indicate that the same
neurons were consistently recorded for up to 33 weeks, con-
firming the long-term stability of the implanted neural probe
(Fig. 7j). Research extends beyond preprocessing and monitor-
ing, aiming for the development of closed-loop feedback sys-
tems. Ouyang et al. introduced a wireless, implantable device
capable of autonomous biosignal recording and closed-loop
neuromodulation.152 A CNN based seizure detection model
was trained and embedded into the device, assigning seizure
scores to 3-second EEG segments. To validate the closed-loop
system, epileptic seizures were induced in a rat model through
pilocarpine injection. EEG was continuously monitored, and
when the seizure score exceeded a predefined threshold over a
30-second window, neuromodulation was triggered, releasing
an anti-seizure drug from an onboard drug reservoir.

The advancement of wearable sensors with ML has revolu-
tionized neural signal acquisition, enabling continuous, unob-
trusive data collection for applications in cognitive assessment,
neurological disorder detection, and closed-loop feedback
systems.18 ML algorithms enhance efficiency and scalability
in neural signal processing by optimizing feature extraction

Review Materials Horizons

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
m

aí
 2

02
5.

 D
ow

nl
oa

de
d 

on
 2

1.
6.

20
25

 1
7:

23
:3

5.
 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5mh00451a


This journal is © The Royal Society of Chemistry 2025 Mater. Horiz.

and classification, leading to more accurate and real-time
analysis. Ongoing research explores the development of ther-
anostic devices that incorporate ML for human-in-the-loop
systems, allowing adaptive, closed-loop interventions for per-
sonalized treatment. With continued advancements, neural
sensors hold the potential to drive innovations in personalized
healthcare, improve neurotherapeutic strategies, and enhance
brain–machine interfaces for next-generation medical and con-
sumer applications.

3.2 Cardiovascular signals

Cardiovascular monitoring devices play a crucial role in asses-
sing cardiac health by analyzing key physiological parameters
such as ECG, BP, and heart rate (HR). These devices are utilized
not only in the medical field for the diagnosis and management
of cardiovascular diseases (CVDs) but also in wellness and
fitness applications for continuous health monitoring.171–173

The integration of ML into cardiovascular monitoring enhances
the interpretation of these physiological signals, providing
several benefits. Firstly, ML algorithms facilitate the detection,
classification, and prediction of cardiovascular conditions,
enabling early diagnosis and risk assessment. Secondly, ML-
based models efficiently process complex ECG data, minimiz-
ing noise generation and extracting meaningful features for
accurate analysis. Leveraging these advantages, ML-driven car-
diovascular devices can deliver real-time feedback in a timely
manner to improve patient outcomes. Integrating these func-
tionalities into cardiovascular monitoring systems strengthens
personalized healthcare by enabling automated disease detec-
tion and real-time diagnostics, even in the absence of health-
care professionals.

One of the most prominent applications of ML in cardiovas-
cular monitoring involves assessing an individual’s current
physiological state and detecting potential cardiovascular con-
ditions based on real-time sensor data.174 By leveraging ML
techniques, cardiovascular devices can efficiently process phy-
siological signals, enabling continuous monitoring and early
disease detection. Yang et al. developed a wearable ECG sensor
utilizing highly conformal on-skin electrodes fabricated through
the interlocking of silk fibroin and conductive polypyrrole (PPy),
designed to record real-time ECG signals during two hours of
running.175 The extracted ECG features were analyzed using
RNNs to classify the emotional status of subjects based on their
cardiac activity. In their study, ECG signals were collected from
five different subjects while they watched video clips, and these
signals were classified into emotional states of ‘‘happy’’ or
‘‘sad.’’ A total of 169 features were extracted from each ECG
dataset and used as inputs to the neural network (Fig. 8a). To
evaluate the model’s effectiveness, an independent group of five
subjects was presented with four different video clips and asked
to classify their emotions based on their physiological
responses. The model achieved an F1 score of 0.73, demonstrat-
ing the effectiveness of the ML system in classifying emotional
states based on ECG signals.

For real-time cardiovascular monitoring, Kim et al. developed
an ‘‘all-in-one’’ stretchable-hybrid electronics (SHE) system that

integrates ML to analyze ECG signals and classify both user
motion activity and cardiac status.176,181 The SHE system was
constructed using a flexible and stretchable ecoflex (1 : 2) elasto-
mer and a nanomembrane gold electrode, ensuring conformal
skin adhesion to the skin (Fig. 8b). The elimination of gaps
between the electrode and the skin is crucial for ECG monitoring,
as such gaps can lead to motion artifacts caused by changes in
resistance and capacitance at the interface. The acquired ECG
signals, along with acceleration and angular velocity data, were
wirelessly transmitted via bluetooth to commercial electronic
devices such as smartphones for further processing. The analysis
was performed using a CNN-based algorithm named ECGSeq2-
Seq, which applies a sequence-to-sequence annotation approach
to ECG data classification. The architecture consists of convolu-
tional layers followed by batch normalization layers, with residual
connections between corresponding convolutional and deconvo-
lutional layers to maintain gradient flow, enhance training con-
vergence, and mitigate overfitting issues. Using this method, the
system successfully performed semantic segmentation of ECG
data and classified cardiac conditions into categories such as
normal, myocardial infarction (MI), heart failure (HF), miscella-
neous arrhythmias (AR), supraventricular ectopic beats (SVEB),
and ventricular ectopic beats (VEB). Additionally, a similar CNN-
based model, ActivityResNet, was employed for motion classifica-
tion, distinguishing between idle sitting or standing, walking,
walking downstairs, walking upstairs, and running (Fig. 8c).
Beyond experimental systems, ML has also demonstrated clinical
applicability in predicting and optimizing treatment strategies
for cardiac patients. For instance, in the intensive care unit (ICU),
a light gradient boosting machine (LGBM) algorithm has been
successfully employed to predict cardiac arrest within 0.5 to 24
hours with an area under the receiver operating characteristic
(AUROC) of 0.889, demonstrating high predictive accuracy.182

Additionally, in patients with chronic heart failure, 30–50% do
not respond to cardiac resynchronization therapy (CRT), posing a
significant clinical challenge. ML models have been explored to
predict CRT responsiveness, allowing for more efficient patient
stratification and timely intervention.183 These advancements
underscore ML’s critical role in optimizing treatment decisions,
minimizing delays, and ensuring that life-saving therapies are
administered within the crucial golden hour.184

Recent advancements in daily-use electronic skin (e-skin)
technology have further enhanced ECG monitoring capabilities.
Cui et al. developed a 12-lead ECG device based on an MXene-
polyurethane mesh (MPM) design, incorporating both CNN and
LSTM models to achieve 99% accuracy in the classification of
four types of arrhythmias.177 The MPM e-skin features ultra-low
contact impedance (4.68 kO at 1 kHz), a high signal-to-noise ratio
(16.5 dB), and excellent breathability (2.1838 kg m�2 day�1),
attributed to the high electrical conductivity of Ti3C2 MXene
and the mesh structure of electrospun polyurethane fibers. The
hybrid CNN and LSTM algorithm enables real-time, in situ
arrhythmia monitoring and diagnosis. The 12-lead ECG
signals acquired using the MPM e-skin demonstrated signal
quality comparable to commercial Ag/AgCl gel electrodes, con-
firming its suitability for medical-grade ECG signal acquisition
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(Fig. 8d). To enhance clinical applicability, the authors imple-
mented a hybrid CNN-LSTM model that integrates three CNN
layers for morphological feature extraction and an LSTM layer
for temporal feature analysis. The inclusion of batch normal-
ization and dropout layers prevented overfitting, allowing the
downsized model to achieve a prediction accuracy exceeding
99.3% (Fig. 8e). Furthermore, the downsized algorithm was
successfully deployed on portable devices such as Raspberry Pi
and iPhone 13, demonstrating its potential as a practical, daily-
wearable ECG monitoring system.

Other than cardiovascular status monitoring, ML is applied
to enhance the accuracy and efficiency of data acquisition in
cardiovascular monitoring devices. By improving data collec-
tion and processing, ML algorithms contribute to minimizing
signal artifacts, optimizing power consumption, and extending
device operational longevity. For instance, in armband-based
ECG monitoring setups, EMG artifact contamination is a sig-
nificant challenge due to the proximity of electrodes to the
biceps and triceps, leading to higher EMG signal interference.
To address this issue, Lázaro et al. developed a SVM-based ECG

Fig. 8 ML application in cardiovascular signal monitoring. (a) ML methodology of ECG feature extraction to classify emotions. Reproduced with
permission from ref. 175. Copyright 2020, American Chemical Society. (b) Photograph of tegaderm-integrated SHE. (c) In vivo, real-time, ambulatory
monitoring of ECG and motion activity with a SHE on a human subject. Reproduced with permission from ref. 176. Copyright 2019, Wiley-VCH. (d) 12-
Lead (eight-channel) ECG signals acquired by the system when using the commercial gel electrodes (blue) and the MPM e-skin electrodes (red). (e)
Confusion matrix of the intelligent algorithm model for the four types of arrhythmia diagnosis. Reproduced with permission from ref. 177. Copyright
2023, Elsevier. (f) Photograph of the Kagome metastructure-tethered wireless ECG sensor patch attached to skin. (g) Algorithm developed to detect the R
peaks of ECG curves for wireless transmission of measured signals. Reproduced with permission from ref. 178. Copyright 2022, Wiley-VCH. (h) Snapshot
of heart with motion-tracking markers during systole and diastole phase. (i) Photographic image of array applied to mouse heart. Reproduced with
permission from ref. 179. Copyright 2022, American Association for the Advancement of Science. (j) Schematic illustration of a system for autonomous
and wireless pacing therapy. (k) Photograph of an canine heart with the stimulation electrode of the bioresorbable module sutured to the ventricular
epicardium. (l) Programmed HR (top) and measured ECG (bottom) of a human whole heart. Reproduced with permission from ref. 180. Copyright 2022,
American Association for the Advancement of Science.

Review Materials Horizons

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
m

aí
 2

02
5.

 D
ow

nl
oa

de
d 

on
 2

1.
6.

20
25

 1
7:

23
:3

5.
 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5mh00451a


This journal is © The Royal Society of Chemistry 2025 Mater. Horiz.

artifact detection system that classifies 10-second ECG segments
as normal or artifact-affected based on nine non-fiducial features,
including Shannon entropy and skewness.185 Once the ECG
segments were labeled as artifact, normal, or indeterminate,
PCA filtering was applied to attenuate EMG noise in the ECG
signals. The first principal component extracted through PCA,
which contains the least EMG noise, was selected to generate a
synthesized ECG signal, while the last principal component,
representing the most significant EMG noise, was discarded.
This approach effectively removed EMG contamination, resulting
in cleaner ECG signals with improved signal integrity. In addition
to artifact removal, ML-driven data compression techniques have
been introduced to facilitate efficient data transmission and
reduce power consumption in wearable ECG monitoring systems.
Hwang et al. developed a versatile hybrid e-skin patch incorpor-
ating a flexible printed circuit board tethered to the skin through
a Kagome metastructure.178 The e-skin system consists of a
polyurethane-based elastomeric film (Tegaderm) forming the
top and bottom layers of the Kagome metastructure, with a
polyimide-based wireless sensor embedded between them. This
design effectively distributes skin strain while maintaining high
breathability (14.47 � 0.30 g m�2 h�1), and no significant skin
irritation was observed after five days of continuous attachment
(Fig. 8f). To optimize data efficiency, an ML-based algorithm was
implemented to selectively detect and transmit only the R peaks
of ECG signals, significantly reducing the amount of data
required for processing while still providing accurate heart rate
and respiration rate measurements (Fig. 8g). Compared to con-
tinuous wireless ECG readouts, the selective transmission of R
peaks accurately reflected heart rate values, ranging from 68 to 77
beats per minute, demonstrating the effectiveness of this efficient
approach.

The integration of ML into cardiovascular monitoring and
improved data processing has laid the foundation for its appli-
cation in autonomous treatment. In the future, ML is expected
to play a crucial role not only in diagnosing cardiac conditions
but also in actively administering therapeutic interventions. By
leveraging real-time physiological data analysis and predictive
modeling, ML-driven systems can autonomously deliver tar-
geted stimulation to prevent or mitigate cardiac diseases. To
illustrate the potential of ML-driven autonomous treatment, the
following studies highlight closed-loop systems that incorporate
real-time cardiac monitoring and stimulation algorithms. Ausra
et al. introduced a wireless, battery-free cardiac device equipped
with on-board computational capabilities for autonomous car-
diac monitoring and intervention.147,179 To accommodate the
continuous mechanical deformation induced by heart motion,
deep learning algorithms were employed to track systolic and
diastolic cardiac cycles, thereby informing the mechanical
design of the device (Fig. 8h). The strain values derived from
these cardiac contractions were utilized to simulate and fabricate a
serpentine electronic structure capable of sustaining the required
elastic deformations. The resulting customized array successfully
conformed to an ex vivo mouse heart without structural compro-
mise (Fig. 8i). For real-time pacing under arrhythmic conditions,
an embedded algorithm was implemented to autonomously

calculate the interval between R waves, enabling precise heart rate
measurement. The system demonstrated an accuracy of �0.35 Hz
for normal heartbeats and �0.24 Hz for abnormal rhythms,
comparable to commercial wireless heart rate monitoring devices,
which typically exhibit an accuracy range of �0.2 to �0.6 Hz.
In vivo studies further validated the system’s ability to wirelessly
monitor heart rate and deliver cardiac pacing over a 12-day period,
demonstrating its long-term, autonomous cardiac regulation
potential. Similarly, Choi et al. developed a transient closed-loop
system integrating a wireless network of skin-mounted biosensors
with a bioresorbable pacemaker for continuous cardiac monitor-
ing and stimulation.180 The system performed adaptive cardiac
pacing based on physiological data, which was wirelessly trans-
mitted to a mobile application via bluetooth low energy (BLE)
protocol (Fig. 8j). In vivo validation using a canine whole-heart
model confirmed the system’s efficacy in cardiac stimulation
(Fig. 8k). A feedback algorithm implemented within the mobile
application autonomously determined whether electrical stimula-
tion was required by comparing the measured heart rate to
preprogrammed lower and upper rate limits. As a proof of concept,
the system was tested on an ex vivo human heart model for
bradycardia detection and intervention. Upon detecting bradycar-
dia, the system automatically initiated pacing at 100 beats per
minute for a predetermined duration. Following the pacing event,
the system continuously evaluated the ECG signal to determine
whether additional stimulation was necessary. If the heart rate
exceeded 60 beats per minute, which is above the bradycardia
threshold set at 54 beats per minute, the system ceased further
stimulation (Fig. 8l).

3.3 Biochemical signals

Monitoring chemical biomarkers, including proteins and hor-
mones, is essential for health monitoring as it provides real-
time insights into physiological and pathological processes.
Thus, bioelectronics capable of reliably detecting various
chemical biomarkers has been extensively developed, with the
ultimate goal of integrating them in our daily lives.186,187 For
better comprehensive health management, innovative plat-
forms for the continuous detection of multiple chemical bio-
markers have been recently reported. Especially, metabolic
syndromes, such as hypertension and diabetes, arise from
complex pathological factors, emphasizing the necessity of
monitoring a wide range of chemical biomarkers. In this regard,
analyzing multiple biomarkers simultaneously has become an
important task to reliably interpret the relationships between
biomarkers and physiological states. To address this challenge,
researchers have attempted to improve their capability to pro-
cess and analyze diverse chemical biomarker data with the aid
of ML models. By applying appropriate ML algorithms,
chemical biomarker sensing platforms can provide more accu-
rate physiological information, enabling personalized health
management and preventive care for users.

An example of applying ML algorithms for chemical bio-
marker detection is predicting the concentration of chemical
biomarkers detected by colorimetric sensors. For example,
Wang et al. presented an AI-wearable microfluidic colorimetric
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sensor system (WMC) to monitor key biomarkers in human
tears.188 This sensor employed a polydimethylsiloxane (PDMS)-
based flexible microfluidic epidermal patch to collect tears and
used a colorimetric reaction to sense Ca2+, vitamin C, H+ (pH),

and proteins. The extracted RGB values of individual biomar-
kers were converted into feature signals for deep learning
models to predict their concentrations in tears (Fig. 9a). Among
six deep learning models tested, the convolutional recurrent

Fig. 9 Biochemical signals. (a) Structure of PDMS-based flexible microfluidic epidermal patch and basic process of the AI-WMCS that proposes the
deep-learning artificial intelligence-assisted colorimetric sensing of four biomarkers. Reprinted with permission from ref. 188. Copyright 2024, Springer
Nature. (b) Measurement setup of SLD (super luminescent diode), OSA (optical spectrum analyzer) and structure of sensor’s measurement head. (c)
Representative optical signal from sensors that shows CRP level determined with the use of ELISA for patients diagnosed with UTI. (d) Schematic
illustration of experimental workflow. Reprinted with permission from ref. 190. Copyright 2024, Springer Nature. (e) Schematic and optical images of the
flexible CARES sensor patch attached to the wrist of human subject with main functionalities (vital sign monitoring, key metabolites, electrolyte
detection). (f) ML pipeline for CARES-enabled stressor classification and stress/anxiety level assessment. (g) SHAP decision plot representing how the ML
model determines the state anxiety level. Reprinted with permission from ref. 191. Copyright 2024, Springer Nature. (h) Overview of the glucose
monitoring system using non-invasive sweat sensor and ML-based model to predict real-time sweat glucose values. (i) Sensing architecture of the sensor
that measures glucose concentrations in human sweat using an affinity capture probe-functionalized sensor surface. (j) Representative continuous signal
and the conversion of the measured input parameters to glucose concentrations using discrete data points. The glucose concentrations from the sweat
were measured by ELISA and used to interpolate with the impedance signal matching with those time points to obtain a smooth and continuous sweat
glucose concentration output. Reprinted with permission from ref. 192. Copyright 2022, Springer Nature.
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neural network (CNN–GRU) model demonstrated the highest
accuracy (lowest loss value) in predicting the concentrations of
four biomarkers, making it the most suitable neural network
model. Combining CNN and GRU allows for more comprehen-
sive modeling of the input sequence’s spatial-temporal rela-
tionships while requiring fewer parameters, which makes them
more efficient for training and deployment. Incorporating color
temperature and pH feature data, training the 1D–CNN–GRU
model (for pH) and the 3D–CNN–GRU model (for Ca2+, vitamin
C, and proteins) resulted in improved concentration prediction
performance for both models, achieving R2 values exceeding
0.99. These features significantly enhance the practicality of
wearable colorimetric biosensors for effective healthcare man-
agement. Along with neural network-based deep learning algo-
rithms, various ML models, such as multiple linear regression,
decision tree, random forest, and XGBoost, can be applied to
predict the concentration of chemical biomarkers from the
colorimetric sensors.189

Another application of ML is health state monitoring by using
classification models. Małgorzata Szczerska’s research group
utilized an interferometric sensor to detect C-reactive protein
(CRP) levels in urine and applied ML algorithms to distinguish
between inflammation and non-inflammation states of human
subjects.190 CRP serves as an indicator of inflammation caused by
oncological, cardiovascular, bacterial, or viral events, which is
conventionally analyzed by enzyme-linked immunosorbent assay
(ELISA). The authors demonstrated optical fiber-based CRP sen-
sor with a biofunctionalized tip for CRP bonding, which over-
comes the limitations of ELISA analysis including high cost and
necessity of expertise (Fig. 9b). The optical signals measured by
the sensor indicated a significant increase in urinary CRP levels
due to the presence of blood in the urine or urine concentrations
effects caused by urosepsis urinary tract infections (Fig. 9c). Using
27 different ML classifiers, 42 human urine samples were classi-
fied into normal CRP levels (moderate elevation, r10 mg L�1)
and high CRP levels (marked severe elevation) (Fig. 9d). The XGB
Classifier achieved the highest accuracy, with an AUC and F1-
score of 100%, demonstrating its potential for pre-screening and
early diagnosis. In the third stage of the table in Fig. 9d, XGBoost
Classifier model was used in classifying human urine samples
based on CRP levels.

Furthermore, ML algorithms offer significant advantages in
processing multiple types of chemical biomarker data simulta-
neously, which is essential to enhance the accuracy of detecting
health states. These algorithms can quantitatively or qualitatively
classify data signals according to specific criteria or normalize
various data types with different scales for accurate prediction. Xu
et al. presented a non-invasive electronic skin, consolidated
artificial-intelligence-reinforced electronic skin (CARES), that is
capable of sensing multiple stress-related biomarkers for long-
term stress response monitoring (Fig. 9e).191 CARES monitors
three key biophysical signals—pulse waveform, galvanic skin
response (GSR), and skin temperature—along with six molecular
biomarkers in human sweat: glucose, lactate, uric acid, Na+, K+,
and NH4

+. The collected data was then processed using XGBoost
algorithms to distinguish between different stressors and quantify

stress levels under three experimental conditions: a cold pressor
test (CPT), a virtual reality (VR) environment, and exercise (Fig. 9f).
A series of calibration and normalization steps were applied to
physiological CARES signals from 10 subjects to ensure robust
feature extraction. Furthermore, Shapley additive explanation
(SHAP) analysis was conducted to evaluate the feature importance
of each biomarker for different stressors, identifying that GSR,
pulse, Na+, K+, NH4

+, and lactate as the most influential biomar-
kers in predicting state anxiety levels (Fig. 9g). To assess state
anxiety levels, XGBoost regression model was employed, success-
fully predicting state-trait anxiety inventory form Y (STAI-Y) scores
with a confidence level exceeding 98% and a high coefficient of
determination. In Fig. 9f, XGBoost model is used in quantifying
stress levels among different stressors and predicting the anxiety
state score based on the collected data from CARES signals.
Likewise, Mondal et al. utilized random forest model for DNA
detection and classification, showing the best performance among
other ML algorithms including SVM, decision tree, multi-layer
perceptron (MLP), and logistic regression.193

Lastly, ML algorithms have also been employed to convert
discrete biomarker data into continuous data, enabling the
reliable tracking of real-time dynamics of chemical concentra-
tions. For example, Shalini Prasad’s research group predicted
real-time continuous sweat glucose values based on intermit-
tently detected sweat glucose data obtained from a non-invasive
sweat sensor (Fig. 9h).192 The sensor measured glucose concen-
trations in passively secreted human sweat using electrochemical
impedance spectroscopy (EIS) and an affinity capture probe-
functionalized sensor surface (Fig. 9i). The data obtained from
the sensor served as input for decision tree regression. A correla-
tion matrix was employed for data interpolation, and the refined
signal data was used as a dependent variable in the ML algo-
rithm. The decision tree model demonstrated optimal perfor-
mance with an R2 value of 0.93 and a RMSE value of 0.11, and it
was tested using samples from three human subjects (Fig. 9j).
Compared with reference values to evaluate sweat glucose pro-
gression, the decision tree model, used as a regression algorithm,
successfully captured trend changes, though some amplitude
errors were observed due to the small dataset size.

As demonstrated in the studies mentioned above, ML algo-
rithms serve numerous functions when integrated with biosen-
sors capable of sensing various chemical biomarkers. In this
regard, selecting appropriate models tailored to specific data
types and distinct purposes is essential to provide valuable
information for health management. Consequently, leveraging
ML for chemical signal collection and processing facilitates
efficient biomarker detection and enables the prevention and
management of diseases, making it an innovative tool in future
healthcare.

3.4 Other biosignals and multimodal machine learning

While traditional biosignals such as electrophysiological sig-
nals and metabolic markers have been extensively studied,
recent advances in wearable technologies and ML have enabled
the exploration of other dynamic physiological signals.194–196

These include biomechanical deformations, cutaneous resistance

Materials Horizons Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
m

aí
 2

02
5.

 D
ow

nl
oa

de
d 

on
 2

1.
6.

20
25

 1
7:

23
:3

5.
 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5mh00451a


Mater. Horiz. This journal is © The Royal Society of Chemistry 2025

changes, laryngeal vibrations, and multisensory environmental inter-
actions, offering new frontiers in health monitoring, human–
machine interfaces, and rehabilitation technologies.197–200

Che et al. introduced a wearable sensing-actuation system
designed to assist speech without relying on vocal folds
(Fig. 10a).201 This system leverages soft magnetoelastic materials
to capture extrinsic laryngeal muscle movements, converting
them into high-fidelity electrical signals. The sensing module
captures biomechanical signals from the throat, which are clas-
sified using an SVM-based algorithm, as discussed in Section 2.
This classification enables the generation of synthetic voice
signals through the actuation module, circumventing the need
for vocal fold vibrations. The confusion matrices included in the
figure showcase the high accuracy of voice recognition, with

validation and testing accuracies of 98% and 96.5%, respectively.
More recently, Kim et al. proposed a silent speech interface (SSI)
utilizing biosignals derived from facial strain data captured
through ultrathin crystalline-silicon-based strain gauges.202 The
captured biosignals are processed using a 3D convolutional deep
learning algorithm, which effectively encodes both spatial and
temporal features of the strain data. This approach, which
employs the same CNN model introduced in Section 2, enables
the classification of an extensive word set, achieving an average
recognition accuracy of 87.53%.

Transitioning to different types of biosignals, Moin et al.
reported a wearable biosensing system that utilizes surface
electromyography (sEMG) signals for real-time hand gesture
recognition (Fig. 10b).203 The system employs an adaptive ML

Fig. 10 Processing of other biosignals and multimodal biosignals through ML applications in wearable health monitoring systems. (a) Wearable sensing-
actuation system capturing laryngeal muscle movements for speech assistance, classified using an SVM-based algorithm. Reprinted with permission from
ref. 201. Copyright 2024, Springer Nature. (b) sEMG-based hand gesture recognition system utilizing hyperdimensional computing for adaptive
classification. Reprinted with permission from ref. 203. Copyright 2021, Springer Nature. (c) Nanomesh receptor for proprioceptive biosignal monitoring
with time-dependent contrastive learning. Reprinted with permission from ref. 204. Copyright 2023, Springer Nature. (d) Stretchable throat-monitoring
device integrating sEMG and triaxial acceleration, processed via CNN for activity recognition. (e) t-SNE visualization of feature vectors for phonation-
related activity classification. Reprinted with permission from ref. 205. Copyright 2023, Springer Nature. (f) Confusion matrix demonstrating classification
performance of a multimodal biosignal-based phonation system. Reprinted with permission from ref. 206. Copyright 2022, Springer Nature. (g) AI-powered
e3-skin integrating biochemical and physiological sensors for predictive health surveillance. Reprinted with permission from ref. 86. Copyright 2023, The
American Association for the Advancement of Science. (h) Chord diagram illustrating correlations between physiological and biochemical biosignals in stress
monitoring. (i) Regression analysis of predicted vs. true stress-related physiological responses, achieving a confidence level of 98.7% and an R2 score of 98.1%.
Reprinted with permission from ref. 191. Copyright 2024, Springer Nature.
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framework based on hyperdimensional (HD) computing,
enabling in-sensor model training and updates. Although HD
computing is not among the machine learning approaches
introduced in Section 2—since it falls outside the scope of con-
ventional models such as kernel-based, distance-based, or tree-
based classifiers—it represents a distinct neuro-inspired learning
paradigm that mimics the high-dimensional representations of
information observed in the human brain. In HD computing, data
are encoded as ultra-high-dimensional binary or bipolar vectors—
typically with 10 000 or more dimensions—and learning is per-
formed through lightweight vector operations such as binding,
bundling, and similarity comparison. This approach enables fast,
memory-efficient, and noise-resilient learning, making it well
suited for real-time, adaptive applications in wearable devices.
The system achieved an accuracy of 97.12% for 13 hand gestures
and maintained high performance even when expanded to 21
gestures. Similarly, Kim et al. introduced a substrate-less nano-
mesh receptor designed to capture proprioceptive signals through
skin stretch-induced resistance changes (Fig. 10c).204 The bio-
signals are processed using an unsupervised meta-learning frame-
work with time-dependent contrastive learning, facilitating user-
independent, data-efficient recognition of diverse hand tasks.
Although TD-C learning is not covered in Section 2—since it falls
outside the scope of conventional machine learning classifiers
such as kernel-based or tree-based models—it is a form of self-
supervised learning that leverages temporal continuity to extract
informative feature representations from unlabelled data. This
system demonstrates rapid adaptation to new users and tasks,
achieving over 80% accuracy within just 20 training epochs.

There is growing interest in multimodal biosignal analysis
aimed at capturing diverse physiological information, enabling
more robust and accurate insights through ML-driven integra-
tion. Xu et al. reported a fully integrated, standalone stretchable
device platform for wireless monitoring and ML-based proces-
sing of diverse vibrations and muscle activities from the throat
(Fig. 10d).205 The system captures both sEMG signals and triaxial
acceleration data, reflecting muscle electrical activity and inertial
vibrations, respectively. These biosignals are processed using a
2D-like sequential feature extractor based on a CNN, consistent
with the neural network-based machine learning approaches
introduced in Section 2, enabling classification of various actions
such as swallowing, talking, drinking, and coughing. The model
achieves a high classification accuracy of 98.2% for 13 distinct
states and maintains robust performance with a 92% accuracy
even when applied to new subjects. Fig. 10e illustrates the
clustering of feature vectors using t-SNE, highlighting the mod-
el’s capacity to differentiate complex physiological signals for
real-time health monitoring and rehabilitation evaluation. Simi-
larly, Kim et al. introduced a conformable sensory face mask
(cMaSK) designed to decode both biological and environmental
signals (Fig. 10f).206 This system integrates multimodal sensors to
capture data such as skin temperature, humidity, breathing
patterns, and verbal activities. The collected biosignals are pro-
cessed using a k-means clustering algorithm, an unsupervised
ML method as described in Section 2, to classify mask positions
and assess fit quality. The confusion matrix in Fig. 10f highlights

the model’s ability to accurately differentiate mask positions.
This approach allows for real-time monitoring of mask usage,
providing feedback on fit effectiveness with a classification
accuracy of up to 92.8%.

Broadening the boundaries of multimodal biosignal integra-
tion by encompassing a broader spectrum of physiological and
biochemical indicators, Song et al. introduced a 3D-printed
epifluidic elastic electronic skin (e3-skin) designed for ML-
powered multimodal health surveillance (Fig. 10g).86 The e3-
skin integrates diverse physiochemical sensors capable of mon-
itoring temperature, heart rate, and sweat bio-analytes such as
alcohol, pH, and glucose. The collected biosignals are processed
using an AI-powered model that leverages supervised ML algo-
rithms to analyze and interpret complex physiological data. The
model employs feature extraction techniques to convert raw
sensor data into meaningful health indicators, followed by
classification and regression algorithms to predict health-
related outcomes. Specifically, the system utilizes ridge regres-
sion, a regularized linear model also introduced in Section 2, to
predict behavioral impairments such as reaction time and inhi-
bitory control. More recently, Xu et al. introduced an AI-powered
electronic skin (CARES) for continuous stress response monitor-
ing, incorporating multimodal sensing of physiological and
biochemical signals (Fig. 10h and i).191 The CARES system
simultaneously tracks three vital signs—pulse waveform, galvanic
skin response (GSR), and skin temperature—alongside six mole-
cular biomarkers in sweat, including glucose, lactate, uric acid,
sodium, potassium, and ammonium. By leveraging a supervised
ML pipeline, the system classifies stressors with an accuracy of
98.0% and predicts psychological stress responses with a con-
fidence level of 98.7%. The model integrates time-series physio-
logical and biochemical data, employing gradient-boosted
decision trees (XGBoost) for robust classification and regression.
Feature importance analysis using Shapley additive explanations
(SHAP) reveals that GSR, pulse, and electrolyte levels contribute
significantly to stress differentiation, demonstrating the model’s
ability to capture complex stress-related physiological interactions.
The chord diagram in Fig. 10h highlights the interconnections
among different biomarkers, while the regression performance in
Fig. 10i confirms the strong predictive capacity of the AI model in
estimating stress-related metrics.

4. Conclusions

Wearable sensors have evolved rapidly in recent years with the
development of flexible and stretchable materials and the
increased utilization of biocompatible materials, enabling non-
invasive, continuous, real-time monitoring of biosignals.207–211

ML is supporting these hardware advances to improve the
precision and efficiency of analyzing a wide spectrum of bio-
signals, dramatically expanding the capabilities of wearable and
implantable devices.

ML models play a pivotal role in biosignal analysis by
performing several key functions. In this review, we introduced
ML algorithms that can be applied depending on the biosignal
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characteristics and the purpose of processing the data. Recent
studies have demonstrated the implementation of ML methodol-
ogies on biosignals acquired by bioelectronics for data preproces-
sing, clustering, regression, and classification. For example, data
preprocessing is used to remove noise and refine the data so that
it can be effectively applied to ML models. Clustering techniques
can be utilized to identify patterns in the signals and categorize
them into meaningful groups, and regression and classification
models can be applied to predict the presence of certain diseases
or detect anomalies. Furthermore, recent advancements have
enabled the analysis of the correlation between various vital
signs, including heart rate, BP, and oxygen saturation. This
development stems from the integration of sophisticated signal
processing techniques with optimized ML models, resulting in
enhanced precision and efficiency in the interpretation of vital
signs. Building on this trend, recent advances in machine learn-
ing have led to the emergence of architectures such as generative
adversarial networks (GANs), transformers, and spiking neural
networks (SNNs), which are increasingly being explored in bio-
signal analysis for tasks such as data augmentation, long-range
temporal modeling, and energy-efficient computation.

ML is particularly effective in processing large-scale multi-
modal signals, enabling the integrated analysis of neural signals,
cardiovascular signals, and biochemical markers. This capability
allows for a comprehensive assessment of overall health status
and facilitates more precise monitoring of disease progression.
Furthermore, ML can be utilized for disease prevention by
identifying the pre-disease state and detecting transitional phases
leading to disease onset. These advancements contribute to the
development of automated healthcare systems that enhance the
detection of chronic diseases and enable early diagnosis.

Beyond signal acquiring insightful information about health
states, the ability to measure diverse biosignals serves as a
foundation for therapeutic applications, constructing effective
treatment strategies informed by continuous physiological data.
Numerous studies have focused on developing advanced tech-
nologies assisted by ML including adaptive therapy systems that
adjust treatment strategies based on real-time physiological
signals, closed-loop biofeedback mechanisms that autonomously
regulate therapy, and AI-assisted diagnostic technologies for early
disease detection and clinical decision support.212–214 By max-
imizing the analytical capabilities of wearable and implantable
devices, ML will not only facilitate personalized healthcare but
also contribute to large-scale public health monitoring and
advancements in precision medicine. In the future, the role of
ML-driven bioelectronics will continue to expand, accelerating
the development of next-generation digital healthcare solutions.
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132 M. Mittlböck, Comput. Methods Programs Biomed., 2002, 68,

205–214.
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