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Transition metal dichalcogenides are an interesting class of low dimensional materials in mono- and few-layer
form with diverse applications in valleytronic, optoelectronic and quantum devices. Therefore, the general nature
of the band-edges and the interplay with valley dynamics is important from a fundamental and technological
standpoint. Bilayers introduce interlayer coupling effects which can have a significant impact on the valley
polarization. The combined effect of spin-orbit and interlayer coupling can strongly modify the band structure,
phonon interactions and overall carrier dynamics in the material. Here we use first-principles calculations of
electron-electron and electron-phonon interactions to investigate bilayer MoS2 and WSe2 in both the AA′ and
AB stacking configurations. We find that in addition to spin-orbit coupling, interlayer interactions present in the
two configurations significantly alter the near-band-edge dynamics. Scattering lifetimes and dynamic behavior
is highly material-dependent, despite the similarities and typical trends in TMDCs. Additionally, we capture
significant differences in dynamics for the AA′ and AB stacking configurations, with lifetime values differing by
up to an order of magnitude between them for MoS2. Further, we evaluate the valley polarization times and find
that maximum lifetimes at room temperature are on the scale of 1 picosecond for WSe2 in the AB orientation.
These results present a pathway to understanding complex heterostructure configurations and ‘magic angle’
physics in TMDCs.

I. INTRODUCTION

Transitionmetal dichalcogenides (TMDCs) have been exten-
sively studied in monolayer and few-layer forms for a variety of
both fundamental and technological reasons. In the monolayer,
TMDCs have been shown to be of optical interest due to their
efficient emission properties as direct band-gap semiconduc-
tors.1–3 Additionally, spin-selective excitation is possible using
circularly polarized light,4 enabling controlled valley popula-
tion. Without an inversion center, spin and valley pseudospin
can couple, leading to the spin-valley locking phenomena use-
ful in valleytronic applications such as information process-
ing.5–7
Bilayer TMDCs are compelling in a host of unique ways;8

multilayer stacks of TMDCs interact with neighboring layers
via the van der Waals interaction. These weak interactions al-
low for the possibility of fabricatingmultilayer stacks with con-
trollable precision in orientation and ordering.9–11 Unique ma-
terial phenomena have already been found using this stacking
degree of freedom, including superconductivity in graphene12
and band-gap tuning in heterostructure TMDCs,13–15 for exam-
ple. In general, control of interlayer twist angles can introduce
long rangeMoiré patterns, effectively acting as a long range po-
tential modulator. Moiré effects have been previously studied
in bilayer MoS2, which introduced novel phonon modes asso-
ciated with long-range periodicity.16 Theoretical studies have
also investigated the effects of strain and its relation to interlayer
coupling using tight-binding methods.17–19 Interlayer coupling
effects have shown modulation of photoluminescence20 and
more recently has been demonstrated to introduce relaxation
pathways for excited carriers in heterostructures.21 More fun-
damentally, band-edge states have been shown to be sensitive
to interlayer coupling effects.22 TMDC heterostructures have
also been demonstrated to have ultra long valley polarization
time in experiment.23
These interesting experimental demonstrations motivate our

work towards a thorough, fundamental understanding of the
physics in multilayer TMDC systems. In the bilayer, TMDCs
are indirect band-gapmaterials, similar in this way to their bulk
behavior.24 Despite this, these systems retain interest from the
valleytronic community for a number of reasons, including
the fact that their inversion symmetry can be tuned by electric
fields,25 and have overall beenmore susceptible to electric field
manipulation than monolayers.26 Additionally, strong valley
polarization has been observed in bilayer WS2,27 due to spin-
orbit splitting.Understanding valleytronic applicability in these
systems requires a detailed understanding of the band structure
and phonon properties of the material.

Overall, the dynamics of bilayer TMDCs present a substan-
tial theoretical and computational challenge relative to their
monolayer counterparts. The effects of interlayer couplingmust
be considered, which strongly influences the band edge states.
Additionally, stacking orientation is paramount to understand-
ing the symmetry of the system,which can severely affect valley
dynamics through spin-orbit coupling. The experimentally ob-
served AA′ (also known as the 2H phase) amd AB (also known
as the 3R phase) orientations of bilayer TMDCs28,29 introduce
differences in interlayer coupling and symmetries, which can
induce unique material behavior. In the bilayer, spin and valley
pseudospin degrees of freedom can additionally couple to the
layer index, denoted as layer pseudospin, such that all three
of these quantum numbers describe the K point valleys of the
system.30 Here, opposite spins from opposite layers are cou-
pled at each of the split valence bands, such that transitions
must consider interlayer hopping as well as spin flipping. Ad-
ditionally, different stacking configurations can lead to shifts in
phonon frequencies, spin-orbit splitting and the magnitude of
van der Waals interactions.31 All of these effects create a com-
plicated system compared to the monolayer case and require
new theoretical and computational implementations.

In this work, we present a novel ab initio approach for
electron-electron and electron-phonon interactions to study bi-
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FIG. 1. Bilayer TMDC structure, orientation and electronic structure. Panels (a) and (c) show the stacking arrangement of the two TMDC layers in
the out-of-plane direction for the AA′ and AB orientation, respectively. The band structures in panels (d)-(g) are plotted along the high-symmetry
lines defined by the two dimensional Brillouin zone depicted in panel (b). The conduction band edge states in all cases are at the K and Q points,
whereas the valence band edges are at the K and Γ points. All four of these points are sensitive to interlayer coupling, and the Q of the conduction
band and K of the valence band are split further by a combination of spin-orbit and interlayer coupling. In the AA′ orientation, the primary splitting
is a result of interlayer coupling, while in the AB orientation, it is the spin-orbit effects which introduce large splitting values.The smaller overall
band gap of the AA′ orientation is suggestive of stronger interlayer coupling, as the predicted interlayer spacing for these layers is 10% smaller
than the spacing in the AB configuration.

layerMoS2 andWSe2 systems in both the AA′ and AB stacking
orientation. We compare our self-consistent spin-orbit calcu-
lated dynamics with spin-degenerate calculations in order to
understand the impact of spin-orbit coupling on dynamics in
these systems. Importantly, we find that in both materials, a de-
tailed understanding of spin-orbit splitting, interlayer coupling
and symmetry effects is required in order to understand the
different dynamics captured for each of the material configura-
tions. Further, we find that spin-orbit effects are more relevant
in WSe2 due to its larger spin-splitting, while the smaller split-
ting in MoS2 has a much weaker effect on dynamics. This is
contrasted with the uniform TMDC trends seen in monolay-
ers.32 Additionally, we calculate hot carrier profiles and find
that despite the indirect nature of all systems considered, di-
rect transitions dominate the calculated results, in qualitatively
excellent agreement with the optical properties observed exper-
imentally. These results provide a pathway for future studies in
TMDC dynamics, including heterostructures, twisted bilayer
‘magic angle’ physics, and larger multilayer stacks.

II. METHODS

All calculations are performed using JDFTx,33 based on
density-functional theory (DFT). We model the bilayers using
PBEsol34 pseudopotentials for a plane-wave basis set with a
25 Hartree energy cutoff on a 9 × 9 × 1 reciprocal space grid.

To describe the bilayer effectively, we employ the Grimme
D2 correction for interlayer coupling35 as well as Coulomb
truncation36 in the out-of-plane direction, such that periodic
images of the bilayer are neglected. Phonons are calculated
using the frozen phonon approach on a 3 × 3 × 1 supercell. In
relativistic calculations, spin-orbit coupling is self-consistently
included, distinct from previous work in these materials. Each
cell was relaxed and the a lattice constant found to agree with
experiment to within 1%. The interlayer spacing of the AB-
stacked MoS2 (WSe2) bilayer corresponds well with the out-
of-plane lattice constant 12.27 Å (12.98 Å), which is within 1%
of the bulk lattice value in eachmaterial. The AA′ configuration
showed a 10% reduction in the interlayer spacing for bothMoS2
and WSe2.

In order to effectively capture dynamical properties of the
system, a dense sampling of k points in the Brillouin zone
(BZ) is required. Conventional DFT approaches to generating
these meshes are inadequate given the computational cost. In-
stead, we employ a Wannier function scheme which describes
the Bloch space Kohn-Sham states on an equivalent real space
grid.37 We can then transform back to reciprocal space on a
finely-spaced grid of k points. This enables for efficient, high-
fidelity BZ sampling, crucial for our calculations. In the cal-
culations presented, Wannier interpolation allows us to sample
∼ 106 k points in the 2D BZ of the bilayer. We apply these
interpolation methods in calculations which both omit and in-
clude spin-orbit coupling, where the latter employs spinorial
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trial functions to explicitly include spin. Trial centers are made
up of transition metal d orbitals and chalcogen p orbitals for
capturing bands nearest to the band gap.

III. RESULTS AND DISCUSSION

A. Electronic Structure

It is useful to first consider the monolayer band structure
before considering the bilayer. In the monolayer, spin-orbit
coupling alone accounts for significant splitting of the valence
band at the K point and the conduction band at the Q point. In
conjunction with the lack of an inversion center, it is relatively
easy to understand the origin of the splitting in these systems.
In the bilayer case, especially when considering the multiple
possible stacking configurations, corresponding symmetry and
interlayer coupling affects can introduce complications in ad-
dition to spin-orbit coupling. Symmetry plays a pivotal role in
understanding how spin-orbit splitting impacts the band struc-
ture, while interlayer coupling has already been shown to most
strongly affect bands near the band edges.22 Together, these
interactions promise to have important effects on the scattering
possibilities of a given system.
The calculated spin-orbit split band structures of each of the

bilayer orientations are plotted in Fig. 1. Despite the weak van
der Waals forces governing interlayer interactions, the states
near the band edge are clearly affected by interlayer coupling
to some degree.22,38 These states are composed of mostly d or-
bitals from the transition metal atom, where the K point of the
valence band and the Q point of the conduction band are both
comprised of dx2−y2 and dxy orbitalswhich introduce significant
splitting.39 In the AA′ case, a combination of the out-of-plane
interlayer coupling and intralayer spin-orbit splitting introduces
sizable splits in the observed valence band edge at the K point
(up to 550 meV inWSe2). However, only two energetically dis-
tinct valleys are observed, which is a direct result of inversion
symmetry. This configuration represents the spin-valley-layer
locking state, where each valley is composed of opposite spin
states for opposite layers of the TMDC,30 which together can
be indexed by the spin, valley pseudospin and layer pseudospin
index. In the AB configuration, four non-degenerate valleys
emerge due to the lack of an inversion center. Interestingly,
the stacking orientation also impacts the interlayer spacing,
suggesting orientation-dependent van der Waals interactions.
For both MoS2 and WSe2, the interlayer spacing decreased
by ∼ 10% for the AA′ configurations relative to the AB con-
figuration. This, as previously investigated and confirmed in
our results, leads to blue-shifted phonon modes in addition
to impacting the interlayer coupling effects on the electronic
structure.31

The confluence of spin-orbit and interlayer coupling effects
on the splitting in the band structure is distinct for the AA′ and
AB stacking configurations. In the AA′ stacking, the splitting of
the valence band at the K point is substantial, even in the spin-
degenerate calculations. This suggests that splitting of the K
valley is dominated by interlayer coupling effects. When spin-
orbit effects are included, these splits then increase further, but
there is no additional splitting of the two bands into four: this
is forbidden in the inversion-symmetric cell. However, in the

AB configuration, the splitting from interlayer coupling alone
is considerably smaller. Instead, the observed splittings seen
in Fig. 1(f,g) are primarily due to spin-orbit coupling effects.
This correlates well with the larger interlayer spacing found in
the AB-stacked cells, which indicates weaker interlayer interac-
tions. The spin-orbit splitting mechanism which dominates the
splitting in the AB orientation is important when understanding
possible electronic transitions.

B. Lifetimes

In determining the total scattering rate for carriers, we con-
sider Coulomb scattering between two electrons (e-e) as well
as electron-phonon (e-ph) scattering. Together, these processes
contribute to the total scattering rate, given by Matthiessen’s
rule:

τ−1
kn =

(
τe-ekn

)−1
+

(
τ
e-ph
kn

)−1
, (1)

which is indexed by a carrier in band n and wave-vector k in the
two-dimensional Brillouin zone. Each of these processes are
modeled using a diagrammatic framework, where we compute
the contribution of each process to the electronic self-energy
Σkn as described formally in a field theoretic approach. Thus,
in general the lifetime is given by τe-e (e-ph)kn = ~/2Σe−e(e−ph)

kn .
The Coulomb-mediated electron scattering is therefore written
as:40(

τe-ekn

)−1
=

2π
~

∫
BZ

dk′

(2π)2
∑
n′

∑
GG′

ρ̃k′n′,kn(G)ρ̃∗k′n′,kn(G
′)

×
1
π

Im WGG′(k′ − k, εkn − εk′n′). (2)

Here we employ the single-particle electronic density matri-
ces ρ̃k′n′,kn(G) and capture the imaginary part of their in-
teraction via the dynamically screened Coulomb interaction,
WGG′(k′ − k, ω), which is evaluated within the random phase
approximation. This calculation is performed in the plane-wave
basis of reciprocal lattice vectors G and G′, and involves a sum
over a full second set of electronic states (k′n′).

The electron-phonon lifetime is determined using Fermi’s
Golden rule:(

τ
e-ph
kn

)−1
=

2π
~

∑
n′α±

∫
BZ

Ωdk′

(2π)2
δ(εk′n′ − εkn ∓ ~ωqα)

×

[
nqα +

1
2
∓

(
1
2
− fk′n′

)] ���gqα
k′n′,kn

���2 . (3)

In this expression, final electronic bands n′ and phonon po-
larizations α are summed over while integration is performed
over the entire 2D BZ. The δ function imposes energy con-
servation for all scattering processes involving initial (final)
electronic states kn (k′n′) with corresponding energies εkn
(εk′n′) and a phonon in state qα with energy ~ωqα. Diagram-
matically this represents a three-vertex. The ∓ accounts for
both phonon emission and absorption. These scattering events
are weighted by the phononic (Bose) and electronic (Fermi)
occupation factors described by nqα and fkn respectively. Fi-
nally, the electron-phonon matrix element which describes the
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FIG. 2. Calculated scattering lifetimes in each of the bilayer TMDCs studied. The lifetimes in the AA′ and AB configurations are relatively similar
except at the band edges. The hole lifetimes of both TMDCs are not significantly affected by spin-orbit splitting in the AA′ configuration, as the
effect of spin-orbit coupling is to increase the already-split valence band edge, which is induced by interlayer coupling. Electron lifetimes are
increased in WSe2 with spin and decreased in MoS2 with spin because of the relative energies of the Q and K valleys. Spin-orbit coupling pushes
the Q point to phonon-accessible energies relative to the K point in MoS2, while it pushes the Q valley away from the K valley in the case of
WSe2. In the AB configuration, hole lifetimes of WSe2 are found to significantly increase as a result of spin-orbit coupling, while hole lifetimes in
MoS2 are predicted to be relatively unaffected. Similar to the AA′ configuration, electron lifetime trends are governed by the relative energies of
the Q and K valleys. The relative contribution of electron-electron and electron-phonon interactions to the lifetime is indicated by the colorbar. All
scattering observed is dominated by electron-phonon processes.

coupling of these two electronic states with the phononmode is
denoted by gqα

k′n′,kn.We note that in order to satisfy conservation
of crystal momentum, q = k′−k for all terms which contribute
to the above expression. We interpolate our DFT-based cou-
plings using Wannier functions to generate an ultra-fine mesh
of matrix elements for converged integration.

After solving for each lifetime individually, the total scatter-
ing lifetimes are determined from Eq. 1 and presented in Fig. 2.
As seen in the figure, the scattering within 4 eV of the Fermi
energy is dominated by electron-phonon interactions. The AA′

stacking configuration shows that spin-orbit coupling has neg-
ligible impact on the hole lifetime at the valence band edge.
This is because the band structures even in the spin-degenerate
calculations are sufficiently split by interlayer coupling,22 with
splitting values of 165 meV for MoS2 and 240 meV for WSe2.
We note that the maximum phonon energy for these systems
is 60 meV, thus scattering between each of these valleys is

not accessible, enabling for long-lived states. Introducing spin-
orbit splitting indeed increases the splitting values by about
60 meV (310 meV) in MoS2 (WSe2), but this does not change
the dynamics any further. Meanwhile excited electrons at the
conduction band edge are slightly affected by spin-orbit cou-
pling, however the effect is opposite for each TMDC. In MoS2,
lifetimes decrease with spin-orbit coupling, as this shifts the Q
point towards K for more energetically accessible K-Q scatter-
ing, while the opposite occurs in WSe2; the energy separation
between the Q and K valleys becomes larger.

The results in the AB configuration are equally interesting
and material-dependent. Hole dynamics in MoS2 is hardly af-
fected by spin-orbit coupling, while electron lifetimes are again
decreased for the sameQ-related reason as in the AA′ scenario.
Meanwhile, hole lifetimes in WSe2 are significantly enhanced
when spin-orbit coupling is introduced, similar to the behavior
observed in monolayer systems. In this case, the larger splitting
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FIG. 3. Calculated mobilities of AA′ and AB-stacked transition metal dichalcogenides. In general, the spin-orbit interactions more significantly
affect the mobilities in WSe2 than the MoS2, which is a result of its larger predicted splitting and relative energies of valleys at each of the band
edges. Both the AA′ and AB configurations of WSe2 show increased mobilities with spin-orbit coupling for the hole and electron cases. Similar to
the lifetime in Fig 2, the AB orientation introduces a larger difference between spin-orbit and non spin-orbit predictions than AA′, where there is
over an order of magnitude increase for the same reasons described for Fig. 2. Compared to calculated monolayer mobilities, both configurations
of the TMDCs have mobilities smaller than their monolayer counterparts, except in the case of the electron mobility of AB-stacked WSe2, which
is slightly larger in bilayer compared to monolayer when spin-orbit interactions are considered.

induced by WSe2 relative to MoS2 is sufficient to shrink the
phase space for electron-phonon scattering. In the AB config-
uration, spin-orbit coupling pushes the valence band edge of
WSe2 to the energetically-isolated K point, whereas the band
edge in MoS2 is still the Γ point. The spin-orbit-induced shift
of the K point valence band removes possible K-Γ electron-
phonon scattering and therefore enhances hole lifetimes, which
are clearly very sensitive to band-edge position.

In general, the spin-related effects on dynamics are opposite
for the MoS2 and WSe2 systems, which is distinctly different
from the behavior observed for monolayer TMDCs.32 In ad-
dition, the magnitude of the lifetimes are at least 50% lower
than the corresponding monolayer case, regardless of spin con-
siderations. The maximum valley coherence time calculated at
room temperature is only 1 picosecond in WSe2, which is 4
times smaller than the time determined for the same mono-
layer system.32 However, hole lifetimes are still observed to
be larger than electron lifetimes in general, consistent with the
trends in the monolayer case. The bilayer structures can be said
to introduce more scattering channels than the monolayer case,
given that the band edge is not isolated at K in many of the
systems studied. Van der Waals effects via interlayer coupling
have previously been shown to have an impact on predicted dy-

namics.41 The nature of the band edges (especially compared to
the monolayer case) are crucial to explain the smaller lifetimes
predicted for the TMDCs studied. Additionally, the alignment
of the layers and their corresponding symmetries impacts the
nature and strength of interlayer and spin-orbit coupling, which
manifests in substantially difference dynamics observed, as is
visible when comparing the left- and right-hand side of Fig. 2.

C. Mobility

In addition to lifetimes, we can also evaluate the predicted
carrier mobilities, which are also governed by electron-phonon
interactions. Using the same general formalism used in Eq. 3,
we compute the momentum-relaxing lifetimes τpkn by account-
ing for the angle between the electron velocities before and
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(a) MoS2 (AA′) (b) WSe2 (AA′) (c) MoS2 (AB) (d) WSe2 (AB)

Indirect Direct

FIG. 4. Hot Carrier generation profiles of AA′ and AB-stacked transition metal dichalcogenides. The profiles are normalized and show the
likelihood of hot carriers being generated from direct vs. indirect transitions. In all cases, despite the indirect nature of the band gap, transitions
are dominated by direct transitions as opposed to indirect. This is an interesting yet surprising result from our calculations. The indirect transitions
at the valence band edge suggest that Γ valleys can be populated, but their overall density of states limits the quantity of transitions to this
energy. Meanwhile, direct transitions associated with the K point dominate the hot carrier generation mechanisms for the photon energy range
considered.

after scattering. This is given by:(
τ
p
kn

)−1
=

2π
~

∑
n′α±

∫
BZ

Ωdk′

(2π)2
δ(εk′n′ − εkn ∓ ~ωqα)

×

[
nqα +

1
2
∓

(
1
2
− fk′n′

)] ���gqα
k′n′,kn

���2
×

(
1 −

vkn · vk′n′

|vkn | |vk′n′ |

)
, (4)

which is identical to Eq. 3 except for the angular dependence,
denoted by band velocities vkn (defined as v ≡ ∂ε/∂k) of
the initial kn and final k′n′ states. After calculating τpkn, we
determine the mobility by solving the linearized Boltzmann
equation using a full-band relaxation-time approximation:

µ̄(εf) =
e

|n(εf)|

∑
n

∫
BZ

gsdk
(2π)2

∂ fkn(εf)

∂εkn
(vkn ⊗ vkn)τ

p
kn, (5)

Here gs is the spin degeneracy of the band (= 1 with and = 2
without spin-orbit coupling). The derivative of the Fermi func-
tion effectively selects carriers which contribute to transport
at a specified doping level given as εf. We further define the
density n(εf) for a given Fermi energy as:

n(εf) =
∑
n

∫
BZ

gsdk
(2π)2

fkn(εf) − n0. (6)

This quantity is positive for n-type semiconductors and nega-
tive for p-type semiconductors. The quantity n0 represents the
number density of carriers in the neutral DFT calculation.
Using this formalism, we vary the Fermi-level and evaluate

Eqs. 4–6 in order to determine the mobility as plotted in Fig. 3.
Similar to the lifetime behavior observed, the role of spin-orbit
coupling in the predicted mobilities is systematically different
when comparing MoS2 and WSe2 for both AA′ and AB stack-
ing configurations. The mobilities are similar for electrons and
holes in these regions, and spin reduces the electronmobility in
both stacking configurations. On the other hand, the mobility

in WSe2 is highly dependent on spin-orbit coupling for both
electrons and holes. In the hole case, spin-splitting isolates the
K point from Γ at the valence band edge, while in the electron
case it isolates Q from K , both cases helping to remove scat-
tering channels and improve mobility. The enhanced electron
mobility is novel from the monolayer results, as here the Q
point is energetically more separated from K than it was in the
monolayer. Despite this, all of these calculated mobilities are
smaller than those predicted in the monolayer. The only slight
exception to this is the electron mobility in the AB configura-
tion of WSe2, which is slightly larger than in the monolayer
when spin-orbit coupling effects are included.

D. Hot Carriers

Information about electron-electron and electron-phonon
coupling allows us to better understand the optical response.
This is especially important for TMDCs, which are efficient
sources of long-lived inter-layer excitons42 and single photon
emitters43–46 exhibiting widely tunable properties when em-
bedded in multilayer heterostructures.20,47,48 While we do not
explicitly account for excitonic effects in our calculations, these
results hint at the importance of direct transitions, and our cal-
culated response can provide a qualitative understanding of the
nature of favorable excitation pathways. We calculate the com-
plex dielectric function for each monolayer by including both
direct and phonon-assisted transitions:

ε̄(ω) = ε̄direct(ω) + ε̄phonon(ω). (7)

Fermi’s Golden rule is used to calculate the imaginary part of
the direct contribution via:49

λ̂ · Imε̄direct(ω) · λ̂ =
4π2e2

ω2

∫
BZ

dk
(2π)2

∑
n′n

( fkn − fkn′)

× δ(εkn′ − εkn − ~ω)

����λ̂ · vk
n′n

����2. (8)
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which describes electronic transitions from initial and final
electronic states which involve a photon of energy ~ω. The
variable λ̂ is a test unit vector oriented in the same direction
as the field, which enables for directionally-dependent charac-
terization of the dielectric response. We capture response from
a field oriented perpendicular to the bilayer. Indirect transi-
tions can also contribute to optical excitation and hot carrier
generation. In order to evaluate the electron-phonon scatter-
ing involved in these processes, the phonon-assisted process is
captured using second-order perturbation theory:50

λ̂ · Imε̄phonon(ω) · λ̂ =
4π2e2

ω2

∫
BZ

dk′dk
(2π)4

∑
n′nα±

( fkn − fk′n′)

×

(
nq,α +

1
2
∓

1
2

)
δ(εk′n′ − εkn − ~ω ∓ ~ωq,α)

×

�����λ̂ ·∑
n1

(
g
q,α
k′n′,kn1

vkn1n

εkn1 − εkn − ~ω + iη

+
vk′n′n1

g
q,α
k′n1,kn

εk′n1 − εkn ∓ ~ωq,α + iη

)�����2. (9)

Here all symbols are as they have previously been de-
fined, and once more the summation over ± ensures that
both phonon emission and absorption processes are captured.
The δ-function ensuring energy conservation if broadened to
Lorentzians whose widths are related to the initial and final
carrier linewidths, and the η quantity is to ensure singular con-
tributions are eliminated. These quantities are again evaluated
on a dense BZ grid generated via our ab initioWannier function
techniques.
By calculating these quantities we capture the relative con-

tributions to optical response and can therefore map the carrier
distribution profile as a function of both carrier and optical
excitation energy. This is plotted in Fig. 4. Here, despite the
indirect band gap of each of these materials, hot carriers are
predicted to be generated via direct transitions almost exclu-
sively. In the MoS2 profiles, it is clear that indirect excitations
of holes to Γ are predicted, although their small overall magni-
tude suggests they will not contribute significantly to excitation
transitions. In both TMDCs, the AB configuration introduces
a greater fraction of indirect transitions, however in both cases
the materials are expected to have a majority of direct transi-
tions. Similar behavior have also been experimentally observed
in optical studies of bilayer MoS2

51 andWSe2.52 In both cases,
a substantial contribution to the emission spectra is found to
be from direct transitions as opposed to indirect. These exper-
imental results qualitatively agree with the theoretical results
found here. Taken altogether, we confirm the preference for

direct transitions even for these indirect-gapped bilayers.

IV. CONCLUSIONS

We investigate bilayer TMDCs MoS2 and WSe2 via an ab
initio treatment of electron-electron and electron-phonon in-
teractions. Specifically, we describe the complex interplay of
spin, layer and valley indexing involved in two different stack-
ing orientations of each bilayer. We find that unlike in the
monolayer case, dynamics is highly TMDC-specific. Based
on detailed electronic structure calculations, both electron and
hole dynamics (and mobilities) in bilayer WSe2 are found to be
significantly enhanced by spin-orbit coupling in the AB config-
uration.However,MoS2 dynamics andmobilities are barely im-
pacted by spin-orbit coupling effects. Stacking orientation was
explored and found to be TMDC-specific, as longer lifetimes
were found for MoS2 in the AA′ configuration, compared to
the slightly preferred AB configuration in WSe2. These calcu-
lations and results emphasize the significance of understanding
the nature of the band edges in determining dynamics, which
are highly dependent on interlayer coupling. More generally,
these results suggest that effective mechanisms for tuning the
orientation and energy of the relevant valleys at the band edges
such as layer orientation or strain would be ideal in creating an
optimized material for valleytronic application with long-lived
states.We also investigate hot carrier generation profiles, which
indicate that each of these systems absorb mostly via direct
transitions, despite their indirect-gapped nature. The implica-
tions of these results are important in understanding bilayers,
their spin-valley-layer coupling and relation to symmetry via
stacking orientation. Understanding coupled spin, valley, layer
and symmetry effects in other bilayer MoSe2 and WS2 will
further our understanding of the phenomena observed, and
more broadly will help in understanding the underlying na-
ture of quantummaterial heterostructures and larger multilayer
stacks.
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