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demonstrates the impact of
proton transfer and solvent dynamics on CO2

capture in liquid ammonia†

Marcos F. Calegari Andrade, * Sichi Li, * Tuan Anh Pham, Sneha A. Akhade
and Simon H. Pang *

Direct air capture of CO2 using supported amines provides a promising means to achieve the net-zero

greenhouse gas emissions goal; however, many mechanistic details regarding the CO2 adsorption

process in condensed phase amines remain poorly understood. This work combines machine learning

potentials, enhanced sampling and grand-canonical Monte Carlo simulations to directly compute

experimentally relevant quantities to elucidate the mechanism of CO2 chemisorption in liquid ammonia

as a model system. Our simulations suggest that CO2 capture in the liquid occurs in a sequential fashion,

with the formation of a metastable zwitterion intermediate. Furthermore, we identified the importance of

solvent-mediated proton transfer and solvent dynamics, not only in the reaction pathway but also in the

efficiency of CO2 chemisorption. Beyond liquid ammonia, the methodology presented here can be

readily extended to simulate amines with more complex chemical structures under experimental

conditions, paving the way to elucidate the structure–performance of amines for CO2 capture.
The growing anthropogenic CO2 emission into the atmosphere
over the past few decades has raised a series of concerns over its
environmental impacts,1 such as global warming2 and food
security.3 Among the existing technologies to attack this
problem, direct air capture (DAC) can effectively remove CO2

from the atmosphere and is especially suitable to remove
distributed emission of CO2 (from transportation vehicles, for
example) and compensate for residual emissions from difficult
to decarbonize industries.4 This approach employs highly effi-
cient sorbents to extract CO2 from ultradilute sources, which is
then coupled with geological sequestration5 or conversion into
value-added products.6 An increasingly popular class of DAC
sorbents consists of amines supported on solid matrices. These
amine composites offer several advantages, i.e., they can
capture CO2 from air under ambient conditions; in addition,
they are not adversely affected by water vapor and can be
regenerated by relatively mild temperature swings.7–10

Although it is well known that amines are efficient for CO2

capture and their chemical structures can signicantly inu-
ence the CO2 absorption capacity,11–15 a fundamental under-
standing of CO2 capture in these systems is largely lacking, and
conicting results have been reported on the mechanism of the
process. Early kinetic experimental studies conclude that the
reaction proceeds through the formation of a zwitterion
rmore National Laboratory, Livermore,

@llnl.gov; li77@llnl.gov; pang6@llnl.gov

tion (ESI) available. See DOI:

the Royal Society of Chemistry
intermediate.16,17 On the other hand, more recent studies
suggest that CO2 capture follows a 3rd order reaction where
proton transfer and N–C bond formation occur concertedly.18,19

Computational simulations – particularly those derived from
rst principles – are excellently suited for addressing this
knowledge gap.20,21 However, existing studies oen neglect the
role of solvent, entropy, and thermal uctuations, which are
known to be critical to explaining CO2 solubility in liquid pha-
ses.22,23 This brief yet incomplete summary highlights that
much is le to be understood regarding the CO2 capture process
in amines.

In this contribution, we developed and applied an integrated
simulation framework to investigate the reactive adsorption of
CO2 into condensed phase amines. Rather than relying on
conventional simulation methods grounded exclusively in rst-
principles density functional theory or classical force elds, we
combine machine learning (ML) potentials with enhanced
sampling methods and grand-canonical Monte Carlo (GCMC)
simulations to explicitly account for the complexity of
condensed phase amines. In particular, machine learning
potentials allow for an accurate description of chemical reac-
tions at more realistic scales with a signicantly lower compu-
tational cost compared to rst principles electronic structure
methods.24,25 Our ML model was trained with active learning,
exploring congurations of pure liquid ammonia, pure CO2 and
reactive events of ammonia with CO2 in a condensed phase. In
addition, GCMC simulations combined with enhanced
sampling enables efficient calculation of the free energy of CO2
Chem. Sci., 2024, 15, 13173–13180 | 13173
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chemisorption and its temperature dependence; the latter can
be directly compared to experiments to elucidate reaction
mechanisms. By using liquid ammonia as a model system, we
suggest that CO2 capture in the liquid proceeds in a sequential
fashion, with the formation of a metastable zwitterion inter-
mediate. Our simulations also point to the importance of
solvent-mediated proton transfer on the energetics of CO2

chemisorption and of solvent dynamics on CO2 uptake,
phenomena that have not been discussed in the literature.

We start by discussing the accuracy of our ML potentials. The
model reproduces well quantities both derived directly from
rst principles molecular dynamics (FPMD) and experiments.
As a rst test, it is shown that the model well reproduces the
FPMD structure of liquid ammonia. Here, FPMD simulations
were 50 ps-long and sampled the NVT ensemble at 300 K. None
of the congurations sampled by FPMD were included in the
ML training data. The pair correlation functions reported in
Fig. 1A support a good agreement between ML and DFT-SCAN
on the structure of pure liquid ammonia (Fig. 1A, le) and
chemically bound CO2 in liquid ammonia (Fig. 1A, right).
Moreover, our ML potential also provides consistent results
with experimental measurements. This is shown in Fig. 1B,
where the N–N partial structure factor of liquid ammonia at 277
K and 5 bar obtained by X-ray diffraction26 is close to the one
computed with ML simulations under the same thermody-
namic conditions. Finally, ML simulations also predict the
density (r) and the self-diffusion coefficient (D) of liquid
deutero-ammonia at 277 K and 1 bar (r = 0.65 g mL−1, D = 8.0
× 10−5 cm2 s−1) close to the values (r = 0.636 g mL−1, D = 8.5 ×

10−5 cm2 s−1) measured experimentally.27,28

The ML model developed in this work lacks the explicit
inclusion of long-range interactions. The inclusion of long-
range forces in ML models was key to properly model long-
ranged charge separation in condensed phase systems.29,30

However, in this work, all charge separation remains restricted
to atomic distances within the radius cutoff of the ML atomic
descriptors and thus should be properly captured by our model.
Fig. 1 Machine learning simulations reproduce the first-principles structu
in liquid ammonia (A, right). Type–type pair correlation functions of liquid
are shown in panels (A) left and right, respectively. Continuous lines con
display the pair correlation functions obtained through first-principles mo
plot to better visualize the strong correlation arising from covalent bonds
ammonia at 277 K and 5 bar obtained by X-ray diffraction26 (points) and

13174 | Chem. Sci., 2024, 15, 13173–13180
Additional validation of the ML potential is presented in the
ESI†, conrming the accuracy of our ML model to describe the
free energy surface of CO2 chemisorption, including the short-
ranged charge separation occurring during this chemical
reaction.

Given the physical description of liquid ammonia and
chemically bound CO2 by the machine learning potential, we
now explore the quantum accuracy and the computational
efficiency of this ML potential to derive a rst principles-quality
free energy surface of CO2 chemisorption in a liquid amine.
Free energy is computed in two steps. First, GCMC simulation
evaluates the free energy to transfer CO2 from ambient air (at
400 ppm concentration) to the liquid ammonia phase with no
chemical reaction. Second, we apply enhanced sampling tech-
niques to compute the free energy needed to chemically react
CO2 with ammonia. The sum of these steps provides the free
energy to capture CO2 directly from air.

The free energy surface of CO2 binding in liquid ammonia
under ambient conditions is given in Fig. 2. Here, the four
separate wells of the colormap are associated with (A) physically
dissolved CO2, (B) zwitterion (see charge analysis in the ESI†),
(C) ammonium carbamate and (D) carbamic acid. Ammonium
carbamate (C) and carbamic acid (D) compose the two most
stable species of CO2 chemisorption. The formation of ammo-
nium carbamate or carbamic acid reduces the free energy of the
system by approximately 30 kJ mol−1 relative to the CO2 physi-
cally dissolved in liquid ammonia. On the other hand, the
formation of the zwitterion increases the free energy by 5 kJ
mol−1 relative to the unbound CO2 state. The zwitterion is the
only CO2-bound species in ammonia not requiring proton
transfer during CO2 adsorption, pointing to the decisive role of
proton transfer to explain the high efficiency of amines in CO2

capture. Proton transfer not only allows the transition from
zwitterion (B) to carbamate (C), but also a fast chemical equi-
librium between carbamate (C) and carbamic acid (D). As shown
in Fig. 2, species C and D have approximately the same free
energy and are separated by a free energy barrier close to 10 kJ
re of liquid ammonia (A, left) and of carbamate/carbamic acid dissolved
ammonia and carbamate–carbamic acid dissolved in liquid ammonia

tain the results derived from machine learning, while dashed grey lines
lecular dynamics. Insets of both figures show an amplified region of the
and intramolecular H–H pairs. (B) N–N partial structure factor of liquid
machine learning simulations (continuous line).

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Free energy (G) surface of CO2 binding in liquid ammonia at
300 K and 10 bar. Cartoons illustrate the labels A–D in the free energy
plot. The states A–D correspond to free CO2, zwitterion, carbamate
and carbamic acid, respectively. Only a few ammonia molecules are
shown for clarity. A more precise definition of the collective variables is
given in the Methods section.

Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

9 
 2

02
4.

 D
ow

nl
oa

de
d 

on
 2

4/
07

/2
5 

01
:0

1:
24

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
mol−1. These two species frequently interconvert into one
another, forming a stable carboxylate–ammonium ion pair with
proton hopping on the picosecond timescale. This chemical
equilibrium cannot be captured by gas-phase simulations at
0 K, thus providing additional motivation to study CO2 chemi-
sorption with atomistic simulations at nite temperatures.

Analysis of the minimum free energy path connecting
species A–D reveals the reaction mechanism of CO2 chemi-
sorption in liquid ammonia. The path is represented schemat-
ically in Fig. 2, in which only a few ammonia molecules are
shown for clarity. Following the path A to D, the starting state is
the free CO2 dissolved in liquid ammonia (A). CO2 binding rst
involves the formation of the zwitterion (B), followed by
a proton transfer from the amino group of species B to
a neighboring ammonia molecule. The carbamate (C0) just
formed has an ammonium ion close to its amino (–NH2) group,
but this is still not the most stable state for the carbamate in
solution. A series of proton jumps further moves the ammo-
nium ion closer to the carboxylate group of carbamate, thus
forming the most stable carmabate–ammonium ion pair (C).
Finally, this ion pair undergoes frequent proton exchange,
leading to a fast chemical equilibrium between carbamate (C)
and carbamic acid (D).

The mechanism of CO2 capture provided by machine
learning simulations aligns with the early conclusions drawn
from kinetic experiments16,17 and also offers additional insights.
Our results indicate that CO2 capture in liquid ammonia occurs
sequentially, with the formation of a metastable zwitterion
intermediate. Our simulations also suggest that the mechanism
that involves a direct transition from unbound CO2 to carba-
mate, as previously proposed by Crooks and Gutowski,18,19 is
unlikely to proceed. This reaction pathway requires not only
concerted C–N bond formation and proton transfer, but also
© 2024 The Author(s). Published by the Royal Society of Chemistry
additional solvent-mediated proton transfer to form the NH4
+–

carboxylate ion pair (transition from C0 to C in Fig. 2). This
third-order reaction requires a fully H-bond connected path
from the amino to the carboxylate group of carbamate,
rendering such a reaction mechanism unlikely for systems with
an even lower number of H-bonds than ammonia, such as
aminopolymers. The mechanism of CO2 chemisorption
observed in this work requires Grotthuss-like diffusion of the
ammonium ion (species C0, Fig. 2) in order to form the most
stable carbamate product (species C, Fig. 2), thus implying that
CO2 chemisorption kinetics depends on the H-bond network of
the condensed phase amine.

To better understand the impact of the solvation environ-
ment on the energetics of CO2 capture, we investigated the
temperature-dependence of the reaction free energy. The vari-
ation of the reaction free energy with respect to temperature
provides three thermodynamically relevant quantities: the
adsorption enthalpy, the adsorption entropy, and the temper-
ature of CO2 desorption. The reaction free energy corresponds
to the free energy difference between CO2 chemically bound in
liquid ammonia and gas phase CO2 at 0.4 mbar partial pressure.
The adsorption enthalpy and entropy of −109 ± 4 kJ mol−1 and
−340 ± 13 J (mol−1 K−1), respectively, were estimated based on
the linear coefficients tted to data in Fig. 3. The CO2 desorp-
tion temperature is dened as the temperature value whose free
energy difference between gas phase CO2 and chemisorbed CO2

is zero, resulting in a desorption temperature of 320 ± 6 K. The
computed adsorption of CO2 in the condensed phase exhibits
lower exothermicity compared to the previously reported
experimental formation enthalpy of ammonium carbamate
from gaseous ammonia and CO2, which was measured at −159
kJ mol−1.31 In contrast, measurements of the heat of CO2

adsorption on primary and secondary amines supported on
silica yield values within the range of 86 to 92 kJ mol−1,32 only
slightly lower than the adsorption enthalpy observed in our
simulations. These comparisons underscore the critical
distinction between gas-phase and condensed-phase adsorp-
tion and emphasize the necessity of explicitly representing the
condensed phase in modeling technologically relevant amine-
based sorbents.

Here, we have found a substantial impact of the solvation
environment on CO2 chemisorption. The solvent not only
decreases the CO2 adsorption enthalpy relative to the gas phase
reaction, but it also has a sizeable contribution to the entropy
reduction in this chemical reaction. The transfer of CO2 from air
at 0.4 mbar partial pressure to unbound CO2 in liquid ammonia
accounts for an entropy loss of 120 J (mol−1 K−1), while the
formation of chemically bound CO2 species reduces the entropy
of the system by 220 J (mol−1 K−1). This additional loss of entropy
arises both from the fewer degrees of freedom in NH3 and CO2

bound species (relative to the unbound ones) and from a reduc-
tion of the rotational and translational dynamics of the solvent
environment around the carbamate/carbamic acid species. We
nd that the slowdown in solvent dynamics around carbamate
and carbamic acid molecules extends beyond the 5 Å radial
distance from the carboxylate group. This is evident from the 2D
map of solvent dynamics (translation and rotation) around the
Chem. Sci., 2024, 15, 13173–13180 | 13175
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Fig. 3 Temperature dependence of the free energy difference between CO2 chemically bound in liquid ammonia and gas phase CO2 at 0.4
mbar partial pressure. The entropy and enthalpy of the reaction are determined from the slope of the left and right plots, respectively (more
details are given in the ESI†). The bound CO2 state includes the zwitterion, carbamate and carbamic acid (species B, C and D in Fig. 2,
respectively).
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carbamate species shown in Fig. 4. The carboxylate group of
carbamate has themajor contribution to the slowdown of solvent
dynamics, while the –NH2 group perturbs little the solvent
around it. Up to one order of magnitude reduction in rotational
and translational dynamics is observed close to the solute's
carboxylic group, resulting from the strong carboxylate–ammo-
nium ion pair undergoing frequent proton exchange. Translation
dynamics is quantied from the diffusion coefficient of N atoms,
while rotational dynamics was computed from the frequency of
N–H bond reorientation. The 3 dimensional distribution func-
tions were projected into the molecular frame of carboxylate in
cylindrical coordinates, with the axial direction X given as the O–
C–O bisector and the C atom taken as the origin, whereas the R
axis corresponds to the radial distance from the X axis.

The sluggish dynamics of amines upon CO2 chemisorption
has important implications for the performance of the system.
Our simulations suggest that the increase in CO2 loading in liquid
amines creates a progressively more viscous liquid. Ultimately,
Fig. 4 Two dimensional colormap of solvent dynamics around carbama
(D) of N atoms in units of Å2 ps−1. (B): N–H reorientation frequency (m in
a molecular frame in cylindrical coordinates. The X axis corresponds to th
from the line defined by the X axis.

13176 | Chem. Sci., 2024, 15, 13173–13180
this reduces the efficacy of the sorbent, imposing kinetic
constraints on further CO2 chemisorption at high CO2 loading.
We note that the viscosity increase upon CO2 loading aligns with
the solvent slowdown shown in Fig. 4 given the linear correlation
between solvent diffusion and viscosity given by the Stokes–Ein-
stein formula.33 It is also worth emphasizing that our prediction
of sluggish dynamics of amines upon CO2 chemisorption is also
consistent with existing experimental measurements.19,34

Nuclear quantum effects (NQEs) may impact both the
dynamics and statistics of atomic systems, with more signicant
effects on light atoms, such as hydrogen.35 Of particular rele-
vance to this work is the known impact of NQEs onmodel proton
transfer reactions in a condensed phase.36–39 For this reason, we
have also included the NQE in the enhanced sampling simula-
tions of CO2 chemisorption using path integral molecular
dynamics and compared it with the results using classical ion
dynamics (see Fig. 5). Our results corroborate previous ndings
that the NQE decreases the free energy barrier of proton transfer
te/carbamic acid dissolved in liquid ammonia. (A): diffusion coefficient
units of ps−1). The 3 dimensional distribution function is projected on
e direction along the O–C–O bisector, while the R axis is the distance

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Comparison between the free energy surface of CO2 chemi-
sorption obtained from classical and quantum statistics of the nuclei.
Simulations were performed at 300 K and fixed at a density of 0.0229
Å−3. Labels A–D correspond to the same species shown in Fig. 2.
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reactions, but we found only aminor inuence on the free energy
difference between the (meta)stable species (labeled A–D in
Fig. 2). The only free energy barrier not impacted by the NQE is
the formation of the zwitterion from physisorbed CO2, since this
is the only reaction studied here not involving proton transfer.

In summary, we combined machine learning, enhanced
sampling and grand-canonical Monte Carlo simulations to
enable a direct parallel between simulations and CO2 adsorption
experiments. While ML is key to accurately sample the CO2

chemisorption with sufficient statistics, the combination of
enhanced sampling and GCMC simulations allows the deriva-
tion of free energy using CO2 in air as the reference state. The
methodology developed in this paper provides experimentally
accessible quantities, such as the free energy and enthalpy of CO2

adsorption. Moreover, the minimum free energy path from
reactants to products evidenced the critical role of proton
transfer (mediated by the solvation environment) in the forma-
tion of the most stable CO2-bound species: carbamate and car-
bamic acid. These CO2-bound species reduce solvent dynamics
through conjugate acid-base and hydrogen bond interactions,
which are expected to gradually increase solvent viscosity and
hinder further CO2 uptake kinetics as CO2 loading increases.
Although the present paper focused on CO2 adsorption in liquid
ammonia, the proposed methodology should be equally appli-
cable to studymore complex systems (see discussion in the ESI†).
The future introduction ofmore complex systems to themachine
learning training data will allow an atomic-level understanding
of the effect of chemical composition of amines on the CO2

adsorption efficiency of amine-based systems.
Methods

The potential energy surface of the systems was described with
a deep neural network (DNN) potential trained on the density
© 2024 The Author(s). Published by the Royal Society of Chemistry
functional SCAN.40 The DNN potential was constructed based
on the smooth version of the Deep Potential Molecular
Dynamics (DPMD) method,41,42 and its training data include
atomic congurations of liquid ammonia, liquid CO2 and
ammonia–CO2 mixtures (including reactive events) explored
through reinforcement learning.43 Well-Tempered Metady-
namics44 (WTMetad) was used to compute the free energy
surface of the reactive adsorption of CO2 in liquid ammonia.
Free energy surfaces were averaged over 9 independent
WTMetad simulations, each starting from a different initial
condition. Each simulation accumulated 20 million WTMetad
steps using a timestep of 1 fs. Deuterium replaces hydrogen
atoms, allowing longer timesteps with no change to the free
energy since the classical congurational partition function is
independent of atomic mass. Grand-canonical Monte Carlo
simulation was used to compute the free energy to transfer
a CO2 molecule from air (at a concentration of 400 ppm) to the
liquid ammonia phase. All of the values of the free energy
difference reported in this manuscript thus refer to the free
energy of a particular state relative to the free energy of the state
of pure liquid ammonia and gas phase CO2 in air at 400 ppm
concentration.
First principles simulations

SCAN calculations were performed using periodic boundary
conditions, as implemented in the Quantum-ESPRESSO
package.45,46 Wavefunctions and electron density were plane–
wave expanded with kinetic energy cutoffs of 200 and 800 Ry,
respectively. Pseudopotentials of Troullier–Martins47 type
replaced explicit core-valence electron interactions. The large
wavefunction cutoff used in this work results from the known
numerical instability of the SCAN functional. Future work
might benet from the usage of the r2SCAN,48,49 since this
functional will retain the accuracy of the SCAN functional and
decrease its numerical instability, thus allowing SCF calcula-
tions at lower wavefunction cutoff. Atomic charge analysis
(ESI†) was performed through Hirshfeld charge partitioning.50
Deep neural network potential

The deep neural network potential was trained using the
DeepMD-Kit package.51 The DNN architecture was composed of
a 3-layer-deep neural network with 120 neurons each. Within
this training scheme, the DNN model is iteratively optimized
with cycles composed of (1) extensive exploration of congura-
tional space using DPMD simulation; (2) selection of a few
congurations with large uncertainty of force prediction; and
(3) tting DNN models using new data. For item 1, liquid
ammonia, liquid CO2 and ammonia–CO2 mixtures were
explored. Enhanced sampling was also used to collect data of
the chemical reactivity of CO2 with liquid ammonia. The
uncertainty estimator employed the maximum deviation of
atomic forces between 3 DNN models trained on the same data
but with different random initializations of the DNN parame-
ters. DNN models were iteratively optimized until the deviation
of their atomic forces was below 0.2 eV Å−1.
Chem. Sci., 2024, 15, 13173–13180 | 13177
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Molecular dynamics and enhanced sampling

All molecular dynamics (MD) simulations using DPMD were
performed with the Lammps code52 interfaced with DeepMD-
kit51 and Plumed.53 WTMetad was performed with a bias factor
of 5, initial Gaussian height 1.0 and 0.1 spread. Temperature
was controlled with a 3-bead Nosé–Hoover thermostat chain.54,55

Pressure was kept at 10 bar using the Parrinello–Rahman
barostat.56 Simulations of CO2 in liquid NH3 were performed in
a system containing 2051 atoms (512 NH3 and one CO2) peri-
odically repeated in a cubic unit cell with 28.9 Å edge length. It
is important to note that experimental measurements have
determined the vapor phase of ammonia to be the most ther-
modynamically stable state at 10 bar external pressure and
temperatures exceeding 300 K.27 Our simulations thus sample
the metastable liquid phase of ammonia above 300 K and the
absence of spontaneous phase transitions in our model results
from the limited timescale accessed by our simulations.
Collective variables

Fig. 2 presents the free energy as a function of two path collective
variables (S and Z) suitable to describe complex chemical reac-
tions in a condensed phase.57 The variables S and Z were labeled
as “reaction progress” and “deviation from the linearly interpo-
lated path”, respectively. The parametric forms of S and Z as
a function of the congurational space vectors X are given in eqn
(1) and (2). In this work, the components of vector X are: (1) the
C–N coordination number, (2) O–H coordination number and (3)
the N*–H coordination number, with N* the N closest to the
CO2's C atom (see the denition below). The combination of
these 3 variables uniquely denes the 4 chemical states of
interest in this work, as shown by the 4 separate wells in Fig. 2.

SðXÞ ¼
P
i

ie�lkX�Xik

P
i

e�lkX�Xik (1)

ZðX Þ ¼ �l�1ln
X
i

e�lkX�Xik (2)

The symbols Xi in eqn (1) and (2) denote the reference X values
of all 4 states involved in CO2 chemisorption in liquid amines.
Each of the 3 components of vectors Xi was determined from
equilibrium MD simulations of unbound CO2, zwitterion and
carbamate in liquid ammonia. The constant l denes the
smoothness of both S and Z variables, and it is here set to 12.

The collective variables (CVs) composing the vector X are
smooth and all differentiable, allowing the derivation of bias
forces needed for enhanced sampling. Smooth coordination
numbers QAB (number of species B within radius distance Rc

from species A) are computed using eqn (3), with RAB the
distance between atoms A and B.

QAB ¼
X
B

1� ðRAB=RcÞ6
1� ðRAB=RcÞ12

(3)

One of the CVs used in this work requires the N–H coordi-
nation number exclusively from the N atom closest to the C
13178 | Chem. Sci., 2024, 15, 13173–13180
atom from CO2. The smooth version of this CV can be computed
using eqn (4), with QNC a switching function approaching 1
when N is closest to the CO2 C atom and 0 instead. An upper
harmonic potential V = k(QNC − 1)2 is added to prevent more
than one N atom from binding to the CO2's C atom.

Q*
NH ¼

X
N

QNCQNH (4)

Structure factor

The structure factor was computed using the equation

SNNðqÞ ¼ 4pr

ðN
0

r½1� gNNðrÞ� sinðq� rÞ
q

dr (5)

with r the atomic number density of N (r = 0.0229 Å−3) and
gNN(r) the N–N pair correlation function.

Path integral molecular dynamics

Path integral molecular dynamics (PIMD) simulations were
performed using the generalized Langevin equation with
colored-noise thermostat,58,59 as implemented using the i-PI
code.60 The path integral was discretized with 8 beads,
temperature was controlled at 300 K, volume was kept constant
(N number density of r = 0.0229 Å−3) and the integration
timestep was set to 0.25 fs. A total of 4 M WTMetaD steps were
sampled using a total of 10 walkers.

Data availability

All the data used to train the DNNmodel, as well as input scripts
of DeepMD-Kit, Lammps and Plumed, are available at https://
github.com/marcoscaa/amines_co2.
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