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The two-dimensionality (2D) of charge transport significantly affects
charge carrier mobility in organic semiconductors, making it a key
target for materials discovery and design. Traditional quantum-
chemical methods for calculating 2D are resource-intensive, especially
for large-scale screening, as they require computing charge transfer
integrals for all unique pairs of interacting molecules. We explore the
potential of machine learning models to predict whether this para-
meter will fall within a desirable range without performing any
quantum-chemical calculations. Using a large database of molecular
semiconductors with known 2D values, we evaluate various machine-
learning models using chemical and geometrical descriptors. Our
findings demonstrate that the LightGBM outperforms others, achieving
95% accuracy in predictions. These results are expected to facilitate the
systematic identification of high-mobility molecular semiconductors.

Molecular semiconductors are promising candidates for the
development of lightweight, low-cost, and flexible optoelectro-
nic devices.'™ These materials are increasingly utilised in
various applications, such as light-emitting diodes (OLEDs),">
field-effect transistors (OFETs),®” and photovoltaic devices
(OPVs).®® The performance of optoelectronic devices is heavily
influenced by the efficiency of charge transport processes.'® ™
Despite the critical importance of enhancing device efficiency,
the discovery of high-mobility molecular semiconductors has
been limited, highlighting the challenges inherent in identify-
ing such materials. Traditional experimental trial-and-error
methods have only yielded a few high-mobility materials, with
further efforts primarily focused on slight modifications of
existing core structures.'>'* Also, the complex physics govern-
ing charge transport has restricted theoretical approaches to
evaluating only a few materials.">™"°
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Recent advances in computational frameworks and theoretical
modelling have significantly improved the search for high-mobility
materials. High throughput virtual screening (HTVS), a process in
which large libraries of molecules are analysed using theoretical
techniques and narrowed down to a small set of promising
candidates for experimental verification, now enables the evalua-
tion of vast chemical libraries.?*>® This approach enhances the
probability of identifying novel high-mobility semiconductors and
provides insights into the fundamental physics governing charge
transport.>*° Furthermore, a notable side benefit of HTVS is the
generation of extensive databases containing computed physical
properties of these molecules which facilitate the application of
machine learning (ML) techniques to predict and optimise proper-
ties of new molecular systems.>>?" As an example of HTVS studies,
Schober et al.”® devised a screening method to identify organic
semiconductors with high carrier mobility by analysing electronic
couplings and reorganisation energies from a large molecular
crystal database. Their approach uncovered both known and novel
promising materials. In another study, Nematiaram et al.>’ utilised
transient localisation theory’>* to screen the Cambridge struc-
tural database (CSD)** identifying several high-mobility materials
and ranking the key parameters influencing mobility. Notably,
they emphasised the importance of charge transport two-
dimensionality (2D), also known as band isotropy, where charge
transport predominantly occurs within a two-dimensional
plane. While earlier studies indicated the potential impact of
isotropic bands on charge transport,***832° ref, 27 was the first
to statistically validate this observation through large-scale
calculations on existing structures.

Despite significant advancements in HTVS methods, the
computation of physical properties, such as 2D, for a large
number of structures remains a computationally demanding
task. This limitation presents a major bottleneck in the efficient
exploration of chemical space, especially as the diversity and
complexity of available chemical databases continue to expand.
Consequently, there is an urgent need to develop more efficient
algorithms and methodologies that can accelerate these compu-
tational processes. Integrating ML models with HTVS has
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emerged as a promising solution to address these challenges, as
ML models trained on existing datasets have shown potential in
accelerating materials discovery and design.*®*” Early attempts at
employing ML for predicting charge transportrelated properties
have been promising,*** but the rapid and efficient screening of
large chemical databases to identify high-mobility materials using
ML is still in its nascent stages and requires deeper exploration.
Therefore, this study aims to investigate the possibility of classifying
the charge transport two-dimensionality of a given crystal (into three
classes of high, medium, and low) using machine learning models
from its chemical and geometrical descriptors.

We utilise the database developed in ref. 27 where the
charge transfer integral between HOMO orbitals of two neigh-
bouring molecules is computed from the equation J; = (®;|F|®;),
where @; and @; are the unperturbed HOMO orbitals of the two
isolated distinct molecules and F is the Fock operator of the
dimer system. The transfer integrals are computed between all
non-equivalent pairs of molecules in van der Waals contact, e.g.
molecules such that at least one distance between any two
atoms 7 and j is shorter than 1.2 x (r; + r;) with 7; and 7; being
the van der Waals radii from ref. 40. The calculatlons of the
transfer integrals were carried out at the B3LYP/3-21g* level of
the theory, as implemented in Gaussian.*" To collect the results
conveniently, to each transfer integral J, a vector R connecting
the centre of mass of the molecules involved in the transfer
integral is assigned. We denote by J; the largest transfer integral
in absolute value and with J, the second largest transfer integral
in absolute value whose corresponding R, is not parallel to R,
(shown schematically in Fig. 1. The plane constructed by these
two vectors is the plane of high mobility). A parameter 2D =
|J21/|J1| is defined to describe band isotropy. The distributions
of charge transfer integrals of |/;|, |/»| and associated 2D values
are shown in the ESL{ The distribution suggests that the dataset
is notably imbalanced and can be categorised into three perfor-
mance groups: (i) high-performance, which includes structures
with |J;| values of at least 0.1 eV and 2D values equal to or
greater than 0.05; (ii) low-performance, which includes struc-
tures where |/;] is less than 0.1 eV and 2D is less than 0.05; and
(iii) moderate-performance, containing all other structures that
do not fall into the high or low-performance categories. This
classification will aid in the systematic evaluation and comparison
of the structures based on their performance metrics. Building on
this database, we explore a wide range of ML models including
the linear and Gaussian kernel-based support vector machine

Fig. 1 Chemical structure of the pentacene molecule; transfer integral J

between neighbouring molecules; and crystal structure illustration with
the two largest transfer integrals J; and J, between molecular pairs.
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(GK SVM),” random forest (RF) classifier,”> AdaBoost (Ada.B),**
XGBBoost,* LightGBM (LGBM),*® and logistic regression (LR)"” as
they have been promising in predicting simple molecular proper-
ties such as reorganisation energy,® and are well suited to the
limited quantity of data available for this study (with the total
number of sample points being 38 K). Specifically, RF mitigates
overfitting by averaging outputs from multiple decision trees,
providing robust predictions. XGBoost and LGBM utilise deci-
sion trees similar to RF but stand out as advanced gradient-
boosting frameworks, delivering exceptional speed, scalability,
and efficiency. SVM handles non-linear data effectively through
its kernel functions, while AdaBoost improves classification
accuracy by iteratively refining its focus on misclassified
instances, compared to LR, which offers a simple approach
for classification tasks. Before this investigation, several deep
neural networks (DNNs) were trained on the data. However,
their performance was sub-optimal as they were limited by
dataset size. In future work, we plan to explore data augmenta-
tion and transfer learning techniques®® to tackle this problem.
For each structure (i.e. sample point), we defined a compre-
hensive set of descriptors (i.e. features). These descriptors include
physicochemical properties such as molecular weight, molecular
volume, crystal volume, and crystal density. Symmetry-related
features, such as centrosymmetric and Sohncke. Bond-related
features encompass the total number of bonds, specific counts of
single, double, triple, and quadruple bonds, the number of
aromatic bonds, the number of n-bonds, the number of cyclic
bonds, and the number of rotatable bonds. Ring-related features
include the total number of rings in the molecule, the number of
aromatic rings, the number of fused rings, and the number of
fully conjugated rings. Hydrogen bonding potential is captured
by the number of hydrogen bonds. Atomic composition features
include the total count of atoms in the molecule, the number of
heavy atoms, and the number of unit cell molecules. Interaction-
related features, such as the total number of interactions, angles
between dimers, and relative distances between dimers, are also
considered. We calculated correlations between parameters and
retained only those with a correlation strength of less than 0.8.
Before training the model, we addressed the class imbalance
in the target variable by applying oversampling to the observa-
tions. This ensured that the class distribution seen by the
classifier matched the desired distribution. We achieved this
by randomly oversampling examples from the minority class
until the classes were balanced. The resampled dataset was
then split into training and testing sets using an 80-20 split,
with stratification to maintain consistent class distribution in
both sets. To enhance model performance, their hyperpara-
meters were tuned to achieve optimal performance on the
training set via 5-fold cross-validation, where the training set
was divided into training and validation. The search space and
optimal hyperparameters for each model are given in Table 1.
For the LR model, L2 regulariser was used to penalise the sum
of the squares of the model parameters to prevent overfitting.
The hyperparameter C controls the strength of this regularisa-
tion, with smaller values indicating stronger regularisation.
The y hyperparameter is associated with the radial basis
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Table 1 Optimal hyperparameter setting for each ML model
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Model Best parameters Parameter set
LR C=0.1 C =[100, 10, 1.0, 0.1, 0.01]
Ada.B No estimators = 300 No estimators = [100, 200, 300]
Linear SVM C =100 ¢ =[0.1, 1, 10, 100]
GK SVM C =1000, y = 0.001 C =[0.001, 0.01, 0.1, 1.0, 10.0, 100.0, 1000.0], y = [0.0001, 0.001, 0.01, 0.1, 1.0, 10.0]
XGBoost Max depth = 10, min child weight = 1, Max depth [3-15], min chlld welght =[1-7], learning rate = [0.05-0.30],
learning rate = 0.3, gamma = 0.0 gamma = [0.0-0.4]
RF Max depth = 18, no estimators = 187 Max depth = [1-20], no estimators = [50-500]
LGBM Max depth = 15, no leaves = 187, Max depth = [3-15], no leaves = [50-500], learning rate = [0.05-0.30]

learning rate = 0.2

Table 2 Model effectiveness reported as mean (standard deviation) of accuracy, recall, precision, F1-score, AUC across five runs

Model Accuracy Recall Precision F1-score AUC

BL 0.33 0.33 0.33 0.33 0.5

LR 0.48* (0.04) 0.48* (0.04) 0.47* (0.03) 0.48* (0.03) 0.66* (0.01)
Ada.B 0.55* (0.01) 0.55* (0.01) 0.54* (0.01) 0.55* (0.01) 0.75* (0.001)
Linear SVM 0.41* (0.07) 0.41* (0.07) 0.47* (0.09) 0.43* (0.7) 0.66* (0.04)
GK SVM 0.92* (0.001) 0.92* (0.001) 0.93* (0.001) 0.92* (0.001) 0.96* (0.002)
XGBoost 0.92* (0.01) 0.93* (0.01) 0.93* (0.01) 0.93* (0.01) 0.99* (0.01)
RF 0.94* (0.04) 0.93* (0.04) 0.93* (0.04) 0.93* (0.040) 0.99* (0.01)
LGBM 0.95%F (0.005) 0.95*t (0.005) 0.95*1 (0.004) 0.95*} (0.004) 0.99*t (0.002)

The highest value for each metric is highlighted in bold. We performed a paired ¢-test between measures obtained for each model to check the
significance of the difference with the baseline and performed the same test between measures obtained for RF and LGBM. (*) and () denotes the
fact that a model had results different from that of the baseline and that RF had results different from that of the LGBM across the five runs with

the confidence levels (p < 0.05), respectively

function kernel and refers to the inverse of the radius of
influence of selected samples. Number of estimators defines
the maximum number of trees the RF model can use before
terminating, and max depth indicates the maximum
tree depth.

For each model variation, the best-performing trained
model was used to predict the target variable on the test set
with effectiveness measured by accuracy (the ratio of correct
predictions against all predictions), precision (the ratio of
positive predictions against all predicted samples), recall (the
ratio of positive predictions against all the positive samples in
the dataset), F1 score (the average of precision and recall), and
AUC (which measures the area under the null hypothesis curve
to determine if the model performs better than chance) metrics
based on their averages across all folds. We run the whole
training phase five times using different seeds for the random
split each time. Table 2 presents the average of these five runs
for each evaluation metric. In the absence of prior works for
comparison, we also introduced a baseline (BL) model representing
an untrained model with predictions based on random choice (i.e.
1/3 chance of predicting any of the three classes). As shown in
Table 2, the best-performing model against all metrics is the
LightGBM with an accuracy of 95%, with the second-best model
being the Random Forest with an accuracy of 94%. Our results also
indicate that the target variables have a non-linear relation with the
features, as evidenced by the low performance of the linear models
(eg an accuracy of 0.35 for Linear SVM), which is close to the
accuracy of our baseline model (i.e. 0.33). Similar observations can
be made for other metrics, e.g. precision, recall, etc.

As shown in Fig. 2, SHAP analysis of feature importance for
our best-performing model, LGBM, highlights that crystal volume
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Fig. 2 Feature importance for LightGBM using SHAP analysis.

is the most influential feature, significantly affecting lattice
stability and packing density. The second most important fea-
ture, MC_relative_distance, measures the normalised spatial
disparity between the centres of mass of two dimers. Calculating
the absolute difference in distances and dividing by the max-
imum of the two provides insights into orbital overlap and
intermolecular interaction strength. The number of cyclic bonds
is critical in enhancing molecular rigidity, enabling stable con-
formations that promote efficient electron delocalisation. The
number of interactions within the crystal reflects the extent of
intermolecular forces stabilising arrangements conducive to
charge transport. Similarly, the number of unit cell molecules
(zmol) impacts crystal density and packing efficiency. Molecular
weight also contributes to lattice stability and packing, while

This journal is © The Royal Society of Chemistry 2025
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centrosymmetry enhances symmetry-driven packing efficiencies
by aligning molecular orientations. Conversely, rotatable bonds
dictate molecular flexibility, affecting packing and interactions.
The angle between dimers influences the alignment of molecular
pairs, optimising orbital interactions. Other features, such as
hydrogen bonding, aromatic rings, and Sohncke symmetry, were
deemed less significant.

In conclusion, this study demonstrated the potential of ML
in classifying charge transport two-dimensionality in molecular
crystals. Using chemical and geometrical descriptors, our
models, particularly LightGBM, achieved 95% prediction accu-
racy. Key descriptors influencing transport properties were iden-
tified, enabling rapid screening of molecular materials with
minimal computational cost compared to traditional methods.
These findings highlight ML’s ability to accelerate the discovery
of high-mobility molecular semiconductors, advancing organic
electronics.

Data availability

The charge transfer integrals are deposited in the CSD and
accessible through class CrystalPredictedProperties.
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