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Ultrafast photophysics of the cyan fluorescent
protein chromophore in solution†

Anam Fatima, Eleanor K. Ashworth, Isabelle Chambrier,
Andrew N. Cammidge, Giovanni Bressan, Stephen R. Meech and
James N. Bull *

Incorporation of fluorescent proteins (FPs) into biological systems has revolutionised bioimaging and the

understanding of cellular processes. Ongoing developments of FPs are driving efforts to characterise the

fundamental photoactive unit (chromophore) embedded within the protein. Cyan FP has a blue emitting

chromophore and is widely used in Förster resonance energy transfer studies. Here, we probe

the ultrafast photophysics of the cyan FP chromophore in solution using time-resolved fluorescence

up-conversion and transient absorption spectroscopies. The ultrafast dynamics are characterised by two

lifetimes, sub-picosecond t1 (or tF) associated with loss of the fluorescent Franck–Condon state, and

lifetime t2 on the order of several picoseconds that is linked with cooling of a hot ground state. MRSF-

TDDFT calculations show that the relaxed S1 state equilibrium geometry is classified as a partial twisted

intramolecular charge-transfer state, and lies close in energy to a conical intersection seam associated

with torsion about the central double bond leading to facile internal conversion. The excited state

dynamics exhibit only a weak viscosity dependence, consistent with a barrierless and near-volume-

conserving non-radiative decay mechanism. Fluorescence lifetimes for the deprotonated anion are twice

those for the neutral.

1 Introduction

The discovery and isolation of green fluorescent protein from
Aequorea victoria (avGFP),1 which is considered the exemplar
fluorescent protein (FP), spearheaded the green revolution
in fluorescence imaging of living systems. FPs have proven
to be invaluable in biochemical and cellular fluorescence
labelling,2–5 which has driven efforts to tailor new FPs offering
different colours, improved fluorescence quantum yields, rever-
sible photoswitching, and optical highlighting properties.6–9

Since the chromophore unit within FPs primarily dictates the
fluorescent properties of the protein, and because the chromo-
phore has a specific array of hydrogen-bonding and electro-
static interactions with amino acid residues within the protein
defining the electrochromic shift,10–13 site-directed mutagen-
esis of FPs has resulted in a broad colour palette of derivative
FPs.14–17

Efforts to improve and tailor the properties of FPs have led to a
series of derivatives, broadly titled enhanced green fluorescent

proteins (EGFP). One such EGFP is the cyan fluorescent protein
(CFP), formed through changing the central residue tyrosine of the
GFP chromophore to a tryptophan (Fig. 1),18 yielding blue-shifted
fluorescence. Compared with GFP, the first generation mutations
of CFP exhibited undesirable properties, especially a reduced
fluorescence quantum yield, ff.

18 However, mutations over three
generations of CFPs have enabled a substantial improvement in ff

and other fluorescence characteristics,17,19–22 with ‘enhanced CFP’
having ff = 0.36.23 The broader family of enhanced CFPs now
constitutes an important class of FPs due to their multicolour
imaging applications and utility in Förster resonance energy
transfer pairs.22,24,25

Fig. 1 Structure of the pHBDI (in GFP) chromophore and the lowest
energy conformation of the cyan chromophore (in CFP). To form the
anion, deprotonation occurs on the –OH group for pHBDI and on the
–NH as part of the indole ring for cyan. In GFP, the chromophore is
deprotonated, while the chromophore is neutral in most CFPs.
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Despite indole groups (e.g. as part of cyan) generally having
unfavourable pKa values for deprotonation, studies have sug-
gested that the CFP chromophore is more readily deprotonated
in the protein than in solution.26,27 Several CFP derivatives,
such as NowGFP and mNeonGreen, are presumed to have a
deprotonated chromophore and consequently offer superior
fluorescence properties compared to their neutral counter-
parts.27,28 Overall, while the basic photophysics of CFPs are
well established, the excited state dynamics of the fundamental
chromophore unit are largely unknown and a molecular-level
understanding of the chromophore–protein interaction is
missing.

In a series of steps toward understanding the inherent
excited-state dynamics of GFP-like chromophores and disen-
tangling the contribution from the protein environment, the
photodynamics of the GFP chromophores (pHBDI, Fig. 1) and
functionalised derivatives, such as the neutral and deproto-
nated anion (pHBDI�), have been studied in both isolation29–36

and in solution36–45 (see also references therein). These studies
have shown that both chromophore structure and environment
dictate the chromophore’s photophysics. Specifically, the room-
temperature value of ff for pHBDI� in water and in the protein
are E10�4 and 0.8, respectively,46 with the low value in water
due to efficient internal conversion (IC) through a photoisome-
risation mechanism.47–49 On the other hand, in the protein,
steric and non-covalent interactions restrict motions that lead
to internal conversion, consequently extending the lifetime of the
bright state and, hence, enhancing ff.

50,51 The chromophore’s
condensed-phase ff is greatly increased when cooling through the
glass transition temperature, which hinders the photoisomerisa-
tion mechanism.39,40,52 In contrast to the GFP chromophore,
studies on the cyan chromophore have been limited to gas-
phase action spectroscopy on the anion,53–56 and nanosecond
flash photolysis in selected solvents on the neutral52 aimed at
characterising photoisomerisation responses and absorption
profiles for the two geometric isomers.

This work reports on the ultrafast spectroscopy and excited-
state dynamics of the cyan chromophore in solution using
time-resolved fluorescence (TRF) upconversion and transient
absorption (TA) spectroscopies. While both methods show a
fast excited state decay, the TA results could be understood in
terms of two models: (i) the hot ground state model, and (ii) the
twisted intramolecular charge transfer (TICT) model. We dis-
cuss these two interpretations in the light of MRSF-TDDFT
potential energy surface (PES) calculations and trends com-
pared with other FP chromophores, concluding that the hot
ground state model provides the correct description. Similar to
the GFP chromophore, a viscosity analysis shows only weak
dependence of the fastest excited-state lifetime, consistent with
a volume-conserving mechanism for photoisomerisation.

2 Experimental methods

The cyan chromophore was synthesised as the Z isomer as part
of an earlier gas-phase study by some of the present authors.56

The purity was checked using 1H-NMR and 13C-NMR spectro-
scopy. Spectrophotometry was performed in several solvents:
water (Milli-Q), methanol (Alfa Aesar, 99%), ethanol (Fisher,
499%), 1-propanol (Acros Organics), 1-butanol (Sigma,
Z99%), 1-pentanol (Sigma-Aldrich, Z99%), 1-heptanol (Alfa
Aesar, 99%), 1-octanol (Thermo Scientific, 99%), and ethylene
glycol (Sigma-Aldrich, Z99%). The anion was generated by
adding a drop of 1 M aqueous NaOH to the neutral cyan
ethanol or water solutions (410 mL). The neutral molecule
was not soluble in water.

2.1 Absorption and fluorescence spectroscopy

Steady-state absorption spectra of cyan in solution were mea-
sured using a PerkinElmer Lambda XLS spectrometer. Fluores-
cence emission spectra were recorded at room temperature (T =
300 K) and emission and excitation spectra at T E 77 K
(samples immersed in a liquid nitrogen bath) using an Edin-
burgh Instruments FS5 spectrofluorometer.

2.2 Time-resolved fluorescence up-conversion

Time-resolved fluorescence (TRF) up-conversion spectroscopy
was performed using the instrument detailed in ref. 57. Briefly,
a continuous wave doubled Nd:YVO4 laser drove a Kerr lens
mode-locked Ti:Sapphire oscillator generating E800 nm light
in E20 fs pulses at 80 MHz. The second harmonic (400 nm,
E11 mW) was generated by focussing the fundamental
(E840 mW) light into a barium borate crystal (BBO, type I)
using a concave mirror. The 400 nm and 800 nm beams were
separated with a dichroic mirror and delayed relative to each
other using a computer-controlled Physik Instrumente motorised
delay stage (0.1 mm resolution), establishing the pump and probe
(i.e. gate) beam lines. The 400 nm pump pulse was focussed onto
the sample cell in 1 mm path length quartz flow cell using a
concave mirror. The resulting fluorescence was captured and
focussed through a CG455 Schott filter into a BBO crystal (type I,
E300 mm thickness) and frequency mixed with the 800 nm
probe light. The upconverted light was passed through a UG11
Schott filter into a monochromator (Photon Technology Inter-
national Model 101, 2 nm mm�1 resolution) and detected with
a low-noise photomultiplier tube (PMT, Hamamatsu R585).
A Stanford Research Systems photon counter (SR400) accumu-
lated signal from the PMT and was interfaced with the control
computer via a LabVIEW interface. The cross correlation of the
instrument is E75 fs, with the 300 mm crystal, which was chosen
to enhance signal-to-noise. The response time was determined
through Raman scattering in heptane.58

2.3 Transient absorption spectroscopy

The transient absorption (TA) spectrometer has been detailed
in ref. 59. The pump and probe beams were derived from the
800 nm fundamental output beam from a Spectra Physics-Mai
Tai laser oscillator coupled with a Ti:Sapphire regenerative
amplifier (Spectra Physics-Spitfire ACE). The amplified output
pulses at 800 nm (E100 fs, 1 kHz, E5 mJ pulse�1) were
directed into an optical parametric amplifier (OPA, Light Con-
version TOPAS Prime), which produced 410 nm (attenuated to
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E200 nJ pulse�1) pump pulses for sample excitation. A white
light continuum (WLC) probe spanning 300–700 nm was gen-
erated by focusing part of the 800 nm fundamental beam onto
a E3 mm thickness CaF2 window that was continuously x–y
translated to prevent damage to the material surface. All
measurements were conducted with the sample in 1 mm
pathlength quartz flow cuvettes, with the sample concentration
adjusted to achieve an optical density of E0.5. Use of the flow
cuvette was to avoid photoproduct accumulation. The TA
spectra were analysed and kinetic lifetimes extracted using
global fitting with GloTarAn.60

3 Computational methods

Quantum chemical calculations of PESs and the S1–S0 MECP
(minimum energy crossing point as the conical intersection)
were performed on isolated cyan. Due to the size of the
molecule (31 atoms), mixed-reference spin–flip time-dependent
density functional theory (MRSF-TDDFT) was used,61,62 which is
more suited to describe PESs involving charge-transfer character
and PESs near conical intersection seams compared with con-
ventional TDDFT.62,63 The MRSF-TDDFT calculations used the
BH&HLYP functional (50% Hartree–Fock exchange) with the
6-31G* basis set in GAMESS-US (June 2023 R2 release).64 The
S1 and S0 PESs were constructed by extrapolating a LIIC (linear
interpolation in internal coordinates) between the critical points.

To model solvation of the S1 state, the S1 state relaxed
geometry was explicitly solvated using the SOLVATOR frame-
work in ORCA 6.0.1 with the DOCKER algorithm,65 where
solvent molecules of ethylene glycol, ethanol, or octanol, were
sequentially added with the XTB trajectories at T = 300 K. The
geometry of the chromophore (S1 state from an MRSF-TDDFT
geometry optimisation) was frozen in the SOLVATOR step –
while solvation will alter the chromophore geometry, it was not
computationally feasible to optimise the complete solvated

cluster geometry. Calculations were performed with 20 explicit
solvent molecules, chosen as a balance between computational
cost and ensuring the chromophore was sufficiently sur-
rounded by solvent molecules – see illustrations in the ESI.†
Furthermore, because the SOLVATOR algorithm places and
optimises solvent molecules based on the electronic structure
of the S0 state, the S1 state equilibrium geometry was also
modelled using SOLVATOR calculations with partial charges
placed on each of the two ring systems equivalent to charge
density found for S1 state – this should approximately account
for prompt solvent reorientation due to a change in charge
distribution. Minimum energy solvent configurations for the
solvated-molecule clusters from the molecular dynamics trajec-
tories (with a frozen chromophore geometry from the gas-phase
MRSF-TDDFT optimisations) were then used for explicitly-
solvated MRSF-TDDFT calculations.

4 Results and discussion
4.1 Absorption and emission spectra

Steady-state absorption and fluorescence emission spectra for
neutral and anionic cyan in solution are shown in Fig. 2. Band
maxima and corresponding Stokes shifts are summarised in
Table 1. At room temperature (T = 300 K), there is a clear red-
shift in both absorption and emission maxima with deprotona-
tion, similar to for pHBDI� and alkylated derivatives.66 At T =
300 K, the larger Stokes shift for neutral cyan compared with
the anion suggests that there is greater nuclear reorganisation
of the former to achieve the fluorescing state. There is clear
mirror image symmetry between absorption and emission
profiles for the anion at T = 300 K, and near mirror image
symmetry for the neutral. At T E 77 K, the spectra show
vibronic structure and the Stokes shift for the neutral has
decreased, consistent with restricting nuclear reorganisation
by the glassy matrix.

Fig. 2 Steady-state absorption and emission spectroscopy of the neutral (blue) and anionic (orange) cyan chromophore in ethanol: (a) room
temperature (T = 300 K) absorption (solid line) and emission (dotted line) spectra, and (b) T E 77 K excitation (solid line) and emission (dotted
line) spectra. Spectra processed with a five-point running average. Absorption and fluorescence emission spectra in other alcoholic solvents are given
in the ESI.†
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4.2 TRF upconversion

Fluorescence lifetimes of neutral cyan in a selection of alco-
holic solvents were measured using TRF upconversion, which
involved exciting cyan at E400 nm and monitoring the tem-
poral evolution of fluorescence at selected upconverted wave-
lengths. The upconverted wavelength was chosen as the
wavelength of maximum response in the fluorescence emission
spectrum. The TRF upconversion data for cyan in ethanol are
shown in Fig. 3a (inset shows a logarithmic vertical abscissa)
along with a two component exponential decay fit. Fitted
fluorescence lifetimes, tF, are summarised in Table 2. A two-
component fit was necessitated due to an inadequate fit
obtained with a single exponential decay (consistent with a
non-linear decay shown in the inset). The most rapid fit
component was described by a fit including the instrument
response function (E75 fs FWHM) with a o20% weight in all
instances, assigned to scattered light. The longer-lived fit
component, which accounted for 480% of the decay profile,
was taken as the fluorescence lifetime, tF, with values ranging
from 0.28 � 0.01 ps in methanol to 0.58 � 0.05 ps in octanol.
The sub-picosecond fluorescence lifetime for cyan in ethanol is
within uncertainty of that recorded for pHBDI.66

4.3 TA spectroscopy

Selected transient absorption (TA) difference spectra for cyan in
ethanol over the 0.15–50 ps range are shown in Fig. 4, with four
assigned bands: A – ground state bleach (GSB), B – excited state
absorption (ESA), C – stimulated emission (SE), D – either hot
ground state absorption or TICT absorption, and E – long-lived
product absorption. TA spectra recorded in butanol, heptanol,
and ethylene glycol show similar spectral bands (see ESI†). The
assignments of these bands is rationalised below.

The initial TA spectrum at 0.15 ps (Fig. 4a) is dominated by
two depletion bands (A & C) centred at l E 400 nm (A) and l E
480 nm (C) are consistent with the ground state absorption and
fluorescence emission spectra (Fig. 2), respectively. They are
consequently assigned as GSB (A) and SE (C). The positive band
centred at l E 680 nm (B) was assigned to ESA (Sn ’ S1).
Over the t r 1 ps timescale (Fig. 4a), the ESA (B) decays and
blue shifts by E20 nm, accompanied by the decay of SE (C) and
formation of a new, positive band D. The possible assignments
of band D are discussed in Section 4.5. For TA spectra beyond
t = 1 ps (Fig. 4b), band D decays with concurrent recovery of the
GSB (A). At much longer timescales (e.g. t E 50 ps), a weak
positive band E centred at l E 450 nm emerged. Band E was

attributed to formation of a photoisomer (Z - E isomerisation)
because this signal is constant out to hundreds of picoseconds
and has a wavelength maximum coinciding with the E20 nm
red-shifted absorption spectrum for the E isomer.52 It should be
noted that because the photoisomerisation quantum yield is
only a few percent,52 similar to that for pHBDI� in solution, the
expected signal from the E photoisomer should be weak.

The TA data were satisfactorily fit in a global framework
using a two-component sum-of-exponentials model, supple-
mented by an offset, i.e. an indefinitely long time component.
The evolution-associated difference spectra (EADS) in ethanol,

derived from the sequential kinetic model (i.e. 1 �!t1 2 �!t2 3),
are shown in Fig. 5 with fitted lifetimes t1 = 0.35 � 0.08 ps and
t2 = 2.5 � 0.5 ps. Fitted lifetimes for cyan in the three other
solvents are listed in Table 2. The t1 = 0.35 � 0.08 ps compo-
nent 1 was assigned to relaxation of the Franck–Condon state.
Decay of fit component 1 leads to the emergence of fit compo-
nent 2, which is linked with TA band D, whose distinctive

Table 1 Absorption (abs), fluorescence excitation (ex), and fluorescence
emission (em) maxima, in nm, recorded for the cyan chromophore at
room temperature (T = 300 K) and T E 77 K. Stokes shift (D~n for band
maxima) is given in cm�1

T = 300 K T E 77 K

labs lem D~n lex lem D~n

Neutral 405 459 2905 408 442 1885
Anion 477 495 762 — — —

Fig. 3 Time-resolved fluorescence up-conversion data for cyan in alco-
holic solutions at T = 300 K: (a) excitation at 400 nm in ethanol and
monitoring fluorescence by up-converting 488 nm fluorescence. The total
fit curve is given by the black trace. The inset provides the experimental
data with a logarithmic vertical abscissa. (b) Viscosity dependence of

fluorescence rates kF ¼
1

tF

� �
; with the gradient from the fit providing

the viscosity effect metric a = 0.26 � 0.03.
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characteristic is a narrow positive band on the red edge of the
absorption spectrum (see TA spectra in other solvents in
the ESI†); this band is further discussed and assigned in

Sections 4.5 and 4.6. In turn, component 2 decays (t2 = 2.5 �
0.5 ps), recovering the GSB and also giving rise to a small
amount of a long-lived product assigned as the E isomer. The
TRF upconversion lifetimes tF are consistent with the t1 life-
times from TA and loss of the SE band, confirming that the
fluorescent state is lost on a sub-picosecond timescale.

4.4 Potential energy surfaces and charge-transfer

To help understand the excited state dynamics, PES calcula-
tions using the MRSF-TDDFT methodology for (gas phase) cyan
were performed and are summarised in Fig. 6. While the MRSF-
TDDFT strategy is not as mature as CASSCF-reference methods
for computing excited state PES and locating conical intersec-
tion seams,62,67 it is significantly more computationally tract-
able and can be therefore more readily applied to explicitly-

Table 2 Time constants (in ps) obtained from TA and TRF upconversion data fits. ‘–’ indicates not measured. t1 lifetimes from TA are consistent with tF

lifetimes from TRF upconversion, and were assigned to the S1 state lifetime in the hot ground state model, or to loss of the Franck–Condon geometry in
the TICT model. t2 lifetimes correspond to thermalisation of vibrationally-excited S0 in the hot ground state model, or to decay of S1 state equilibrium
geometry in the TICT model. Our discussion concludes that the hot ground state model provides the correct assignment

Solvent Zab (cP) eac

TA TRF upconversion

t1 t2 tF (at 484 nm) tF (at 471 nm)

Methanol 0.54 33.0 — — 0.28 � 0.01 —
Ethanol 1.07 25.3 0.35 � 0.08 2.50 � 0.50 0.36 � 0.01 0.37 � 0.04
1-Propanol 1.95 20.8 — — 0.41 � 0.03 —
1-Butanol 2.54 17.8 0.40 � 0.16 2.40 � 1.16 0.44 � 0.01 —
1-Pentanol 3.62 15.1 — — 0.49 � 0.04 —
1-Heptanol 5.81 11.8 0.53 � 0.11 3.35 � 0.65 0.52 � 0.04 0.49 � 0.03
1-Octanol 7.29 10.3 — — 0.58 � 0.05 —
Ethylene glycol 16.1 41.4 0.58 � 0.13 3.34 � 0.65 — —

a Values taken from CRC Handbook of Chemistry and Physics, 85th Edition (2005). b T = 293.2 K, except 1-pentanol at T = 298.2 K. c T = 298 K.

Fig. 4 Selected transient absorption (TA) spectra for cyan in ethanol at
T = 300 K: (a) spectra over 0.15–1 ps, and (b) spectra over 1–50 ps. Five
spectral bands are identified by the arrows: (A) ground state bleach (GSB),
(B) excited state absorption (ESA), (C) stimulated emission (SE), (D) either
hot ground state absorption or TICT absorption, (E) long-lived product
absorption. The sharp feature denoted by * in the 0.15 ps trace is a
coherent artefact from cross correlation. The inset in (b) is a magnification
of the 50 ps trace showing that band E remains at long times.

Fig. 5 Evolution associated difference spectra (EADS) determined for
cyan in ethanol from a two-component plus constant term global fit.
Component 1 is blue [correlates with ground state bleach (band A), excited
state absorption (band B), and stimulated emission (band C) in Fig. 4], 2 is
green [correlates with band D and recovery of the ground state bleach
(band A) in Fig. 4], and 3 is orange [correlates with the long-lived photo-
product (band E) in Fig. 4]. Lifetimes are given in Table 2.
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solvated chromophores. The calculated (gas phase) S0–S1 tran-
sition energy (3.60 eV, 344 nm) is at shorter wavelength than in
solution, however, the value for cyan solvated with 20 explicit
ethanol molecules is 3.11 eV (E398 nm), which is closer to the
vertical experimental value (405 nm). The Franck–Condon
transition involves a small amount of charge-transfer character
from the imidazole group (+0.2 - +0.3) to the indole ring
(�0.2 -�0.3), quantified by Löwdin charges in Fig. 6 (middle).
The minimum energy nuclear relaxation pathway (i.e. with
geometric relaxation), involving twisting about the central
double bond (dihedral angle f), reveals a near barrierless
pathway to an S1 minimum energy geometry with f = 87.91
that is situated E0.6 eV lower in energy. Concurrently, with
increasing f there is an increase in the charge-transfer char-
acter of the S1 state, with the charges on the imidazole group
reaching +0.7 and indole ring reaching �0.7. In other terms,
the magnitude of the permanent molecular dipole moment,
|m|, is 4.76 D for the S0 initial equilibrium geometry, and
10.77 D for the relaxed S1 state. The f torsion also leads to
a decrease in the calculated fluorescence oscillator strength,
fem, to near zero at the S1 state equilibrium geometry. Because

of the moderate degree of charge-transfer character for the
relaxed S1 state, it can be classed as a partial twisted intra-
molecular charge-transfer (TICT) state.68,69

The S0 state PES, computed assuming the relaxed S0 state
geometries (open points in Fig. 6), shows no crossing with the
S1 state. A S1–S0 MECP search identified a conical intersection
seam with a minimum energy crossing (assumed as the conical
intersection, energy separation o2 meV) with f = 85.61 as well
as a degree of pyramidalisation of the bridge unit and bridge
bond stretching – geometries are given in the ESI.† Interest-
ingly, this geometry is only E20 meV higher in energy than the
S1 equilibrium geometry, leading us to conclude that the
isomerising conical intersection is in proximity (geometrically
and energetically) to the relaxed S1 state. The filled circle PES
for the S0 state (also barrierless) shown in Fig. 6 is from a LIIC
between the CI geometry and the initial S0 state equilibrium
geometry. These calculations assume the Z isomer of cyan since
this was the starting isomer and because the photoisomerisa-
tion quantum yield is, at best, a few percent.52

4.5 Interpretation of the excited state dynamics

Considering all measurements and calculations together, the
excited state dynamics could be interpreted using two models
(illustrated in Fig. 7) that differ by the assignment of the
intermediate state linked with TA band D that relaxes with
lifetime t2. These interpretations are termed: (i) the hot ground
state model, and (ii) the TICT model.

In the hot ground state model, lifetime t1 (and tF in TRF
upconversion) is associated with total loss of the excited state,
and formation of a vibrationally-hot ground state. Lifetime t2 is
then due to thermalisation of the hot ground state. This
interpretation is consistent with both the sub-picosecond loss
of fluorescence and the position of band D in the TA spectra
always being on the red edge of the GSB band,70 irrespective of
the alcohol solvent polarity. Thus, in the hot ground state
model, lifetime t2 and decay of TA band D is assigned to
thermalisation of a hot ground state through vibrational relaxa-
tion to solvent and recovery of the equilibrium geometry.
However, while typical lifetimes for vibrational relaxation to
solvent depend on vibrational modes and anharmonic cou-
plings of the system and solvent, as well as other coupling
processes (e.g. vibrational-translation),71 vibrational relaxation
lifetimes in alcohols are usually on the order of a few to tens of
picoseconds.72–74 While the present t2 lifetimes (Table 2) are
near the rapid end of this scale, they are similar to hot ground
state cooling lifetimes in related photoisomerising systems.70,75–77

Other studies similarly using TRF upconversion and TA spectro-
scopy on pHBDI and substituted derivatives in solvents including
methanol,42 gave tF = 0.3 � 0.2 ps and two TA lifetimes at 0.4 �
0.2 ps and 4.8 � 0.5 ps, which are comparable with those
determined here for cyan. Those authors assigned the longer
time component to hot ground state cooling based on trends
across the anion, neutral, and cation for pHBDI and substituted
derivatives.

An alternative interpretation of the excited state dynamics is
provided by the TICT model, also illustrated in Fig. 7. Here,

Fig. 6 Potential energy surface and critical points for isolated cyan as
a function of dihedral angle, f, around the methylene bridge double bond.
(upper) Potential energy surfaces leading to the conical intersection (CI)
computed at the MRSF-TDDFT/BH&HLYP level of theory: filled purple
circles – S1; unfilled black circles – S0 optimised geometries; filled grey
circles – linear interpolation of internal coordinates between S0 equili-
brium geometry and the CI. (middle) Löwdin charges on the imidazole
(red) and indole (blue) groups on the S0 (unfilled circles) and S1 (filled
circles) PESs. (lower) Oscillator strength (fem) for S1 - S0 emission.
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lifetime t1 (and tF in TRF upconversion) is associated with loss
of the Franck–Condon state to give the relaxed S1 state, which,
in the gas phase, was classified as a partial TICT state in our
above calculations. Lifetime t2 is then associated with decay of
the TICT state by passage through the nearby S1�S0 conical
intersection seam. A similar interpretation has been proposed
for the excited state dynamics of pHBDI� in water from ab initio
molecular dynamics trajectories by Martinez and co-workers.47

If TA band D was indeed to correspond to absorption from a
TICT-like state, we might expect the position of the band to
depend on solvent polarity as the Sn ’ S1 probe transition
energies change with polarity. This possibility is considered in
the next section.

We also considered that a second excited-state PES minimum
could correspond to TA band D. For example, pHBDI�,31,48 has a
local S1 PES minimum (the so-called ‘P-trap’) associated with
torsion about the central single bond, which can serve to
temporarily trap excited state population. However, our MRSF-
TDDFT geometry optimisations and systematic relaxed PES
scans about the corresponding coordinate in cyan failed to locate
any other minimum energy structure. We therefore discount the
possibility of a second PES minimum.

4.6 Polarity effect on TA band D

It is common for TICT-like excited states to show systematic
shifting of fluorescence emission spectra to longer wavelength
with a more polar solvent, since the stability of TICT increases
with increasing solvent polarity.68,69,78 However, no significant
changes in the fluorescence spectra as a function of solvent
were observed in this work, presumably because the TICT state
is non-fluorescent (see Fig. 6 lower).69 A different trend to
investigate is how electronic calculations of explicitly-solvated
cyan predict that the TA signature of a TICT state might depend
on the solvent polarity. We therefore took the (gas phase)
optimised S1 state geometry and used XTB trajectories to
determine the lowest energy solvated structures (with a frozen

chromophore geometry) and, in turn, performed MRSF-TDDFT
calculation of probe transition energies and oscillator
strengths. In all cases, the S4 ’ S1 transition was the lowest
energy transition (f = 0.4–0.5) that would be observed in
transient absorption, with calculated vertical transition wave-
lengths (wavelengths in parentheses assume the S1 TICT charge
distribution when adding explicit solvent molecules) of ethy-
lene glycol (e = 41.4) at 603 nm (577 nm), ethanol (e = 25.3) at
477 nm (465 nm), and octanol (e = 10.3) at 434 nm (414 nm).
Thus, the predicted trend is that the TA spectrum for the
equilibrium S1 state shifts to longer wavelength with higher
polarity solvent. This trend was not observed in experiment
and, consequently, further supports the hot ground state model
for describing the excited state dynamics.

4.7 Viscosity effect on excited state lifetimes

The viscosity effect on excited state lifetimes was considered
since internal conversion involves torsion about a double bond
towards photoisomerisation. The viscosity dependence of the tF

lifetimes was analysed in a modified Kramer’s theory frame-
work (Fig. 3b),79 where a phenomenological power law trend
broadly exists for isomerisation-type reactions near the so-
called high-friction limit (and assuming the hydrodynamic

approximation).80 Here, the fluorescence rate constant, kF /

1

tF
; with either the hot ground state or TICT model interpreta-

tions should correspond to twisting of the chromophore back-
bone towards the conical intersection seam geometry. In such a
case, kF E CZ�a, where C is proportional to the Arrhenius
thermal activation term and a is a metric for the viscosity effect
on isomerisation that approaches unity in the Kramer’s high
friction limit. The fitted value of a = 0.26 � 0.03 is consistent
with a weak viscosity dependence, and in turn implies that
the mechanism for loss of the fluorescing state must be near
volume conserving or otherwise insensitive to viscosity.

Fig. 7 Schematic illustration of the two excited-state dynamics models consistent with the ultrafast spectroscopy data. In the hot ground state model,
lifetime t1 is linked with loss of the excited state to form a hot ground state, while lifetime t2 is linked with cooling of the hot ground state through
vibrational relaxation to solvent. In the twisted intramolecular charge-transfer (TICT) model,47 lifetime t1 is linked with motion away from the Franck–
Condon geometry to a (non-fluorescent) TICT state geometry that is situated in the vicinity of a conical intersection seam – the location and topology of
this seam may be a function of solvent polarity. Lifetime t2 is then associated with loss of the TICT state through internal conversion.
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This value of a is similar to that observed for both neutral
(E0.2) and anionic (0.25 � 0.06) pHBDI under similar solvation
conditions.40 For comparison, values of a for ‘conventional’ E–Z
photoisomerisation of stilbenes or model photoactive yellow
protein chromophores in primary alcohols are 40.5;81–83 these
comparative systems are known to possess PES barriers along
the co-ordinate connecting the Franck–Condon region to the
isomerising conical intersection seam. On the other hand,
the sub-picosecond lifetimes for cyan in solution indicate
that there are no significant barriers connecting the Franck–
Condon region with conical intersection seams, supporting a
situation similar to pHBDI�.47–49 The t2 lifetimes from TA
spectroscopy (Table 2) similarly show only a weak viscosity
dependence.

Overall, the weak viscosity dependence and volume-
conserving nature of the internal conversion pathway, sub-
picosecond excited state lifetime, and dark S1 state geometry
results in the low fluorescence quantum yield of cyan in
solution, which is an ‘inherent’ characteristic of the chromo-
phore. Thus, specific non-covalent interactions (electrostatic,
hydrogen-bonding, sterics, etc.)21,51 between the chromophore
and protein binding pocket are critical for restricting f torsion
and, consequently, restricting access of the dark, relaxed S1

state geometry and conical intersection seam leading to inter-
nal conversion.

4.8 Deprotonated anion

Measurement of the excited state fluorescence lifetimes for the
cyan anion were performed in water and ethanol; these mea-
surements were more challenging than for the neutral due to
weaker absorption at the pump wavelength (400 nm, see Fig. 1).
Fits to the data returned tF values of 1.08 � 0.16 ps (water) and
0.64 � 0.06 ps (ethanol), with the former being similar to that
for pHBDI� in water.36 The fluorescence lifetime for the cyan
anion in ethanol is roughly double that for neutral, which
parallels the lifetime differences between anionic and neutral
pHBDI.66 Thus, in a first approximation, it could be assumed
that any differences in potential energy surface between anionic
and neutral charge states of pHBDI are paralleled in cyan.

5 Conclusions

The ultrafast spectroscopy of the cyan fluorescent protein
chromophore in solution has been investigated. The chromo-
phore undergoes an ultrafast internal conversion through a
conical intersection seam associated with Z–E photoisomerisa-
tion. The viscosity effect on the lifetimes is weak, suggesting an
essentially barrierless and volume-conserving photoisomerisa-
tion pathway. The multi-exponential excited state lifetimes
could be interpreted in two models, one involving sub-
picosecond formation of a hot ground state that cools over
several picoseconds, and the other involving formation of a
twisted intramolecular charge-transfer state that survives for a
few picoseconds. The lack of any polarity dependence of the
transient absorption spectral bands potentially connected with

the picosecond-lived excited states combined with explicit
solvation calculations and trends across the ultrafast dynamics
for other FP chromophores led us to conclude that the hot
ground state model provides the correct interpretation. Ulti-
mately, time-resolved vibrational spectroscopy on cyan (and
other related neutral FP chromophores) should be performed
since the vibrational modes of a TICT state would be distin-
guishable from those for the ground electronic state. Further-
more, it would be informative to study cyan derivatives with
electron withdrawing or donating groups added to the indole
unit in order to polarise the charge distribution and modify the
S1 state charge distribution.

Similar to that which has been performed for pHBDI� and the
protonated cyan cation, we are planning gas-phase cryogenic
action spectroscopy,56 photoisomerisation action spectroscopy,32

and time-resolved photoelectron velocity-map imaging experi-
ments36 on the deprotonated anion to fully characterise the
inherent, solvent-free excited state dynamics, allowing for
straightforward comparison of experiments with ab initio mole-
cular dynamics or similar calculations.48,49 Furthermore, when
using velocity-map imaging detection of photoelectrons in
time-resolved experiments,84 albeit on the deprotonated anion
rather than the neutral, TICT-like states should be evident in
photoelectron kinetic energy distributions and photoelectron
angular anisotropies.85,86
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