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generation for heterogeneous catalysis with
improved Bayesian optimizationf
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Developing complex microkinetic models for heterogeneous catalysis is a cumbersome task, often lacking
accuracy if proper kinetic properties are unknown. Therefore, a novel rule-based microkinetic model
generator for heterogeneous catalysis called Genesys-Cat is presented. Genesys-Cat automatically
generates an elementary reaction network based on user-defined reaction families. One of the main
advantages of Genesys-Cat is the determination of kinetic properties based on a limited set of experimental
data when ab initio data is absent. Genesys-Cat employs an improved, highly efficient Bayesian
optimization algorithm to estimate accurate kinetic properties with limited computational and experimental
effort. In this way, computationally and experimentally efficient, accurate microkinetic models (R = 0.89-
0.99) can be generated for a wide range of processes involving heterogeneous catalysts. Genesys-Cat
facilitates the automatic generation of gas and surface-phase mechanisms in parallel, which is compatible
with standard reactor model simulators like Chemkin and Cantera. The benefits of our approach are
demonstrated in the catalytic cracking of iso-octane for three different zeolites, while our model generator
is also applicable to conventional metal catalysts. The obtained microkinetic models identify the dominant
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1. Introduction

Chemical kinetic models predict conversion, product yields,
and heat consumption and allow the assessment of dominant
reaction pathways under various conditions." The predictions
of these models can be employed for the optimization of
process conditions,>® reactor or catalyst design,"® or
environmental and life-cycle analysis and plant design.” The
more fundamental these validated kinetic models are, the
more insight they provide into the reaction mechanism, the
more reliable their predictions are for a wide range of process
conditions, and, hence, the more valuable they are.
Microkinetic models consider only elementary reactions and
do not lump species together. These reaction networks can be
generated manually for processes with a limited number of
reactions, but for many real-life processes, this is unfeasible.
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reaction pathways and can be employed for rational catalyst and reactor design.

In processes like steam cracking,®® pyrolysis,'®™* catalytic

cracking,"'* combustion'® and others, hundreds to
thousands of elementary reactions can occur.'® Therefore,
numerous automated network generators have been
developed that have in common that they determine all
relevant elementary reactions based on a set of reaction
families that describe all possible reactions a molecule
undergoes in the respective chemical process. A wide range of
automated microkinetic model generators have been
developed in the past decades, such as NETGEN,"” ReNGeP,'®
RMG,"”*® Genesys,” and RING.>> These mechanism
generators are either rule-based or rate-based. In rule-based
generators, the defined reaction families entirely determine
the reaction network. On the other hand, rate-based
generators calculate the production rate of species and only
add the involved reactions to the network if the production
rate is above a certain threshold.

The previously discussed reaction network generators have
been developed predominantly for gas- or liquid-phase
reactions and do not consider the presence of a catalyst.
Nevertheless, catalytic reactions comprise 90% of all chemical
processes.”> When generating reaction networks for catalytic
processes, most network generators, such as ReNGeP, only
consider one phase and do not consider the catalyst explicitly.'®
RMG improved on this and integrated the catalytic network
generator RMG-cat to facilitate rate-based reaction network
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generation of catalytic networks, explicitly considering the
catalyst.>**> Recently, it was demonstrated how RMG can be
used to generate an optimal microkinetic model considering
the correlated uncertainty of the employed quantum chemical
properties.”® A disadvantage of this approach, however, is that
accurate kinetics for the catalytic reactions are required to
generate the reaction network because of the rate-based
algorithm. These accurate kinetic properties are often lacking
for catalytic reactions, as quantum chemical ab initio data is
computationally expensive to acquire and does not always
reach chemical accuracy (within 4 k] mol™* margin of error).>”
Typically, the wuncertainty in density functional theory
calculations amounts to 20-40 kJ mol™.>® Hence, the single-
event microkinetic (SEMK) modeling approach is still popular
for modeling complex catalytic processes.”® Within the SEMK
approach, constant kinetic properties are assumed for every
reaction family with eventual corrections for symmetry and
Bronsted-Evans-Polanyi relations. They are often determined
by regressing them with experimental data.** While the fitted
kinetic properties do not always reflect reality, this is often a
necessary approximation due to a lack of accurate kinetic
properties. Microkinetic models based on SEMK typically
employ network generations using Boolean relation matrices,
representing molecules by a matrix.*'** This approach lacks
interpretability, flexibility, and compatibility with other chemo-
informatic tools. A more intuitively interpretable model is
obtained by representing molecules in reaction families by
SMARTS or Smiles in automated microkinetic model
generators.”® Moreover, the constraints on reactants and
products are more easily defined, making it more flexible, and
the use of chemoinformatic packages like RDKit or CDK***°
makes it more compatible with chemoinformatic tools such as
machine learning for thermodynamic property prediction.

In this work, we have developed a new rule-based
automated catalytic microkinetic model generator coupled
with improved Bayesian optimization for kinetic property
estimation. Using a rule-based network generator for catalytic
processes is of high value for modeling these reactions, as
has been demonstrated for metal-catalyzed processes.>”*®
Estimating accurate kinetic properties based on quantum
chemical predictions is challenging due to the lack of
available data. Therefore, rate-based microkinetic models like
RMG estimate kinetics based on the Brgnsted-Evans-Polanyi
relation or reaction similarity with the existing kinetic
library.>* This often works for common metal catalysts if
there is a close match between the library and the reaction to
estimate. However, this methodology often fails with zeolites
or more complex catalysts as the similarity is lacking. This
makes a rule-based network generator less error-prone as the
elementary reactions added do not require an estimation of
the kinetics. Kinetic properties must be estimated after the
reaction network has been generated and thermodynamic
properties are determined. Most microkinetic models employ
a combination of the Rosenbrock®® or gradient-based
Levenberg-Marquardt algorithm®® to fit their kinetic
parameters to the experimental data.*’ One disadvantage of
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these optimizers is that they do not guarantee finding the
global optimum and require a large number of function
evaluations. Depending on the complexity of the reactor and
microkinetic models, this can limit the optimization of the
parameters. Therefore, an improved Bayesian optimization
algorithm is proposed in this work. A global optimum can be
found with a minimum of function evaluations by employing
Bayesian optimization. Using an automated, rule-based
kinetic model generator coupled with Bayesian optimization
enables us to quickly obtain a fundamental catalytic kinetic
model with a minimum of simulation effort and
experimental data. These models can yield valuable insights
into catalytic reaction pathways and how to improve
selectivities or activities. To illustrate these capabilities, a
case study on the cracking of iso-octane in three different
zeolites is performed.

2. Materials and methodology

The automated catalytic microkinetic model generator is a
branch of the in-house developed gas-phase kinetic model
generator “Genesys”. Therefore, we have named the catalytic
model generator “Genesys-Cat” and will refer to it as such
throughout the manuscript. In the method section, we will
focus on the extensions made on Genesys for catalytic model
generation and will only provide a basic description of its
inner workings. Genesys generates microkinetic models in
four steps: it reads the input (discussed in the upcoming
section 2.1), generates the reaction network (section 2.2),
assigns thermodynamic properties (section 2.3), and
determines the kinetic properties of all reactions (section
2.4). The extensions of these steps for Genesys-Cat will be
discussed in the following sections. Fig. 1 presents an
overview of the Genesys-Cat workflow and the added
extensions to model -catalytic reactions, which will be
discussed throughout the method section. For further
detailed information, the reader is referred to the original
work on Genesys.*!

2.1. Input

The process reactants have to be supplied to “Input.inp,”
which is a similar input file as for gas-phase models, where
the Smiles of the reactants are given, only with the catalyst
dummy atom added, represented by a “*” in Fig. 1. As
Genesys is based on the Java package CDK,*?° the catalyst
must be represented by a chemical element to allow reactions
to occur. The most appropriate representation depends on
the type of catalyst. In the case of metal catalysts, this can be
the most abundantly present metal. The consideration of
multiple active sites where adsorbates interact across the
different surfaces is also supported, even though, in
traditional modeling, this is not common.

In addition to the “Input.inp” file, a catalyst input file
must be generated to specify to Genesys-Cat that a catalyst
is present. This file contains the name of the catalyst, the
surface site density, and the atom number of the chemical
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Fig. 1 Overview of the Genesys-Cat workflow with the extensions for catalytic reactions visualized. A hypothetical case for the hydrogenation of

iso-butene is shown as an example in the models and Input.inp file.

(I)Definition of reactive center
Rl: “[C,X3v4]=[C]”
RZg (] = )

(II)Elementary transformations
+Decrease bond ([C,X3v4], [C])
+Form_bond ([H], [C])
+Break bond ([H], [M])
+Lose radical ([H])
([C,X3v4])

+Gain_ radical

(III) Constraints reactants
R1: Adsorbed
R2: Adsorbed, Radical

(IV) Kinetic Properties
E, = 50, A = 1.3E+08
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Fig. 2 Illustrative reaction family file for the hydrogen radical addition on isobutene.

element representing the catalyst. Apart from this formal
representation of the catalyst by an element, the catalyst
input file can optionally contain simple kinetic catalyst
descriptors, which can be used later to calculate kinetic

752 | Catal. Sci. Technol.,, 2025, 15, 750-764

properties. For example, in zeolite chemistry, the
protonation enthalpy is often used to represent the effect of
acidity and added to the activation energies of certain
scission reactions.*>"?
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Fig. 3 Different types of adsorption bonds incorporated in Genesys-Cat with the corresponding elementary transformation below.

2.2. Network generation

As Genesys is a rule-based microkinetic model generator,
a reaction family file has to be specified to define the
different elementary reactions that occur. Reaction families
consist, in general, of four parts, as illustrated in Fig. 2:
(I) the definition of the atoms and bonds in SMARTS
notation, which are the reactive center(s), (II) the recipe of
elementary transformations these reactive centers undergo
upon reaction, (III) constraints upon the reactants and
products formed, (IV) the kinetics of the reaction. The
possible elementary transformations and constraints are
extended in Genesys-Cat to properly generate catalytic
reaction networks.

The main difference between gas-phase and surface
reactions from a conceptual network generation point of
view is the occurrence of adsorption. However, in catalysis,
adsorption is not the simple formation of a bond between a
molecule and the catalyst, as a distinction has to be made
between physisorption and chemisorption. Physisorption is
a delocalized bond between the adsorbate and adsorbent
that differs from the localized single, double, or triple
bonds in chemisorption. The distinction between
physisorption and chemisorption allows for a more accurate
thermochemistry calculation, as a distinction can be made
between a weaker physical interaction or a stronger
chemical bond. Therefore, as presented at the top of Fig. 1,
in Genesys-Cat, two new elementary transformations are
defined as “physisorb” and “desorb” for the physisorption
step and its reverse reaction. For this, a new type of
delocalized bond 1is defined in the CDK package.
Chemisorption is also allowed in Genesys-Cat with single,
double, and triple bonds, which is already described by the
original gas-phase model generator Genesys, as shown in
Fig. 3. The network generation guarantees the site balance
by maintaining the number of active sites within every
reaction. The total number of active sites is specified in
reactor model solvers like Chemkin and Cantera,”® where a
catalyst site density and catalyst surface area are provided.

In addition to adsorption, catalytic species can have charges,
such as, for example, in cracking chemistry where the zeolite

This journal is © The Royal Society of Chemistry 2025

acid site donates a proton and ionizes hydrocarbons to
carbonium and carbenium ions.**™*° This is opposed to gas-
phase reactions of hydrocarbons where no ionized molecules
are formed. Therefore, an additional constraint is defined to
verify the charge of a molecule. In addition, two elementary
transformations, “gain_charge” and “lose_charge”, are defined,
which allow reactive atoms to gain and lose charges.

One advantage of Genesys-Cat being a branch of Genesys
and not an entirely new code is that it allows simultaneous
generation of gas-phase and surface-phase reactions and
interaction of both phases. For example, the parallel generation
of gas-phase and surface-phase reactions is important in high-
temperature catalytic reactions where side reactions can occur
in the high-temperature gas phase. In ESL} a hypothetical
kinetic model for thermal and catalytic cracking of 1-butene
comprising both gas- and surface-phase reactions is provided to
illustrate Genesys-Cat's capabilities. A list of the employed
reaction families is available in the ESL} To generate a
mechanism with coupled gas- and surface-phase reactions, the
same input files can be used as in a conventional catalytic
reaction system. The sole input file requiring modification is the
reaction family file. This file specifies both gas- and surface-
phase reaction families, with constraints applied to the reactants
to indicate whether a given reactant is adsorbed onto a catalyst
surface. During reaction network generation, Genesys-Cat
automatically determines whether or not a generated reaction
occurs on a surface and should be written to the surface- or gas-
phase mechanism. Other processes comprising both gas- and
surface-phase reactions include methane pyrolysis,””*° oxidative
dehydrogenation of ethane or propane to ethylene or
propylene,”* > catalytic combustion,”* > and catalytic pyrolysis
of biomass or plastic waste at severe temperatures.”®”” Most
common reactor models, such as Chemkin or Cantera, can solve
multiphase models. Therefore, the generated microkinetic
model by Genesys-Cat is compatible with Chemkin and can be
readily converted to Cantera compatible formats.

2.3. Thermodynamic properties

After the reaction network has been generated and all
products are determined, thermodynamic properties must be

Catal. Sci. Technol., 2025, 15, 750-764 | 753
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assigned to all reactants and products. For gas-phase
molecules, Genesys uses the extensive quantum chemical
library, group additivity, and machine learning models to
determine accurate enthalpies of formation, entropies, and
heat capacities. These properties are all represented by NASA
polynomials to account for the temperature dependencies
following the Chemkin and Cantera format. In this way,
chemically accurate (within 4 k] mol™") thermodynamic
properties are attained for gas-phase molecules.”®*°

The thermodynamics of adsorbed species follow the same
hierarchy, where the quantum chemical library is first
screened, and statistical models are used to predict the
enthalpy of formation, standard molar entropy, and heat
capacity albeit in the form of NASA-polynomials. Most
thermodynamic libraries of adsorbed species consider metal
catalyst sites such as platinum alloys,*" bimetallic alloys,®*>®*
or metal-organic frameworks.”* Genesys-Cat relies on
predictive models for thermochemical property prediction
when the adsorbed compound is absent in the library. For
this, the gas-phase properties are calculated to which an
adsorption enthalpy or entropy is added. Therefore, the
dummy atom representing the catalyst is removed, and the
InChlI of the corresponding gas-phase molecule is
determined. Then adsorption corrections are added to the
gas-phase properties. Today different models exist to predict
mainly the adsorption enthalpy of a wide range of (bi)
metallic catalysts.®®® As Genesys-Cat is specifically
developed with the purpose of generating catalytic
mechanisms for zeolites, the developed models by De Moor
et al.*® and Nguyen et al.”® are incorporated for the prediction
of the adsorption enthalpy and entropy of alkanes and
alkenes respectively. This allows the fast and accurate
determination of the hydrocarbon thermochemistry in four
common zeolite frameworks: FAU, MFI, BEA, and MOR. The
accuracy of these adsorption corrections is typically between
10-20 kJ mol™, which is worse than that of gas-phase species
due to the employed quantum chemical methods.*”

2.4. Kinetic properties

2.4.1. Overview of incorporated methods to determine
kinetic properties. While determining adsorbed species’
thermodynamic properties is challenging due to a lack of
data, this is even worse for kinetic properties. Therefore, we
opted for a rule-based catalytic generator due to the
uncertainty of the kinetics in heterogeneous catalysis.
Moreover, it is important to account for flexibility in the
assignment of kinetic properties. Therefore, various options
are available for assigning kinetic properties depending on
the user's preference. These options include setting constant
kinetic parameters per reaction family, reading in properties
from a reaction library, incorporating predictive models for
reaction property estimation, and regressing optimal kinetic
parameters by Bayesian optimization based on experimental
data. Regarding flexibility, Genesys-Cat allows us to consider
a reaction as only a forward reaction instead of an
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equilibrium one. This option has been included for both
numerical stability and to avoid the dependency of the model
results on uncertain thermodynamic properties. It is likely
that a user is unsure of the thermodynamic properties of
certain molecules, which can then be “switched off” by not
calculating the reverse reaction rate, as this is where
thermodynamic properties are used within the microkinetic
model. Genesys-Cat generally assumes a constant activation
energy and pre-exponential factor among one reaction family
in accordance with the SEMK approach. These constant
properties can be taken from the literature or estimated by
regressing them to experimental data. Kinetic properties
from the literature can be added to the reaction family file,
which will then be incorporated into the final model.

The kinetic parameter estimation in microkinetic catalytic
models based on experimental data is common
practice.*>*"”"? This is because accurate quantum chemical
ab initio data is often lacking, as quantum chemical methods
in catalysis are either highly expensive or lack sufficient
accuracy to achieve chemical accuracy.”®”® Within the SEMK
approach, kinetic properties are often kept constant within one
reaction family. Certain reactions are assumed to be in quasi-
equilibrium as they go orders of magnitude faster than other
rate-determining steps. The leftover critical kinetic parameters
are then commonly determined by minimizing the residuals
between the experimental and estimated quantities, such as
molar flowrates, mole/mass fractions, and yields of the relevant
molecules. The preliminary microkinetic model must be solved
with a reactor model based on the experimental setup to
estimate these quantities. As mentioned, common algorithms
to minimize the residuals and determine the kinetic
parameters are the Rosenbrock algorithm, Levenberg-
Marquardt algorithm, or genetic algorithms.”* However,
Levenberg-Marquardt is a gradient-based algorithm, making it
expensive to evaluate as it has to compute the gradient at every
time step, and it is prone to be stuck in local optima, which is
detrimental to the performance of the obtained microkinetic
model. Therefore, their performance highly depends on the
initial guess of the kinetic parameters. Genetic algorithms are
excellently suited for finding a global optimum but require a
lot of function evaluations to converge, making them
computationally expensive.

2.4.2. Bayesian optimization-assisted kinetic property
estimation. The optimization of kinetic parameters is a
challenging  multi-dimensional  black-box optimization
problem with a relatively expensive objective function to
evaluate. The model predictions can be computationally
intensive to evaluate, especially when optimizing kinetic
models with many species involved or complex reactor
models. In the case of kinetic parameter estimation, the
objective function is the residual sum of errors between the
experimental data and the model predictions. Bayesian
optimization is an excellent optimizer for these functions as
it aims to find an optimum based on a minimum number of
function evaluations.”” For this, Bayesian optimization uses a
machine learning model, Gaussian process regression, as a

This journal is © The Royal Society of Chemistry 2025
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surrogate model to represent the objective function.”® By
exploring the objective function to obtain a more accurate
surrogate model and exploiting the surrogate model for
optimal points, it aims to find an optimum in a minimum
number of function evaluations.

When designing a Bayesian optimization algorithm, two
parameters are essential for its performance: the Gaussian
process kernel and the acquisition function. The Gaussian
process kernel determines the covariance function of the
objective function to learn.”® In essence, this kernel
determines the “shape” of the surrogate model. The most
common kernel employed in Bayesian optimization is the
radial basis function (RBF). Further, the acquisition function
determines the next query, which is the next set of kinetic
parameters to evaluate. This acquisition function is
optimized (typically maximized) to determine the next query
by balancing both exploration (discovering the objective
function) and exploitation (selecting a query with a low
objective function value). The most commonly used
acquisition function is the expected improvement (EI)
function which maximizes the expected value that a query
will improve upon the current optimum.

For wusage in Genesys-Cat, an improved Bayesian
optimization is proposed compared to the common
combination of an RBF-kernel and EI acquisition function. In
this improved optimization algorithm, adaptations were made
to both the kernel and the acquisition function. The objective
function typically spans a wide range in values with areas
where conversions are properly estimated but the product
selectivities are not optimally determined and areas where the
conversions are over- or underestimated. This results in
typically two plateaus, separated by a steep gradient, as
visualized in Fig. 4. Evidently, the Bayesian optimization
should be able to reach adequate conversions and selectivities
even though these effects occur at a different length scale.
While the conversion varies slowly at long length scales with
the resulting two patterns, the product selectivities vary faster

MAE
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Fig. 4 Illustration of the objective function value (to minimize) along

two exemplary dimensions (activation energies of [-scissions)

visualizing the plateaus typically occurring when optimizing kinetic
parameters.
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at lower length scales and more subtly affect the objective
function. Therefore, two kernels are combined to represent this
behavior. The rational quadratic kernel (RQ) is employed to
represent the effect of the conversion, while the Matérn-kernel
(v = 3/2) allows for less smooth behavior and captures the
impact of changing selectivities.

Inspired by the work of Hoffman et a a combination of
acquisition functions is employed. While the original hedge
algorithm proposed by Hoffman et al was found to be
suboptimal, a combination of expected improvement and
minimization of the Gaussian process surrogate model was
performed by iterating at every run. Expected improvement
balances exploration and exploitation while minimizing the
Gaussian process (surrogate model) purely exploits. In every
iteration, the other acquisition function is called. In this way,
the Bayesian optimization quickly converges to the relevant
range as it is more exploitative, exploring less of the entire
field but converging faster to an optimum than regular
expected improvement. It also identifies sooner when it
falsely predicts a parameter combination to be promising.
Note that the Bayesian optimization algorithm wuses a
Chemkin model as input and can hence be independently
used of Genesys-Cat.

All Bayesian optimization strategies were initialized with
50 random function evaluations. The acquisition functions
were optimized using a differential evolution algorithm, after
which this optimum was employed as input for a
minimization based on the L-BFGS-B algorithm as
implemented in SciPy. The Gaussian processes were
implemented with the Scikit-learn package.”®

l. ,77

2.5. Case-study: catalytic cracking of iso-octane

A case study was performed on the catalytic cracking of iso-
octane to demonstrate the benefits of Genesys-Cat coupled with
the improved Bayesian optimization algorithm. Experimental
data from three different zeolites were gathered, and an
automatically generated microkinetic model was constructed.

2.5.1. Experimental data. The experimental data was
gathered from the work of Van Borm et al,”” which
investigated the cracking of iso-octane at a wide range of
process conditions. The number of experiments and range of
investigated process conditions are provided in Table 1.
These experiments were performed in a recycle electro-
balance reactor,®® and the presence of intrinsic kinetics was
explicitly verified as all experiments were performed without
heat and mass transfer limitations. All reactions were
performed at 1 bar total pressure, with N, being used as a
diluent to achieve adequate partial pressures of iso-octane.
More detailed information on the experimental procedures
can be found in the work of Van Borm et al”® The
concentration of acid sites for every zeolite was determined
by NH,-TPD and is reported together with other zeolite
properties in the ESIf (Table S1).

2.5.2. Modeling. To construct the reaction network, a set
of 23 reaction families is defined in accordance with the well-
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Table 1 Range of process conditions and number of experiments, adapted with permission from Van Borm et al.”®

Zeolite (topology) T (K) Dics (kPa) W/Fics (Kgear s mol ™) Conversion (mol%) Number of experiments
LZY20 (FAU) 748 6-8 8-80 17-60 15
CBV720 (FAU) 723-748 3-8 14-132 21-52 14
CBV760 (FAU) 723-748 3-8 13-215 4-33 15

accepted catalytic cracking reaction mechanism. These
reaction steps include physisorption, protolytic scission,
f-scission, intermolecular hydride-transfer, protonation, and
isomerization reactions. The isomerization reactions
consisted of an intramolecular hydrogen and methyl-shift
and protonated cyclopropane (PCP) branching. A list with the
detailed reaction families is provided in ESI} (section S1). For
the assignment of thermodynamic properties, entries from
the extensive Genesys library were used as specified in
section 2.3. and when unavailable, determined via group
additivity.”®>° For the thermochemistry of adsorbed alkanes
and alkenes, the linear relations acquired by De Moor et al.
and Nguyen et al were used.®””® The thermochemical
properties of adsorbed carbenium ions were determined
based on the work of Cnudde et al®“** In that work, the
secondary carbenium ion was found to have an enthalpy
around 30 kJ mol™" lower and an entropy 65 J mol™* K™ lower
than the adsorbed alkene. In contrast, for the tertiary
carbenium ion, this was 50 k] mol™ and 47 J mol™ K.
Hence, the thermodynamic properties of the adsorbed
carbenium ions were based on the corresponding alkene
properties with a correction term added. While these
correction terms differentiate between secondary and tertiary
ions, they do not consider the effect of resonance
stabilization in carbenium ions which was found to be
important.®* Therefore, an enthalpy decrease of 39 kJ mol™
and entropy decrease of 32 J mol™ K™ are added when an
unsaturated bond in B-position to the positively charged
carbon atom is present, providing resonance stabilization.
For the kinetic properties, the activation energies were taken
from molecular dynamic calculations®*>%*%° as specified in
Table 2, while the pre-exponential factors were determined via
the proposed Bayesian optimization algorithm. The protonation
and isomerization reactions considered in quasi-
equilibrium, and the activation entropy and enthalpy were set to
zero. Consequently, twelve parameters were left to optimize with
Bayesian optimization. In general, limiting the dimensionality of

were

Table 2 Activation energies are taken from literature8-8284-8°

the optimization problem to 20 dimensions is advised.”” The
minimized objective function was the absolute sum of the
residual mole fraction of all relevant species, as presented by
eqn (1). The optimized parameters were the activation entropies,
as these scale more linearly with the objective function, unlike a
direct regression of the pre-exponential factors. As activation
energies are more widely available and more accurately
determined by static quantum chemical calculations,” it was
decided to regress the activation entropies and acquire the
activation energy from the literature. The employed parameter
ranges for the activation entropy are reported in Table S2 in the
ESL} Eqn (2) presents the link between the activation entropies
(A*S) and the pre-exponential factors (A), with &y, the Boltzmann
constant, # the Planck constant, and R the universal gas
constant. However, when activation entropies are available while
activation energies are unknown, it is also possible to estimate
the activation entropies with Bayesian optimization instead of
the activation energies. When both the activation energies and
entropies are unknown, estimating one of them is still advisable.
This is because the activation energies and entropies are highly
correlated, hampering a simultaneous estimation of both. If an
educated initial guess of the kinetic parameters is available, one
can include this parameter combination in the initial data to
guide the Bayesian optimization. The latter is not done for the
presented case study.

Mexp Mresp
MAE(Db) = Y~ J;| — min (1)
=1 j—1
i

Reactor simulations were performed using Chemkin reactor
models. The recycle electro-balance reactor could be modeled
as a continuously stirred tank reactor (CSTR). The governing
equations for the CSTR, eqn (3) and (4), are solved for steady-

E, [k] mol™]

E, [kJ mol™]

Physisorption 0
Intramolecular H-/Me-shift®>® 15
Protolytic scission (p)** 180
Protolytic scission (s)* 140
Protolytic scission (t) 110
Hydride-transfer (s)*” 52
Hydride-transfer (t)*’ 52

“ Extrapolated from protolytic scission (p) and (s).
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Protonation®"*> 20
PCP-branching® 35
B-Scission (p)** 85
B-Scission (s,s)*> 75
B-Scission (s,t)*>%* 67
B-Scission (t,s)** 70
B-Scission (t,t)** 53
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state to find the appropriate output. The molar flow rate of
compound i is denoted by F; with F{ the inlet composition.
The rate of production per mass of catalyst is represented by R;,
with W the catalyst mass. 7 represents the mean residence time
in the reactor, and surface species are denoted by i*, with Cj«
the molar concentration per mass of catalyst.

dF;, 1

G ERW) ®
dCj«
d;::Rﬂ (4)

3. Results and discussion
3.1. Automatic network generation

The obtained reaction network by Genesys-Cat is entirely
dependent on the defined reaction families and product and
reactant constraints. To demonstrate the flexibility of Genesys-
Cat, three different reaction networks, with three distinct
product constraints, are presented employing the 23 reaction
families as defined in section 2.5.2. Here we varied the
maximum number of carbon atoms between 8 and 12, and the
maximum number of double bonds between 1 and 2. From
Table 3 it is clear that varying the product constraints
profoundly affects the obtained reaction network size. To
maintain numerical stability when solving the kinetic model
and limit computation time, it is important not to exaggerate
the size and complexity of the reaction network. For this
reason, it is important to be knowledgeable about the modeled
process and to know which products are relevant to consider.

As no species with two double bonds and more than 8
carbon atoms were experimentally detected, a reaction
network consisting of 104 species and 561 reversible
reactions, including the physisorption reactions,
selected. As all considered reactions are reversible, the kinetic
model is thermodynamically consistent. Table 4 provides a
more detailed overview of the number of reactions per type
of reaction family.

was

3.2. Evaluation of Bayesian optimization strategies

Five different optimization strategies have been tested for
optimizing the kinetic parameters. The Levenberg-Marquardt
algorithm is compared to four Bayesian optimization
algorithms: the RBF-kernel with the EI acquisition function
(RBF EI), the RBF-kernel with EI and surrogate model
optimization (RBF Exploitative-EI), the combined RQ-Matérn

Table 3 Effect of product constraints on the number of species and
reactions in generated reaction network

Max. Max. No. No.
Network no.  carbon atoms  double bonds species reactions
1 8 1 104 561
2 12 1 232 1251
3 12 2 325 1760

This journal is © The Royal Society of Chemistry 2025
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Table 4 Number of reactions per type of reaction family

Reaction family No. reactions

Physisorption 54
Protonation 18
Protolytic scission 48
B-Scission 12
Intramolecular H-shift 14
Intramolecular Me-shift 14
Intermolecular hydride-transfer 401

kernel with EI (RQ-Matérn EI), and the improved strategy
combining different kernels and EI with surrogate model
optimization (RQ-Matérn Exploitative-EI). As a benchmark
case, we have employed the experimental data of the LZY20
zeolite, with all runs repeated five times. For the Levenberg-
Marquardt algorithm, random initial guesses were taken
within the parameter range reported in Table S2.f Fig. 5
presents the “Regret” with an increasing number of
experiments for all analyzed algorithms. “Regret” is defined
as the difference between the current and global optimum.
The Levenberg-Marquardt algorithm is highly dependent
on the initial guess, resulting in a high standard deviation on
the optimizer performance. The Levenberg-Marquardt
algorithm quickly converges to a local optimum after less
than 300 function evaluations, resulting in the worst kinetic
model of those regressed in this study. The default Bayesian
optimization strategies with EI improve upon the gradient-
based Levenberg-Marquardt algorithm but do not converge
towards a clear optimum after 1000 runs. The RBF-kernel has
difficulties capturing the objective function, resulting in little
improvement. The RQ-Matérn-kernel was better suited to
represent the objective function but only slowly converges
towards the optimal combination of kinetic parameters.

0.040 1+
—— Levenberg-Marquardt
—— RBF EI
0.0351| & RBF Exploitative-El
—— RQ-Matérn El
0.030 1 —— RQ-Matérn Exploitative-El
0.025
.;_;
g
S 0.020
g .
0.015
0.010 \_‘—\_\—
0.005 1
B |
0.000 S e . ——

200 400 600 800
Function Evaluations

1000

Fig. 5 The optimization performance of the Levenberg-Marquardt
algorithm and four Bayesian optimization strategies. Lower regret
signifies a better algorithm, with the line depicting the average regret
and the uncertainty band depicting the standard deviation determined
by 5 independent runs.
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However, a faster convergence to the optimum was reached
by combining EI with surrogate model optimization
(Exploitative EI). By using this acquisition function with the
default RBF-kernel, a faster initial convergence is found, but
it generally fails to capture the smaller intricacies of the
objective function, as was discussed in Fig. 4. Therefore, by
combining the RQ-kernel and Matérn-kernel with a more
exploitative-based acquisition function a fast conversion to
the identified optimum was found. In this way, even though
12 kinetic parameters are optimized simultaneously, the
kinetic model can be optimized with only around 500 model
evaluations, improving upon default Bayesian optimization
strategies. The exploitative EI acquisition function results in
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a fast convergence toward the perceived optimum. At the
same time, the adapted RQ-Matérn kernel enables the
Gaussian process to capture the fine details of the objective
function, resulting in an improved performance. This implies
that more complex kinetic models and reactor models can be
employed to optimize the kinetic parameters. Consequently,
detailed catalytic microkinetic models can be quickly and
automatically generated with minimal experimental and
computational effort.

The optimal Bayesian optimization strategy, especially the
kernel, depends on the objective function and type of
optimization problem. Due to the nature of the objective
function and complex reaction network used in this work, the

Propylene

N

Selectivity
22
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Conversion
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Fig. 6 Experimental (markers) vs. modeled (lines) selectivities obtained by Levenberg-Marquardt (blue), RBF El (orange), RQ-Matérn El (red), RBF
exploitative-El (green), RQ-Matérn exploitative-El (purple), and the reference kinetic model (dashed) of the main cracking products of ethylene,
propylene, isobutene, isobutane, propane and isopentane for iso-octane catalytic cracking in LZY20 as a function of conversion.
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RQ-Matérn kernel is found to be optimal. However, when
adapting this objective function or moving to less complex,
smaller reaction systems, other kernels such as the RBF might
perform better. Nevertheless, the RQ-Matérn kernel is likely to
be an optimal configuration for optimizing many complex
reaction networks as the objective function in this work is well-
accepted and often used. The employed acquisition function
(exploitative EI) is less case-dependent and will outperform the
regular EI in many multidimensional optimization problems,
quickly identifying regions of the design space where the
model is falsely confident. However, in simple kinetic models
with less than ~20 molecules involved, the Gaussian process
will not be falsely confident in regions of the design space,
making regular EI ideally suited. Therefore, it is advised to start
with the default RBF EI configuration to optimize simple
catalytic models and move towards the RQ-Matérn Exploitative
EI algorithm for more complex systems.

To further illustrate the benefits of the improved Bayesian
optimization algorithm implemented in Genesys-Cat, the
model predictions for the six most important products are
shown in Fig. 6. The experimental data and standard
deviation is depicted by the black markers and error bars.
While the Levenberg-Marquardt model properly captures the
isobutene and isobutane selectivities, which are the main
products, it completely fails to predict the selectivity of the
side products. This as the local optimizer cannot refine the
objective function once it has reached the local optimum.
The Bayesian optimization strategies are much better at
predicting the selectivities of all products as they are more
explorative. While the final model (purple model Fig. 6)
predicts the isobutane selectivity worse than the locally
optimized model, it predicts all other products much better,
resulting in a decrease in residuals, as shown in Fig. 5. As
also observed in Fig. 5, the discrepancy is limited between
the final models optimized by RBF Exploitative-EI (green)
and the improved Bayesian optimization (purple) after 1000
function evaluations. The reason for this trade-off stems from
the SEMK approximation as will be elaborated on later. The
final solution of the most efficient optimizer, RQ-Matérn
Exploitative-EI, properly predicts the main and side products
and has reached this solution at least twice as fast as the
other algorithms considered.

In Fig. 6, a comparison between the Genesys-Cat-based
models and a literature reference model®’ has been made.
This reference kinetic model has been developed on the same
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experimental data, with similar reaction families but with
different thermodynamic and kinetic properties.”® The
difference in modeled selectivities between this reference
kinetic model and the Genesys-Cat models is the most
profound for propylene, propane, and isopentane. The
superior performance of Genesys-Cat mainly stems from the
improved accuracy of the employed thermodynamic
properties and estimated kinetic properties.

3.3. Kinetic models iso-octane cracking

Three different kinetic models have been developed for the
three different zeolites employed for the catalytic cracking of
iso-octane. The resulting pre-exponential factors for the LZY20
zeolite, obtained by Bayesian optimization, are presented in
Table 5. The optimized pre-exponential factors of the other two
zeolites are supplied in ESIT Table S3 and S4.

The obtained pre-exponential factors are in line with what
is chemically intuitively expected. As mentioned, the pre-
exponential factor is determined by the activation entropy.
This activation entropy is expected to be more negative for
the protolytic scission than the B-scission as the protolytic
scission starts from a loosely bound physisorbed reactant
compared to a more strictly bound chemisorbed carbenium
ion for the p-scission. Additionally, across the different
B-scission modes, the pre-exponential also varies. Similarly to
what is found in literature, the B-scission (s,s) mode has a
more negative activation entropy than the (s,t) mode.”* This
is because the former mode's formed tertiary products and
transition state are more stable and move further away from
the zeolite framework. This results in a higher entropy of the
(s,t) transition state compared to the (s,s) transition state
and, hence, a lower activation entropy for the B-scission (s,t)
mode. The activation entropy is higher with a tertiary
reactant because the tertiary reactant is more loosely bound
to the zeolite framework than the secondary reactant. Hence,
the B-scission (t,s) and (t,t) pre-exponential factor is lower
than that of the (s,t) mode.

The significance of the regression was determined with an
F-test, which proved the significance of all models as
specified in Table 6. The tabulated F-values are 1.81 proving
the significance of all obtained microkinetic models.

Fig. 7 shows a parity plot of the experimental and
simulated conversions of iso-octane. This parity plot proves
the proper activity prediction for all zeolites in a wide range

Table 5 Pre-exponential factors optimized by improved Bayesian optimization for LZY20 at 773 K

Als™] Als™]
Physisorption (alkanes) 1.81 10" Physisorption (alkenes) 3.15 10%¢
Protolytic scission (p) 5.23 10° B-Scission (p) 4.75 107
Protolytic scission (s) 7.86 10° B-Scission (s,s) 3.78 107
Protolytic scission (t) 8.86 10° B-Scission (s,t) 1.63 10"
Hydride-transfer (s) 2.14 10* B-Scission (t,s) 1.12 10°
Hydride-transfer (t) 4.78 10° B-Scission (t,t) 1.59 10°

“ I mol™ s

This journal is © The Royal Society of Chemistry 2025
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Table 6 F-Value and R? of obtained kinetic models for LZY20, CBV720,
and CBV760
F-Value R*
8' LZY20 260 0.92
§ CBV720 173 0.89
3 CBV760 2118 0.99
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of process conditions varying both temperature and space-
time. Fig. S1 in the ESIf shows no deviation trend between
the modeled and experimental conversion with varying
temperatures.

In addition to the activity, Fig. 8 presents the molar
selectivity profile in function of conversion of the different
zeolites. The four most important products are presented:
isobutene, isobutane, propylene and ethylene. For clarity of
the figure, the error bars on the experimental data are left
out. The selectivities of all other products are presented in
ESIt Fig. S2 and S3. The trends of all main products are well-
predicted at all conversions, apart from isobutane and
propylene at higher conversions. This likely stems from a
chain length dependency of the hydride-transfer reactions,
which is not considered in the model due to the SEMK
approach. This chain length dependency is also shown in
Fig. 6, where a trade-off is found between accurately
predicting the propane and isopentane, or isobutane
selectivity which are all products predominantly formed by
the  hydride-transfer. ~ Subsequent  fitting of the
thermochemical adsorption properties did not improve the
accuracy of the predictions, and was therefore not included
in the final model.

Even though the kinetic parameters are regressed towards
experimental data and not determined via quantum chemical
data, the obtained microkinetic models provide fundamental
insights. This is demonstrated by the wide range of process
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Fig. 8 Experimental (markers) vs. modeled (lines) selectivities of the main cracking products of iso-octane in LZY20, CBV720, and CBV760 as a

function of conversion.
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conditions and zeolites for which the activity and selectivity
are adequately modeled. In addition, the obtained kinetic
parameters agree with chemical intuition and literature, as
previously argued. One of the advantages of microkinetic
models is that they allow further insight to identify the
dominant reaction pathways. Fig. 9 presents the predicted
dominant reaction pathways of iso-octane cracking in LZY20.
The most important reactions have been identified using the
Chemkin reaction path analyzer, where the three most
important reaction steps for iso-octane were selected,
followed by the most important reactions for every
subsequently formed product. The most important rate-
determining step here are hydride-transfer reactions as
expected for the large pores in FAU. In addition, the relative
changes in reaction rate for CBV720 and CBV760 compared
to LZY20 are presented. In CBV720 and CBV760 an increase
in reaction rate for the B-scission (p) and hydride-transfer (s)
reactions were found. This results in a slight increase in
selectivity towards ethylene and propane. As a result, the
isobutene also drops slightly due to the increased hydride-
transfer reaction rates.

The increase in f-scission (p) likely stems from a
higher concentration of strong acid sites in the CBV760
and CBV720 catalysts compared to LZY20. Unfortunately,
only the total concentration of acid sites is available for
these catalysts, and no distinction is made between strong

+
65.4%

| 16.5%
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and weak acid sites. As this is historical experimental data
and the employed catalysts are no longer available, no
further zeolite characterization can be performed.
Nevertheless, the Si/Al ratio is higher for CBV760 and
CBV720, which generally corresponds to stronger acid sites
as the distance between the acid sites is larger.”® In
addition to this, the higher share of hydride-transfer (s)
reactions can be linked to the higher micropore volume
in CBV760 and CBV720. The bimolecular hydride-transfer
reaction has a voluminous transition state making it
favorable in highly microporous volume.

It should be stressed that this approach reduces both
the computational and experimental burden. Unlike pure
machine learning models, a limited set of experimental

data is required to estimate the kinetic parameters
accurately. On the other hand, while this approach
employs a first-principles-based reaction network and

thermodynamic properties, it is currently unfeasible for
kinetic properties due to the computational intensity of
the required quantum chemical calculations. In this way,
one can quickly obtain a detailed microkinetic model,
valid in a wide range of conditions, to get further insight
into the kinetics of the catalytic reactions. These models
can then be employed for further catalyst design or in
computational fluid dynamic calculations to optimize
reactor design and process conditions.

18.4%

— —
+

)

+
I W

/'CBV720 | // CBV760

+ P
- RH \
Ke
=

! !
) |

AN

e
PN

Fig. 9 Dominant reaction pathways of iso-octane cracking in LZY20 with relative changes in reaction rate for CBV720 and CBV760. The colored
arrows indicate the increase in reaction rates for the CBV720 and CBV760 zeolite. The percentages represent the relative reaction rates.
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4. Conclusion

The new rule-based kinetic model generator Genesys-Cat for
heterogeneous catalysis was presented. By extending the
existing kinetic model generator Genesys for catalytic
reactions, an efficient model generator is obtained that can
generate gas and surface-phase mechanisms in parallel,
which are compatible with Chemkin and Cantera. While the
assignment of thermodynamic properties is based on similar
methods as Genesys, Bayesian optimization is employed to
estimate kinetic properties. Determining all kinetic
properties for complex catalytic processes via ab initio
calculations is unfeasible. Therefore, our improved Bayesian
optimization reduces the computational burden and
improves upon commonly used optimizers such as the
Levenberg-Marquardt algorithm. To demonstrate the
efficiency of this methodology, three kinetic models were
developed for the iso-octane cracking across three different
zeolites. The obtained microkinetic models accurately
predicted the zeolites' activity and selectivity, with R*values
between 0.89-0.99 for the different models, and allowed
further insight into the dominant reaction pathways for all
three zeolites. Genesys-Cat can be employed on many
different catalytic processes and even complements high-
throughput screening of catalysts as it quickly generates
accurate microkinetic models based on experimental data. In
this way, the generated microkinetic models facilitate both
rational catalyst and reactor design.
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