Published on 26 2025. Downloaded on 27/07/25 23:55:27.

Nanoscale

7® ROYAL SOCIETY
P OF CHEMISTRY

View Article Online

View Journal | View Issue

{ '.) Check for updates ‘

Cite this: Nanoscale, 2025, 17, 12727

Received 1st October 2024,
Accepted 22nd March 2025

DOI: 10.1039/d4nr04045g

rsc.li/nanoscale

Department of Chemistry, Stony Brook University, Stony Brook, New York, 11790,
USA. E-mail: christian.aponte-rivera@stonybrook.edu

Start-up flow of nanoscale particles and their
periodic arrays: insights from fundamental
solutions of the unsteady Stokes equations

Christian Aponte-Rivera

Start-up flows induced by nanoscale particles and their periodic arrays are studied theoretically. At nano-
scopic lengths and time scales, the interplay between inertial and viscous forces in a fluid results in time-
dependent (unsteady) flows, which are important in the study of nanoporous materials and microswim-
mer locomotion. Here, these flows are studied by developing fundamental solutions, i.e. Green'’s functions
considering point particles, of the unsteady Stokes equations. It is found that the approach to the steady
state is characterized by a viscous penetration depth { = (4ut)*2, where v is the kinematic viscosity and t is
time. For an isolated particle, fluid inertia leads to vortex flows with a rotation axis located roughly a
distance [ from the particle. As time increases, the vortex distance to the particle increases diffusively as
12 ~ 4ut, with the limit [ - oo corresponding to the steady-state limit. In a periodic array, inertia also leads
to vortex flows. Furthermore, the presence of other array particles results in an unsteady back flow that
develops simultaneously to the local flow around a test particle. The back flow develops with a character-
istic time scale proportional to L2/v, where L is the size of the unit cell.

1 Introduction

Understanding the flow induced by nanoscale particles is
essential for modeling particle dynamics," advanced
materials such as nanoporous packed beds,® and biological
systems such as microswimming organisms.” > At these
length scales, the ratio of inertial to viscous forces, also known
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as the Reynolds number, is much smaller than unity.
Newtonian solvents are thus typically modeled with the Stokes
equations,” ™ which assume that the flow reaches a steady
state instantaneously. However, the approach to the steady
state is determined by diffusion of momentum, which occurs
on a finite time scale. If momentum has not diffused through
the system, the interplay between inertial and viscous forces
leads to time-dependent flows, which require the use of the
unsteady Stokes equations.’®**® Experiments have been used
to measure oscillatory unsteady Stokes flows using colloidal
particles,"®"” and such flows are thought to play an important
role in biological phenomena such as the beating of flagella/
cilia.10,11,18

Early theoretical work studying unsteady Stokes flow con-
sidered the flow due to an oscillating sphere,'® while more
recent developments include the effect of shape®*>? and oscil-
latory pressure fields,> as well as the derivation of general
solutions®*” of the unsteady Stokes equations. Fundamental
solutions, i.e., Green’s functions, provide important insight by
revealing general flow features that are independent of particle
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shape or boundary conditions. Solutions of this form have
been derived for isolated impulse forces,>'>'%*%?° and
impulse forces near a wall.*® Generalized solutions in terms of
Green’s functions have also been reported.*! Applications of
these solutions in analytical?*** and numerical** singularity
methods have also been proposed. Previous work has thus
focused primarily on oscillatory flows and impulse flows.
However, start-up flows, characterized by the application of a
force at an initial time and subsequent development of the
flow to a steady state, have received significantly less attention
in the literature.

Microscopic start-up flows are of interest in understanding
the diffusive motion of nanoparticles, which can be connected
to flow properties via the fluctuation-dissipation theorem.*
Since diffusive displacements are the sum of all previous inde-
pendent random displacements, start-up flows are connected
to diffusion at short lag times.f Despite its relevance, few
studies have explored the start-up flow behavior of microscopic
particles. Hill and co-workers® studied start-up flows of porous
materials using both periodic and random arrays of particles.
For periodic arrays of widely separated spheres with simple
cubic symmetry, they combined the steady-state Stokes flow
solution®® and energy conservation arguments to develop a
self-consistent theory for the start-up flow. The model suggests
that the flow approaches the steady state exponentially, and
the drag force computed from this flow agrees asymptotically
with Lattice Boltzmann simulations close to the steady-state
regime. While the self-consistent model provides insight into
the time-dependent drag force in the periodic array, open
questions remain due to the lack of a start-up flow solution for
this system.

In this work, nanoscale start-up flows are studied by devel-
oping fundamental solutions of the unsteady Stokes
equations. Fundamental solutions yield general features of the
flow by modeling point particles in the fluid. They are most
accurate at distances that are large compared to the particle
size, where finite size contributions to the flow solution are
not dominant. However, fundamental solutions capture fea-
tures that are independent of particle shape and boundary
conditions, making them useful in the study of numerous
systems. The start-up flow of an isolated particle of size a is
considered first, finding that fluid inertia leads to vortex flow
patterns that move away from the particle as the steady state is
approached. The solution also demonstrates that the distance
of the vortex to the particle is well approximated by the viscous
penetration length, i.e., the length over which momentum has
diffused. To move beyond the single particle limit, periodic
arrays with simple cubic symmetry are also considered. In a
periodic array, fluid inertia also leads to vortex flows whose
distance to a test particle is on the order of the viscous pene-
tration length. In addition, it is found that the periodic array

+This is in contrast to the velocity autocorrelation function, which measures
over what times particle motion remains coherent and is thus connected to
impulse flows."
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leads to a transient back flow that develops simultaneously to
the local flow around a test sphere, but with a different charac-
teristic time scale.

The article is organized as follows. Section 2 outlines the
governing equations for the start-up flow of isolated particles
and periodic arrays. In section 3, fundamental solutions for
the start-up flow in each case are developed. In section 4, the
start-up flow solutions are used to reveal general flow features
and their impact on experimental measurements. The article
is concluded in section 5 with a discussion of the findings and
their implications for nanoscale objects.

2 Governing equations

The flow in a Newtonian fluid of dynamic viscosity #, density p
and kinematic viscosity v = n/p is considered. Fluid motion in
this scenario is governed by the Navier-Stokes equations,
which represent a mass and momentum balance in the fluid.
At nanoscopic scales, it is useful to consider two dimension-
less numbers that determine the flow regime. The first is the
Reynolds number Re = Ua/v, where U is a characteristic velocity
and a the size of the particle(s) of interest. The Reynolds
number represents the ratio of inertial to viscous forces in the
fluid, and typically for nanometer to micrometer lengths Re <«
1. The second dimensionless number is the Strouhal number
St = [/Ur, where [ is the length scale over which momentum
has propagated and 7 is a characteristic time. Propagation of
momentum occurs over a diffusive time scale'* 7; ~ ?/v, with
the diffusion coefficient equal to the kinematic viscosity v. The
Strouhal number St thus represents the ratio of / to a length
scale Ur of interest. On lengths larger than [, the flow is
unsteady (i.e. time-dependent), while on lengths smaller than
[, the flow is close to the steady state. The time-dependent, low
Reynolds number flow is modeled by considering the limit Re
<« 1 and ReSt ~ O(1). This corresponds to a fluid where
motion is governed by the unsteady Stokes equations:

0 1 1
_5:+VV2|1:/—)VP+/—)F€ (13)
V.v=0, (1b)
Vip=o0. (1c)

Here, v is the velocity field, p is the pressure field, V is the
gradient with respect to position r, V> = V.V is the Laplacian
operator, and F° is the force density acting on the fluid.

The nanoparticles are modeled as having a force density F°
acting on the fluid at a single point. An isolated particle is con-
sidered first, and corresponds to a force density applied at a
time ¢, = 0 and kept constant at all later times ¢ > 0. This is
modeled as:

F¢ =H(t)6(r — ro)F, (2)

where F is a constant force vector, H(t) is the step function
with respect to time,

This journal is © The Royal Society of Chemistry 2025
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and §(r — ry) is the delta function localizing the force density
to a single point r,.

The second case corresponds to an array of nanoparticles
periodically arranged with simple cubic symmetry. This is
modeled by using a periodic array of point forces:

FC=H(t)) 8(r—ryF. (4)

The simple cubic symmetry corresponds to point forces
located at positions

Iy = MmXq 4+ MoXs + N3X3, (M1, 12,13 =0, +1, +2...),  (5)

with unit cell basis vectors x; of magnitude |x;| = L. To find a
solution, the velocity field around a test particle located at the
origin r, = 0 is considered.

For both an isolated particle and particles in a periodic
array, the step function implies the initial condition

vit=0,r)=0 (6)

for the velocity field v(¢, r).

3 Results

3.1 Start-up flow due to an isolated particle

To derive the start-up flow fundamental solution for an iso-
lated particle, we must find a solution to eqn (1a)-(1c) with the
forcing equal to eqn (2). A solution to this problem can be
obtained by representing the step-function forcing of eqn (2)
as an integral of the time-dependent delta function,
F¢ :H(t)ﬁ(r)F:([Otﬁ(t')dt'é(r)F. That is, the forcing of the
start-up flow problem can be modeled as a sum of impulse
forces separated by an infinitesimal time step d¢. Due to the
linearity of the unsteady Stokes equations, the start-up flow
velocity field can also be expressed as a superposition of the
velocity fields due to impulse forces separated by a time step
d¢, which yields

t
Vio(t.r) = - | Jump (2.1 @)
JOo
The tensor Jinp(t, r) is the fundamental solution to the

unsteady Stokes equations if the force is equal to an impulse
F° = §(¢)8(r)F, and is equal to®'**®

T (£7) = — T 2 (14645
R dmy | (amy) 262 r? r?

—1I + 3FF r
+L/( P )Erf((4ut)1/2> }
(8)

Here, Erf is the error function, I is the identity tensor and 7
is the radial unit vector. Substituting eqn (8) into eqn (7) and
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carrying out the integration (see Appendix A for a brief
summary) yields the start-up velocity field

F I+ FF
Viso(L, 1) = — -
io(ts7) 8 {[ r ]

vt r 2 r
2—[I — 3FF e /M _Erf[ ——— .
Pl [(m)”z ((m)“zﬂ }

This solution satisfies the initial condition v;s(t = 0, 7) = 0 and
recovers the steady-state Oseen tensor J = (I + F#)/r as t - oo.
Inspection of the solution reveals the characteristic length [ =
(4vt)"?, which is the time-dependent viscous penetration depth.
For distances r < [, the flow is close to the steady state, and for
distances r > [, the flow is unsteady. Furthermore, inspection of
eqn (9) identifies the Green’s function for the start-up flow as

.
1 — Erf ((41/t)1/2>
r r
(mwt)'/? ¢ - Bl ((41/1‘)1/ 2)} }

Although eqn (9) and (10) have not been reported in the lit-
erature, they are equivalent to the result obtained by applying
the generalized fundamental solution of Shu and Chwang®' to
start-up flow.

(10)

3.2 Start-up flow due to a periodic array of particles

3.2.1 Fourier representation and real-space inversion. For a
nanoscale particle in a periodic array, we must find a solution
to eqn (1a)-(1c) when the forcing is due to eqn (4). To do this,
a strategy similar to that used by Hasimoto®® for the steady-
state problem will be employed. The particle at the origin is
treated as a test particle propagating a velocity field v(t, r). The
velocity field v(t, r) and pressure gradient Vp(¢, r) are expanded
into a Fourier series with respect to the spatial dimensions:

[

vt r) = Y Vi(t)e ), (11a)
k=—o00

Vp(t,r) = ) Pr(t)e kD, (11b)
k=—o00

Here, we used the Fourier space wave vector k defined as
k =n1b, + nyb, + n3bs, (12)

with magnitude k = |k| and units of inverse length. The reci-
procal lattice vectors b; satisfy k-x; = n; and the identities
_x2><x3 _x3><x1 _x1><x2

bi=207 =T b=t (19)

Here, the symbol “x” represents the cross-product and the
unit cell volume in physical space is given by

V=2x1 (% X x3). (14)

Due to the simple cubic cell symmetry, the cell volume is
V = L3. Substituting eqn (11a) and (11b) into eqn (1a)-(1c),

Nanoscale, 2025,17,12727-12737 | 12729
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multiplying by e**7/V and integrating over the unit cell
volume in real space yields the Fourier series representation:

8 Vi 1 1
— 4n®vk?Vy = — =Py + —F 15
ot TV = p k JrpV (153)
kvi.=o0, (15b)
P xk=0. (15¢)

In Fourier space, the initial condition of eqn (6) is:
Vi(t=0k) = 0. (16)

Taking the dot product of eqn (15a) with k demonstrates
that the pressure is quasi-steady. This reflects that the fluid is
incompressible, which implies that the velocity of sound is
infinite and the pressure field propagates instantaneously. The
quasi-steady pressure is thus obtained from Hasimoto’s
solution®®

Py — % (k=0), (17a)
P — (kv—k?k (k # 0). (17b)

Substituting eqn (17b) into (15a) yields

aVk 1 An
— 47’ VKV, F(I—-kk), (k+#0 18
T ARV = SFI k), (k£ 0) (18
where k = k/k.
Using standard methods for ordinary differential equations,
eqn (18) is solved and the solution is substituted into eqn

(11a) to obtain the Fourier representation of the velocity field

v(t r) B V Z —Zm (k-r) @ omiler)
R 475;1 VY nV < k*

k#0

+E s, —vvsy)
am 1 2f-

(19)

Inspection of eqn (19) reveals that the bracketed term in the
first line of this equation is exactly the result obtained by
Hasimoto®® and corresponds to the steady-state solution of the
velocity field. Furthermore, we separated the zeroth Fourier
mode V, and the k # 0 modes since, as demonstrated in the
following sections, obtaining the real-space velocity field con-
tribution for these two cases requires different methods. Note
that the contribution of the k # 0 modes is given by the follow-
ing functions:

-1 e—Zm’(k-r)—4nZl/k2t
5, - Ly (200)

Y = k?
1 e*Zni(k~r)747t2ukzt
Wik

These scalar functions provide a representation more amen-
able to the integral and Ewald transformations utilized to find
a real-space solution.

12730 | Nanoscale, 2025,17,12727-12737
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The last step to find a solution is to invert the Fourier space
solution to real space. It is instructive to first consider the
inversion method used for the steady-state limit. Hasimoto®®
inverted the steady-state solution by using an integral trans-
form in combination with Ewald’s theta transformation and a
Taylor expansion in the limit 7/L — 0. The first line of eqn (19)
exactly matches Hasimoto’s Fourier space solution and has a
known real-space representation. Our main concern is thus
inverting the functions defined in eqn (20) and finding the
zeroth mode V,. To invert S; and S,, we follow a similar
method to that of Hasimoto. An integral transform is used to
replace the k™% and k~* terms in eqn (20). Afterwards, Ewald’s
theta transformation is used by treating time as a constant and
carrying out the transformation with respect to the spatial vari-
ables. The result is Taylor expanded in the limit 7/L — 0, and
only terms of order O(L™!) are retained. The necessary math-
ematical manipulations are outlined in Appendix B for the
interested reader.

Using these results, we arrive at the solution:

(t,r) = V0+8im7. {(”r") (1—Erf[m]>+

1 1 s Anvt (21)
N v L)
(L% + 4mut) L (L? + 4mut)

+ % [C—c—B(t) +A()]T}.

The scalar ¢ and tensor C = CI were originally defined by
Hasimoto®® (see also Appendix C of this work), and the scalar
B(t)I are defined in Appendix B. These
quantities depend on quickly converging sums over the other
particles in the periodic array. In Appendix C, it is shown that

¢ =2.8373,and C = CI = 0.9148I. (22)

In the same Appendix, A(¢) and B(t) are evaluated numeri-
cally. The tensor B(t) simplifies to the form

B =B, (23)

and values of A(t) and B(t¢) for different times are given in
Tables 1 and 2, respectively.

Note that while the Fourier expansion of eqn (11a) is valid
for all position vectors r, the inverted solution in eqn (21) is
only valid for regions near an arbitrary point particle (i.e., at
distances r < L within an arbitrary unit cell). This is because,
although the inversion accounts for the contribution from all

Table 1 Numerical values of A(t) rounded to four decimal places

vtla® A(t)

1 2.8373
10 2.8355
20 2.8303
100 2.7055
10 000 2.7605
1000 000 3.0000

This journal is © The Royal Society of Chemistry 2025
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Table 2 Numerical values of B(t). All values are rounded to four
decimal places

vtja® B(t)

1 0.9225
10 0.9862
20 1.0468
100 1.2593
10000 0.9988
1000000 1.0000

the Fourier modes, it is developed using a Taylor expansion in
the limit < L and in a coordinate system with a test point par-
ticle at the origin. It is also useful to inspect eqn (21). The
bracketed term in eqn (21) satisfies the initial condition of eqn
(16) as t — 0. Note also that, similar to the problem considered
in section 3.1, the viscous penetration depth I = (4v¢)"? is an
important characteristic length. Further inspection of eqn (21)
reveals that in the limit L —» oo, i.e., in the limit of an isolated
point particle, the bracketed term recovers eqn (9) to leading
order. However, as t—oco, Hasimoto’s steady-state solution is
not recovered. As shown in the next section, the approach to
the steady state is a singular limit which requires careful treat-
ment of the V, term.

3.2.2 Matched asymptotic expansion and the approach to
the steady state. As the start-up flow approaches the steady
state, the divergence of two lengths must be considered. The
first is the viscous penetration length [, which diverges as the
steady state is approached and momentum diffuses through
the entire system. The second is the length scale of the
kth Fourier mode, k*. The zeroth mode, k = 0, corresponds to
k' — oo and can be interpreted as the velocity field contri-
bution arising from particles that are infinitely far from the
test particle. The presence of two diverging length scales is
one of the hallmarks of singular limits.*” To obtain a solution,
we thus use matched asymptotic expansions and treate eqn
(21) as the solution to the “inner” problem in time (i.e., the
solution at early times). In this section, we find a solution to
the “outer” problem, i.e., the approach to the steady state at
long times.

First, it is useful to make eqn (15a) dimensionless by defin-
ing the normalized variables of

vpU -
Pk:p_Ph

Vi = UVy, P

t =i, F=UjLF,  (24)
where time has been normalized by the time of the viscous
penetration length 7; = */v and pressure with a viscous scaling
where the length scale of interest is [. Furthermore, we define

two additional time scales of interest,

2

L
Tk andr, = —, (25)
v

~ a2

which correspond to the time it takes momentum to diffuse
over length k™' and L, respectively. Note that the time scales 7,
7 and 7y, have different interpretations. At time 7;, momentum

This journal is © The Royal Society of Chemistry 2025
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has diffused a distance [ and regions a distance </ to a test par-
ticle have reached the steady state. In contrast, 7; is the time
required for Fourier space contributions associated with mode
k™" to reach the steady state. This time is thus most meaning-
ful when compared to 7;. If 7; < 7;, Fourier space contributions
with modes k™' < [ have reached the steady state. The time 7,
has a similar interpretation to 7, and if 7, < 7;, regions a dis-
tance L to a test particle have reached the steady state.
Substituting these quantities into the governing equation and
rearranging we obtain

-~V =——P+—F (26)
1

Eqn (26) demonstrates why the problem is singular. The
flow reaches the steady state when momentum has propa-
gated throughout the system, ie., in the limit 7; — oo,
which would eliminate the differential term in eqn (26). To
model the approach to the steady state, we consider the
limit 7;/r; <« 1, which defines the small parameter ¢ = 7;/z;.
Furthermore, the stretched time variable T = f{/e is
defined. Substituting these quantities and taking the limit
as k — 0 gives

o0y Po+ 2 F (27)
_20 o= e o

BT 0 0 . )

where 7.0 = 7, is a characteristic time determining the

approach to the steady state. Neglecting the O(e) term in eqn
(27) yields an initial value problem solved by

7o —t/7
Vo=——7=F1—¢e /7). 28
o=k ) (28)
The characteristic time 7, is determined by substituting V;
into eqn (21) and matching the inner and outer solutions.
This procedure yields the characteristic time scale

LZ

= (29)

To
The V, contribution is interpreted as a back flow arising
from particles in the periodic array that are infinitely far from
the origin. This back flow develops towards the steady state
simultaneously with the local “inner” flow around the test
sphere.
The uniform solution that incorporates both inner and
outer problems is

F I+7F r
e ) ] 2]
—%(1 - e‘“‘”/”>1+ 2<(L2—|—417wt)1/2 —2)1 (30)

+ 2FF ((mﬁfyt)s“) + % [C — ¢ — B(t) +A(t)]1}.

Eqn (30) recovers Hasimoto’s steady-state solution in
the limitt — oo, as expected. It also yields the Green’s

Nanoscale, 2025,17,12727-12737 | 12731
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function for the unsteady start-up flow in a periodic o L o
Aty o6 Y p P D= 1atw =\ / b)
NAMM /72N
Az -
1 I+ Ff r 1\\{\\ NN
st =gl (557) (1| ] =
v B —ul
AR NN .
2 . 1 1 7NN
1t/ g 4o — | f (31) /1N RONNN s
L ¢ * 2 12, 771 WS /) DANNNN
(L? + 4mut) // //”\\\\\\ .///4“ j\l\\\\\
W PHPAN=Z/TN ,
an 4nvt 2 L ]
+ 2FF —3/2 += [C —Cc— B(t) +A(t)}l X 10 s 0 5 10 ~10 s o 5 10
(I? + 4mut) L N S — :
o) t=20a' AN [/ d) =102 T
. . . . . s IS /// e T g
. Thl.S result is comprised of an Oseen tensor contribution 5 \\\\\\\\M// ///é'// o 5 Q\\\\\\\\l\\\\\ ;/://52 /; 2
(first line of eqn (31)) and L-dependent terms that represent the \i\\\iix\\\\?:%% = NN
. . . . ~I [ - IO
flow induced by the periodic array. Note also that the velocity NN =

yla

field solution represents the flow profile in a single unit cell and,

since periodic array particles are indistinguishable, this is

sufficient to fully specify the flow profile. Furthermore, it is

instructive to compare the isolated point force solution of eqn

(10) to the periodic array solution of eqn (31). Most notably, I ° : © R ° :

taking the limit L — oo of eqn (31) reveals that the solutions are e xla

in agreement to O(l/r). However, the periodic array solution Fig.1 Streamlines for the velocity field of an isolated particle at the

does not recover the 0(1/r3) term in eqn [10), a consequence of oriqin. The external force is applied at t = 0 and points .in the gositive

retaining only O(1/r) terms in the Taylor expansion. Although x-direction. The plots (a.), (b, (c), and (d) correspon d to times ta°/v = 4,
] . K K X 10, 20, and 100, respectively, after the force is applied.

higher order corrections can be systematically incorporated into

eqn (31), they are not expected to change the conclusions of this

work and are thus left as a topic of future study.

a) ol 2,—\\ Wy ‘):b)m:‘ o »‘f\‘\‘\‘ /
=1 1 = 2y {/ N ! /

A IRNC)/
NN AR /2

, , < N\\Wowr 7z SN\Tz~

4 Discussion PR N N —
To obtain qualitative insight into how the flow develops toward a %?;§§R§§ :;i?; ;j//;;\\\s\ii:\s:

: : Y IMSHOINNNIEYZ 77/ 2NN

steady state for isolated nanoparticles, we used eqn (9) to plot the ////// [ H\‘\\\\\;/ /}1/} \\l \\\k\\ ] ///4// ////@}\\\\\\Q N
streamlines of the fluid. For clarity, we plotted the streamlines in By / l/ {‘\\\&\E/;{/ / ) ,l\| Wi /7//// / { {r\(\\\;/)}ll; \\§\§\\\\
the xy-plane for a particle acted upon by a force vector F pointing = 5 5 s o o 5 s . =

along the positive x-direction. Fig. 1a-d show the streamlines at

i 2 - i i 1,77/ Q) T e=100a2\[(\NY1)7 /)
times tv/a® = 1, 10, 20, and 100, respectively, for a particle located  ¢©) ! 1117 ) a \\\‘\\\ W /// / ;//

at the origin. All distances have been normalized by the particle . Q\Q\t\\\\\l\\\‘\\ix\gj/ﬁ//%f////ﬁ//é Td QQQ\QS%\\\&:?;/Z;//Z////////C
radius g, and time has been normalized by the time it takes :Ei\\\\\ti\\\g;///é/j//;:/// — Q§§§\§§§zé;%%
momentum to diffuse a distance equal to the particle radius a*/v. s . ~3§§\\:\§%§%’E//—'—i 1ol ":\%%\\;\Q{f_:%fi
The V}scous penetration depth.l = (4ut)"? proYldes an e§t1mate of ngm\ss\ 1 /:;//{Z%/f\i\\?\iié\s‘
the distance between the particle and the axis of rotation of the - /j//////@é:\\‘\\\\\\§\\§\ 1 s //ﬁ/ffg’/féé\%s& N N
vortex, e.g., for tv/a® = 1, the vortex is estimated to be a distance ;/?7/ ///(’@l\\\\\\\\\\\\\\\ | ///77/777/?8\\§\\\\:\‘\§§
lla = 2 in agreement with Fig. 1a. Similar vortex flow patterns o / 7/ (‘\\?” e W 1o /// / / ! m‘ \“‘\‘\'“\‘\\\
occur in oscillatory unsteady Stokes flows,'®'”'® but the vortex c T ’ A "

distance is determined by the frequency-dependent penetration
depth I, ~ (v/w)"* and is constant at a given frequency. In con-
trast to oscillatory flows, start-up flows result in vortices whose

Fig. 2 Streamlines for the velocity field of a test particle located at the
origin and part of a periodic array with simple cubic symmetry and a unit
cell size L/a = 50. The external force is applied at t = 0 and points in the
distance to the particle increases diffusively, i.e. proportional to  positive x-direction. The plots (a), (b), (c), and (d) correspond to times

2. The steady state is reached as [ — oo and the vortex moves ta®/v =1, 10, 20, and 100, respectively, after the force is applied.
infinitely far from the particle.
In Fig. 2, eqn (30) is used to plot the streamlines of a test

particle located at the origin and part of a periodic array of ¢ = 0. The streamlines at times tv/a® = 1, 10, 20, and 100 are
identical particles. The periodic array has simple cubic sym- plotted in Fig. 2a-d, respectively. Similar to Fig. 1, the stream-
metry and a cell size L/a = 50. For clarity, the streamlines are lines demonstrate that inertia results in vortex flows located at
plotted in the xy-plane for an object acted upon by a force a distance approximately equal to the viscous penetration
vector F pointing along the positive x-direction and applied at depth /. Note that we have used the same normalization as in
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Fig. 1. The long characteristic time of the back flow delays the
approach to the steady state in periodic arrays as compared to
isolated particles. This is reflected qualitatively in Fig. 2, where
for each snapshot in time, the vortex flows are observed to be
closer to the origin than the corresponding snapshot in Fig. 1.

The flow induced by microscopic particles can be measured
in experiments using an approach similar to two-point micro-
rheology,*® where displacement correlations between a widely
separated pair of particles are connected to the unknown fluid
viscoelasticity and the velocity field Green’s function via a fluc-
tuation—-dissipation relation. In contrast to two-point micro-
rheology, measuring the flow is achieved by using a fluid of
known viscoelastic properties and treating the velocity field
Green’s function as an unknown function. Using this strategy,
the projection of the velocity field Green’s function in direc-
tions along'”*° and perpendicular'” to the line connecting the
center of two probe particles has been measured in unsteady
oscillatory flow. The start-up flow of nanoparticles could be
measured using a similar strategy, by tracking displacements
of passively diffusing nanoparticles and computing their dis-
placement correlations in the time domain. The normalized
displacement correlations are predicted by the Green’s func-
tions in eqn (10) and (31) for the case of an isolated particle
and a particle in a periodic array, respectively.

To predict the start-up flow pair correlations along and per-
pendicular to the line of centers between two widely separated
particles, we consider a spherical coordinate system with a test
particle at the origin and project the Green’s function Ji(t, r)
from eqn (10) onto directions along and perpendicular to a
radial unit vector 7. Note that the fundamental solution is
spherically symmetric, and these two projections are sufficient
to fully specify the tensor. The projections along and perpen-
dicular to # are plotted in Fig. 3a and b, respectively, as a func-
tion of distance normalized by the particle radius r/a. Fig. 3a
and b show the projections in a linear-log plot, and the insets
in each figure show the absolute value of the same curve in a
log-log plot. Solid curves of different colors correspond to
different times and, as shown in the legend, the black dash-
dotted curve corresponds to the steady-state solution and the
dashed red line marks the value zero across the horizontal
axis.

As demonstrated in Fig. 3, a force applied along a radial
direction 7 will induce a flow that is similar to the steady-state
flow at distances r < [, making it proportional to 1/r at these
shorter distances. At distances r > [, the flow has a decay pro-
portional to 1/7° (see the inset figure), reflecting the vortex flow
pattern that arises at these larger distances. As [ increases with
time, the region where the flow decays as 1/ moves farther
from the object, with the steady state corresponding to the
limit where the distance of this region to the particle is infi-
nite. For the perpendicular component, the effect of the vortex
flow is more pronounced. At distances r < [, the flow is similar
to the steady-state flow and is proportional to 1/r. However, at
distances r > [, the projection not only decays proportional to
1/r* but is also negative, meaning that the flow is in the direc-
tion opposite to the forcing. The region where the flow

This journal is © The Royal Society of Chemistry 2025
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Fig. 3 Projections of the start-up flow Green'’s function (a) along and
(b) perpendicular to the radial direction. Due to the spherical symmetry
of the solution, these projections are sufficient to specify the tensor.

opposes the force moves farther as the time increases, and its
distance to the particle is infinite at steady state.

Experimentally, particles can be arranged into ordered array
patterns by utilizing optical traps."? This strategy could be used to
create a periodic array of spheres with simple cubic cell symmetry.
To measure the startup flow induced by a periodic array of
simple cubic symmetry, a passive tracer particle can be allowed to
diffuse through the periodic array and pair correlations between
the tracer and a test particle in the array measured. Pair corre-
lations along (perpendicular to) the line of centers between the
tracer and the test particle are predicted by the projection of eqn
(31) in a direction along (perpendicular to) a radial vector #. Note
that, in principle, the shape of the unit cell can result in devi-
ations from the spherical symmetry that are quantified by the
tensors C and B(t). Here, the simple cubic symmetry results in
these tensors being isotropic (see Appendix C). The projection of
eqn (31) in directions longitudinal and perpendicular to a radial
vector # are shown in Fig. 4a and b, respectively. Fig. 4a shows
that for distances r < [, the ~dependence of the longitudinal pro-
jection is similar to the steady-state dependence. In contrast to
the case of an isolated object, the projection becomes negative at
distances r > [, reflecting the back flow from the periodic array.
Similar qualitative behaviors are observed for the perpendicular
component in Fig. 4b, with the lower magnitude of the projection
reflecting the flow is weaker in this direction.
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Fig. 4 Projections of the start-up flow Green's function (a) along and
(b) perpendicular to a test particle in a periodic array. The array has
simple cubic cell symmetry and a unit cell size L/a = 50. Due to the
spherical symmetry of eqn (31), these two components are sufficient to
specify the tensor.

4.1 Start-up flow in experimental measurements

To use the above theoretical results in the interpretation of
experiments, it is useful to first determine the time scales of
interest. Fluid motion has been determined using a quasi-steady
approximation for the pressure field, which propagates at the
speed of sound. The results are thus valid for times longer than
the time it takes sound to propagate through the system. The
speed of sound can be estimated as (K/p)"?, where K; is the bulk
modulus. Taking water at 25 °C as an example, with K = 2.2 x
10° Pa and p = 1000 kg m™>, the speed of sound travels a distance
of 10 pm in ~6 ns. The quasi-steady pressure assumption is thus
not very restrictive when determining the start-up flow of nano-
scale or micron-scale particles.

The predicted unsteady start-up flows can be measured
experimentally with an approach similar to two-point micro-
rheology.*® In this method, the Brownian motion of a pair of
nanoparticles is tracked. The correlation between the particle
displacements is quantified by a “pair-diffusion” tensor D(¢,
)pair, Which is connected to the induced flow using the fluctu-
ation-dissipation theorem.> This results in the relationship

D(t,r) ...~ kTJ(t,r), (32)

pair

which describes the correlation between two widely separated
particles. By measuring the pair diffusion tensor as a function
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of time and particle separation distance, the Green’s function
for the unsteady flow can be extracted. Such fluctuation-dissi-
pation relations are valid for times longer than the
inertial relaxation time of the particle, which is estimated as
Tinertia & VnpPnp/an with particle volume V;,, and density py,,.
For a spherical silica nanoparticle with a radius a = 0.580 pm
(Vap ~ 0.8 pm® and p ~ 2634 kg m™°) in water at 25 °C (7 = 0.89
x 107 Pa), the inertial time is tineria ~ 4 ps. The viscous
penetration depth at these times is 2 pm, ie., it is comparable
to the particle size. Using widely separated particles, with the
center-to-center distance significantly larger than their size,
would provide a suitable system to measure the unsteady
flow. Indeed, Atakhorrami et al'” conducted similar
experiments using silica particles of this size and measured
the frequency-dependent unsteady Stokes flow using a custom-
built inverted microscope. A more elaborate set up could trap
particles in an array while leaving a freely diffusing tracer
particle. Correlations between the tracer particle and the
array fixed particles would provide a means to measure the
unsteady flow.

5 Conclusions

In this work, fundamental solutions modeling point particles
are used to provide insight into the start-up flow of isolated
nanoscale particles and their periodic arrays. Similar to oscil-
latory unsteady Stokes flows, fluid inertia leads to vortex flow
patterns whose distance to the particle can be estimated from
the viscous penetration length. However, in start-up flows, the
vortex distance to the particle increases as momentum
diffuses, and the steady state is reached in the limit where the
distance is infinite, i.e., in the limit [ = (4v¢)"* - 0. For iso-
lated spheres, the flow is proportional to 1/r at distance r < [,
while at distances r > [, it is proportional to 1/r. The faster
decay at larger distances reflects the inertial vortex flows. In
periodic arrays, the flow induced by a nanoparticle at the
origin develops simultaneously to a back flow arising from the
other particles in the infinite array. The characteristic time
scale of the unsteady back flow, 7, = L*/(4nvt), corresponds to
the time it takes momentum to diffuse over a distance on the
order of the unit cell size L. The back flow relaxes on a longer
time scale than the local flow around a test particle, leading to
a longer time-dependent flow regime as compared to that of
an isolated particle.

Experimentally, oscillatory flows have been measured as a
function of frequency'”*° by using widely separated pairs of
particles. A similar strategy could be used to measure start-up
flows, by tracking a pair of widely separated particles with
enough temporal resolution to compute pair correlations in
the unsteady flow regime. The temporal resolution required is
dependent of the particle size and viscosity of the solvent. For
example, as discussed in section 4.1, for a particle with radius
a = 0.580 pm in aqueous solution, this requires temporal
resolution on the order of hundreds of nanoseconds to micro-
seconds. For particles in periodic arrays, a similar strategy can
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be used to measure start-up flows experimentally. A group of
widely separated particles can be held in a periodic arrange-
ment with simple cubic symmetry using optical tweezers.
Computing displacement correlations between a freely
diffusing tracer and a nearby particle belonging to the array
could measure the start-up flow.

Fundamental solutions provide insight into general features
that are independent of particle shape or boundary conditions.
The solutions derived in this work can thus be used to esti-
mate the effect of start-up flows in a range of nanoparticle
systems, such as nanoparticles acted on by external fields,
swimming microorganisms, and porous materials. Future
work can use singularity methods to compute the effect of par-
ticle size and the time-dependent start-up flow drag-force
acting on isolated particles and particles in a periodic array.
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A. Time integration of the Green's
function for an impulse force

To obtain the Green’s function for the start-up flow of an iso-
lated particle, we carry out the integration in eqn (7).

Substitution of eqn (8) into (7) and integrating over the vari-
able ¢’ yields the result

Vi - I-f# 1-Erf(— +
50 (8 r (avt)'/?

i (33)
- ) Ll/r(_;“) fEf<W)] }
where I is the upper incomplete gamma function
I'(p,q) = Jm #le 7dg. (34)
q

Using integration by parts and eqn (34), we can derive the

identity

B S a W W OO ey U P S

(2nl/2r)" \ 2 'dwt) w122 2r (at)?) |
(35)

Substituting this identity in eqn (33) and rearranging yields
eqn (9) as the solution.
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B. Integral transforms and Ewald'’s
theta transformation

To invert the spatial Fourier transform representations in eqn
(20), we seek a representation of the velocity that is a function
of the distance to the test particle at the origin, and for which
the k-space contribution is at most a constant. The first step is
to define the auxiliary function

7 2 2
e—2m(k~r) —4an?uk?t

k#0

Note that this auxiliary function with m = 1, 2 is related to
eqn (20a) and (20b), respectively. We use the integral represen-
tation of k™" to rearrange eqn (36) into

7 2 2
e—Zm(k-r) —4An?uk*t

f2m

_ * —nk?p—2mi(k-r)—An*vk®t sm—1
= e prdp 37
I(m) ,;0 J 0 (37)

m

I 0 2 i 2,12
_ ﬁmfl eﬂtk p—2ni(k-r)—an’vk®t _ 1 dﬂ
I'(m) Jo kZ:;

This integral is now split into two integrations. The first
integration is taken from 0 to a moderate constant, set to L?,
and the second is taken from L®> to oo. Ewald’s theta
transformation

V ()’
Z e pramt , (38)

Z e—nkz [p+anvt]—2mi(ker) _

T B+ ami** 4
is applied to the first integration to eliminate the k depen-
dence in the exponential term. The key to this approach is
treating time as a constant in eqn (38), justified from the fact
that the transformation is with respect to the spatial coordi-
nates and their Fourier representation. The resulting
expression for oy, is

a(r—ry)” 2

" . Z JLZ ﬂm71 = 1 o
P, S — R S T N
" r(m) = Jo [p+ 4w m

3|

k#0

’ (39)

Jw ﬁmfl efﬂ:kzﬂdﬁ:| 6721|:i(k-r)—4r:2bk2t } )

12

At this stage, it is useful to introduce the substitutions f =
L*/¢ — 4mut and B = L*¢ to the first and second integrals of eqn
(39), respectively. This converts oy, into

n=0

P o 32 a(r — rn)z
Om = r(m) {V(LZ) Z,mel‘l/z L% 4mut, ——

_ l + Z bt (nLZkZ)eZni(k»r)szth} ,

m =0
(40)
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where the functions ¥, , and ¢, have been defined as

LZ
It 1 4mwt\’ 1\
¥, (L, amut, x) = r ; (E - %) (E) e¥ds,  (41a)

L?>+4nvt
d)y(x) = Jm e ®de. (41Db)
1

We now use eqn (40-41b) to evaluate the functions S;
and VVS,. To obtain the fundamental solution, we expand the
result in a Taylor series around r/L — 0 and truncate it to
leading order. The resulting equations are

S = “Erf| " 2 +2 140 (a2a)
T (@] @2 rawe)? LL

1 r 1 1
VVS, =I| ——Erf 7|t T
2r (4vt) (I? + 4mut) L

(42b)
Y e S 1P
2r | (awt)? | (12 +amn)??) L
where the time-dependent scalar A(¢) is defined as
A(t) —3_ Z ¢0 (ankz)efnkz(un)
k#0 (43)
2
=Y Yo (LZ, amt, — nrg )
n#0 L
and the time-dependent tensor B(t) is
B—1— L2 Z Kk, (ank2>e—nk2(4nut)
k#0
1 nry,?
— E; {15"1?,1 P (LZ, 4mut, ——Lg ) (44)
n

2R, T 7,2
- LZ 2V s (LZ, 4mut, — L’; )}

C. Numerical evaluation of ¢, C, A(t),
and B(t)

In this section, the values of the numerical computation of c,
C, A(t) and B(t) are discussed. The quantities are reported
rounded to four decimal places and all summations are trun-
cated to index values that satisfy 0 < |n;| < 2. Furthermore, due
to the cubic symmetry of the problem, off-diagonal
elements of the tensors C and B(t) are zero and they can be
expressed as C = CI and B(t) = B(t)I, respectively. Therefore, for
these quantities, the problem is reduced to finding the scalars
C and B(t).

Ref. 36 reports the definition of ¢ and C. Here, by setting
a = L? in the definition of ref. 36, we arrive at

c=3- Z‘/’—l/z (%) - Zﬁbo(ﬂszz)v (45)

n#0 k+#0
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X0 N o nr,?
- L2 ¢1/2 LZ

1 I
c :Ifaz [145_1/2 (TtL—Z)

n#0 (46)
— x> kke, (rL*K?).
k+#0
Furthermore, ref. 36 reports the value of ¢ as
¢ = 2.8373. (47)

This result is reproduced by evaluating the summation
truncated to index values of 0 <|n;| < 2. Although the defi-
nition of C is reported in ref. 36, the numerical value of the
scalar C is not reported. By evaluating the sums, it is found
that

C=0.9148. (48)

For the scalar A(¢) defined by eqn (43), the summations are
evaluated for times vt/a* = 1, 10, 20, 10, 10* and 10° The
results are reported in Table 1.

Evaluating the sums in eqn (44) yields the values reported
in Table 2 for the scalar B(t).
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