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g affinity predictions through
efficient sampling with a re-engineered BAR
method: a test on GPCR targets†

Minkyu Kim,a Jian Jeong,a Donghwan Kim,c Sangbae Lee*c and Art E. Cho *ab

Computational approaches for predicting the binding affinity of ligand–receptor complex structures often

fail to validate experimental results satisfactorily due to insufficient sampling. To address these challenges,

recent emphasis has been placed on the re-sampling of new trajectories. In this study, we propose

a simulation protocol that achieves efficient sampling by re-engineering the widely used Bennett

acceptance ratio (BAR) method as a representative approach. We tested its efficacy across various

membrane protein targets, including G-protein coupled receptors (GPCRs) with diverse structural

landscapes and experimentally validated binding affinities, to verify its efficient applicability.

Subsequently, using BAR-based binding free energy calculations, we confirmed correlations with

experimental data, demonstrating the validity and performance of this computational approach.
Introduction

In modern small-molecule drug discovery, various computa-
tional methods have emerged to predict the binding affinity
between ligands and target receptors. The binding affinity is
directly correlated with the inhibition of the target receptor
activities and is generally categorized as either competitive
inhibition via orthosteric binding or non-competitive inhibition
via allosteric binding. These inhibition levels are quantitatively
expressed by the inhibition equilibrium constants (Ki) or the
half-maximal inhibitory concentrations (IC50). Within the
context of competitive inhibition, numerous computational
approaches are being developed to theoretically estimate
binding affinity through thermodynamic functions, with the
aim of substituting experimentally determined inhibition data.
However, the accuracy of such computational predictions has
not yet reached a satisfactory level. A variety of in silicomethods
have been utilized to estimate binding free energies, including
the LIE (Linear Interaction Energy) method1 that focuses on
simple endpoint energies, implicit solvent approaches such as
the MM-P(/G)BSA (Molecular Mechanics Poisson–Boltzmann/
Generalized Born Surface Area) method2,3 utilizing dielectric
constants, and alchemical perturbation methods such as FEP
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(Free Energy Perturbation),4,5 TI (Thermodynamic Integra-
tion),6,7 and BAR (Bennett Acceptance Ratio).8–11

In binding free energy calculations, the use of an explicit water
model for soluble proteins or a membrane model for membrane
proteins generally provides higher accuracy than the use of
implicit solvent models, which are oen employed for computa-
tional convenience. However, incorporating explicit solvent or
membrane systems signicantly increases the computational
cost. This is because the inclusion of solvent components such as
water molecules or lipid bilayers requires extensive equilibration
steps during molecular dynamics simulations to ensure the
stability of both the solute (e.g., protein) and the newly introduced
solvent environment. Additionally, since binding free energy is
a state function, a technical challenge arises in controlling the
energy transitions between the initial and nal states. To over-
come this, the perturbation range must be nely divided, neces-
sitating the use of multiple intermediate states represented by
scaling factors known as lambda (l) values. In binding free energy
calculations, an explicit water model for soluble proteins or
a bilayer membrane model for membrane proteins provides
greater accuracy compared to using an implicit solvent model for
convenience. However, accounting for explicit water or
membrane environments requires substantial computational
cost, as the presence of solvent components such as water or
lipids necessitates an equilibration phase in molecular dynamics
to ensure the stability of both the solute (typically the protein) and
the solvent. In addition, there is a technical challenge in setting
the perturbation range to be sufficiently small to overcome the
energy transitions between the initial and nal states, which are
used in calculating binding free energy (a type of state function).
To address this, scaling factors denoted as lambda states (l) must
be considered across multiple intermediate steps.
© 2025 The Author(s). Published by the Royal Society of Chemistry

http://crossmark.crossref.org/dialog/?doi=10.1039/d5sc01030f&domain=pdf&date_stamp=2025-06-24
http://orcid.org/0000-0003-2309-0144
https://doi.org/10.1039/d5sc01030f
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5sc01030f
https://rsc.66557.net/en/journals/journal/SC
https://rsc.66557.net/en/journals/journal/SC?issueid=SC016025


Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

1 
 2

02
5.

 D
ow

nl
oa

de
d 

on
 2

1/
07

/2
5 

00
:4

4:
47

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
The conventional molecular dynamics (MD) binding free
energy calculations are based on the nal-state structures.
However, when both the forward and backward transitions
involve high energy levels, the accuracy of this approach
becomes uncertain. To overcome such high energy barriers,
alternative methods such as metadynamics with local elevation
umbrella sampling12,13 or MM-P(/G)BSA approaches using an
implicit solvent environment2,3 are sometimes considered.
Nonetheless, these methods also suffer from limitations in
accurately predicting binding affinity due to the overly simpli-
ed Hamiltonian denition used in their formulations.

In addition, conventional MD simulations that rely on xed
atomic charges or non-polarizable models are limited in their
ability to capture charge redistribution, which restricts their
accuracy in precise free energy estimations. Although quantum
mechanical approaches, such as those based on density func-
tional theory (DFT),14–16 have traditionally been used to predict
binding affinities, they are not optimal in terms of computa-
tional speed and cost. To address these limitations, alchemical
methods such as LIE, FEP, and BAR have regained attention, as
they offer improved correlations with experimental binding
affinities while maintaining a more favourable balance between
accuracy and efficiency. Among these, we selected the BAR
method for its superior predictive performance in correlating
with experimental data. Considering the trade-off between
computational cost and the precision of energy estimation, we
adapted the classical BAR algorithm as the core of a binding
energy calculation module optimized for membrane proteins.
By incorporating custom code modications, we developed
a BAR-based algorithm tailored specically to GPCR systems.
The detailed implementation and modications of this algo-
rithm are described in the Methods section.

The G protein-coupled receptor (GPCR) superfamily,
composed of seven transmembrane domains, represents the
largest group of eukaryotic membrane proteins,17–19 and plays
a critical role in intercellular signal transduction. Ligand devel-
opment targeting GPCRs has had a profound impact on human
health, and as of 2022, approximately 34% of all approved drugs
are associated with GPCR targets, underscoring their central role
in drug discovery and therapeutic strategies.20 In this study, we
performed binding free energy calculations for representative
GPCRs reported in the literature and compared the results with
experimentally measured orthosteric binding affinities obtained
through competitive inhibition assays. As detailed in the
Methods section, all calculations were conducted using a modi-
ed BAR algorithm specically adapted for membrane proteins,
and simulations were carried out using the GROMACS package.21

Notably, apart from the initial input data, the BAR algorithm is
not tied to a specic simulation engine and can be readily applied
to other widely used platforms such as CHARMM22 or AMBER.23

Results and discussion
Case 1. Selective agonists bound to b1AR in the inactive and
active states

GPCRs exist in an ensemble of multiple conformations that can
be selectively stabilized through the interactions of the
© 2025 The Author(s). Published by the Royal Society of Chemistry
signaling G-proteins and ligands at the orthosteric binding
site,24,25 and exhibit two distinct states from a pharmacological
perspective: an active state with high affinity for agonists in the
presence of G-proteins and an inactive state with low affinity for
agonists when G-proteins are absent.26–30 Warne et al. obtained
the structure of the active state of a beta 1 adrenergic receptor
(b1AR), including a nanobody (mimics of G protein), and
compared it to the inactive state with same ligand bound to
dene structural differences in the orthosteric binding site.31,32

All b1AR crystal structures to be studied as Case 1 in this study
are summarized in ESI Table S4.†

Using the same agonist complex structure bound simulta-
neously to the active and inactive state of b1AR, we predicted
ligand binding affinity using an in silico approach through MD
simulations and BAR binding free energy calculation. It showed
that the computational results were comparable in efficacy to
experimental approaches. For this purpose, the calculated
binding free energy values were compared with experimental
data (pKD) of eight b1ARs measured in active and inactive
receptor conformations.32

The structures of all four active state receptor complexes
exhibit the binding of a G-protein mimicking nanobody,
demonstrating a structural similarity with a Ca-RMSD of
approximately 0.2 to 0.3 Å (Fig. 1A). Ligands selected for binding
to the active state and inactive state include isoprenaline (full
agonist), salbutamol, and dobutamine (partial agonist), along
with cyanopindolol (weak partial agonist). The binding free
energy calculations using BAR energy showed that isoprenaline,
salbutamol, and dobutamine exhibited higher activity in the
active state, while cyanopindolol showed comparable affinity in
both the inactive and active states (Fig. 1C). The results by in
silico BAR calculations showed a signicant correlation with the
experimental pKD values, as evidenced by the high correlation
(R2 = 0.7893).

In the active state structure containing dobutamine and
salbutamol, N3106.55 exhibited the binding with ligand with
a population of over 50%, whereas the inactive state structure
did not, resulting in an increase in the volume of the ligand
binding pocket. Cyanopindolol bound b1ARs in both inactive
and active states showed similar affinities in both experimental
data and free energy calculations. Although they showed
different binding patterns, S2115.42, N3297.39, and D1213.32

residues in the inactive and active state structures are very
strongly bound to the ligand, indicating the rigidity of
cyanopindolol.

The difference in free energy between the inactive state and
active state is most pronounced with the full agonist isoprena-
line binding and minimal with the weak partial agonist cya-
nopindolol binding. In the case of isoprenaline binding, strong
binding of S2115.42 and S2155.46 of TM5 to the ligand in the
active state exhibited the largest effect of volume reduction of
the orthosteric binding pocket, while the hydrophobic residues
(F201ECL2, F3066.51, V1223.33, F3076.52) contributed equally to
both the active state and inactive state structures. The amino
acids of TM3, TM5, TM6, TM7, and ECL2 were involved in
stabilizing both inactive and active structures (dobutamine was
also involved in TM2), but no consistent pattern of structural
Chem. Sci., 2025, 16, 11280–11290 | 11281

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5sc01030f


Fig. 1 Structural representation of the agonist-bound b1AR complex. (A) The superimposition of the active state (gray color) of the b1AR-
nanobody complex with four agonists bound and corresponding inactive state (green color), as depicted in panel B. The structure of the
nanobody in the active state is highlighted in black. (B) The structures of four ligands co-crystallized with eight b1ARs. (C) Linear correlation
between the computational and experimental results of the binding free energies for four agonist-bound inactive (L) and active (H) states of b1AR.
See ESI Table S5† for numerical data on BAR binding free energies.
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changes between the inactive and active structures was
observed (Fig. 2). However, compared to the inactive state, the
ligand binding in the active state showed stronger polar inter-
action with the receptor. For example, in the case of isoprena-
line binding, residues S2115.42 and S2155.46 contributed
signicantly to the stability of the ligand in the inactive state,
but were less than 40% in the active state (ESI Table S6†).

The dynamics of the agonist in the orthosteric binding site
can also be evaluated to understand why the binding affinity
increases. To this end, we analyzed the agonist movement and
Fig. 2 Polar and nonpolar interactions in agonists bound to each b1AR in
the residues within the distance of 3.9 Å from the ligand and over th
considered. Van der Waals contacts are depicted with light blue rays an
geometry.

11282 | Chem. Sci., 2025, 16, 11280–11290
exibility within the receptor by calculating the spatial distri-
bution function (SDF) for specic atoms of the agonist during
whole MD simulations (ESI Fig. S2†). According to SDF analysis,
overall, the agonists bound to the inactive states of b1AR showed
a higher degree of movement than those bound to active states.
There appears to be much less movement of the salbutamol and
isoprenaline bound to GPCR in the active states, suggesting that
the orthosteric binding pockets are more compact, resulting in
tight ligand–GPCR contacts.
the inactive and active states, respectively. For the interaction analysis,
e 40% of an interaction population in the entire MD trajectory were
d hydrogen bonds were highlighted as red dotted lines with favorable

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Case 2. Mutation effect of A1AR and A2AAR receptors

Adenosine A1 and A2A receptors, members of the purinergic
family of GPCRs, participate in the regulation of various func-
tions, including cardiovascular, respiratory, renal, inamma-
tory, and central nervous system (CNS) activities.33 Cheng et al.34

reported the structure of the thermostabilized A1AR receptor
bound to the xanthine-based antagonist PSB36 at a resolution of
3.3 Å. They investigated the selectivity of A1AR through studies
involving wild-type and T270M mutant (M270T in A2AAR)
receptors bound to PSB36 and A2AAR. This allowed them to
compare the binding modes of xanthine-based ligands in A1AR
and A2AAR subtypes (Fig. 3C).

Binding free energy calculations were performed in this
study, akin to the b1AR case, to validate the experimental data of
mutagenesis in A1AR and A2AAR, and the results were compared
with Cheng et al.'s experimental ndings (Fig. 3D and E).
Experimental structures and Ki values for A1AR and A2AAR were
obtained from ref. 34. To compare experimental and calculated
correlations, experimental values were transformed into −log Ki

(pKi), and binding affinities were predicted using our BAR-based
free energy scheme. As seen in Fig. 3D and E, the ligand PSB36
was analyzed to be more selective for A1AR in both experimental
and calculated values, while the selectivity for A2AAR was pre-
dicted to be relatively low.

This is attributed to the initial orientation of the extracellular
loop in both A1AR and A2AAR. In A2AAR, the noradamantyl head
group of PSB36 is oriented toward the extracellular face,
Fig. 3 Comparison of binding modes of PSB36 bound to A1AR and A2AAR
ribbon). The PSB36 ligand in A1AR is represented with cyan carbon atoms,
2D structure of the PSB36 used in this study. (C) Competition binding exp
(D)–(E) Comparison of competition binding experiments (pKi) and bindin
mutant for A1AR and A2AAR. In particular, a detailed comparison of expe
experimental and computational pKi predictions highlighted in blue and y
energies.

© 2025 The Author(s). Published by the Royal Society of Chemistry
disrupting the formation of the salt bridge between E169 and
H264 (Fig. 3A). The reason is analyzed to be that, in A2AAR, the
butyl tail of PSB36 is surrounded by the hydrophobic area formed
by W2466.48 and N2536.55, preventing it from positioning more
deeply in the binding site compared to A1AR (ESI Fig. S3A†).

To elaborate further, compared to PSB36 bound to the wild-
type of A2AAR, the same ligand in A1AR of the wild-type
sequence shows more favorable (stable) interaction energy in
almost all residues, with the largest increases observed at N6.55

and L6.51. This can be explained by the “Velcro effect”, where the
increase in the binding energy between PSB36 and A1AR in the
wild-type is thought to be the result of overall multiple small
increases in the interaction energy around the ligand. In other
words, the number of ligand–receptor contacts in the PSB36–
A2AAR decreases, which increases the mobility of the agonist
and thus conversely decreases the binding free energy in the
ligand–GPCR complex.

Lastly, regarding the effect of mutations in adenosine
receptors, the methionine mutation in A1AR (T270M) decreased
the affinity, while the threonine mutation in A2AAR (M270T)
increased affinity (Fig. 3D and E). According to Cheng et al., the
bulky methionine in A2AAR, unlike threonine in A1AR, can cause
a steric clash with PSB36 in A2AAR. This is because ECL2 in A1AR
is located perpendicular to the membrane surface, whereas, in
A2AAR, it is parallel to the membrane surface, and also, the
extracellular half of TM7 in A2AAR is moved to the binding
pocket, where M270 binds the PSB ligand.
. (A) Superposition of PSB36 bound A1AR (blue ribbon) and A2AAR (pink
while the same ligand in A2AAR is shown with orange carbon atoms. (B)
eriments for wild-type andmutated A2A and A1 receptor bound PSB36.
g free energies (DG) of the wild type and T270M (A1AR)/M270T (A2AAR)
rimental and computational binding affinities is presented in (E), with
ellow colors. See ESI Table S6† for numerical data on BAR binding free

Chem. Sci., 2025, 16, 11280–11290 | 11283
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Table 1 Experimental affinity (pKi) and calculated free energy (DG, kcal
mol−1) data for the series of purine derivatives in radioligand binding
assays at human A1AR and A3AR40
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Case 3. Selectivity of the antagonist in A1AR over that of
A3AR

As mentioned in Case 2 above, natural agonists of A1AR are
gaining interest for their cardioprotective and cerebroprotective
properties, and are of particular interest as a potential treat-
ment for diabetes.35–38 On the other hand, A1AR antagonists
have been evaluated for their benecial roles as diuretics,
antihypertensive medications or in the control of heart failure,
allergy, and asthma, and may be used therapeutically.39

In Case 3, molecular modeling analysis and free energy
calculations were performed using SAR data40 based on the
crystal structure of human A1AR bound to a selective antagonist
(pdb code of 5UEN)41 to verify and correlate the structural
features of the purine base with the experiment, which shows
different binding affinities depending on its derivatives. To
verify the selectivity with experimentally found A1AR, we formed
a complex of the same ligand using human A3AR and compared
it with the same MD simulations and BAR binding free energy
calculation. However, since A3AR (pdb code of 1OEA) has been
removed from the current PDB entry, the structure was set up
using the available AlphaFold2 predicted structure from the
Uniprot website, and modeling was then performed using it.

Overall, the structure of A1AR was adopted to crystallize in an
inactive conformation, and the intracellular loop 1 (ICL1)
between transmembrane helices exhibited a similar form to
that of A3AR. Compared with A3AR, a prominent difference in
shape is observed in the orientation of extracellular loop 2
(ECL2) (Fig. 4). While ECL2 of A1AR exists perpendicularly to the
membrane plane, in A3AR, it adopts a conformation parallel to
the membrane surface (Fig. 4B). This phenomenon inuences
the volume of the binding site, causing the transmembrane
helices (TMs) in A3AR to shi inward, reducing the overall
Fig. 4 Comparison of ligand-binding sites in the A1AR crystal structure
and A3AR obtained by Alphafold2 prediction. (A) Overview of the A1AR
in complex with DU172 crystal structure. (B) and (C) Superimposition of
backbone ribbons of the A1AR structure in complex with PSB36 with
A3AR structure ((B) side view, (C) extracellular view).

11284 | Chem. Sci., 2025, 16, 11280–11290
volume. This provides a rationale for the ligand selectivity of
A1AR being dominant over A3AR (Fig. 4C).

To validate ligand selectivity of A1AR and A3AR by an in silico
approach, we obtained structure–activity relationship (SAR)
data for both types of adenosine receptors from ref. 40, and
performed BAR binding free energy calculations for A1AR and
A3AR, respectively, and compared them with experimental Ki

values. Each derivative ligand was structurally modeled in the
form of a receptor–ligand complex, and binding free energies
were calculated and compared with experimental values (Table
1). A set of compounds with pKi affinities of 7.0–8.6 and 4.9–6.5
for A1AR and A3AR, respectively, was extracted from ref. 40, and
binding free energy was calculated through MD simulations
under identical conditions to investigate selectivity.

As shown in Table 1 and Fig. 5, overall, A1AR predominantly
exhibited higher experiment-to-calculation ratios, while in
contrast, A3AR had lower values in both experimental and
calculated data (Fig. 5A, B and ESI Fig. S4†). For both A1AR and
A3AR, the calculated values showed signicantly higher corre-
lation with the experimental data (R2 = 0.7008 and 0.809). In
these cases, the 18th and 19th derivatives exhibited the highest
binding affinities toward A1AR and A3AR targets with a relative
difference of approximately 1 kcal mol−1 between them through
experimental and computational validations, which was
R R1

A1AR A3AR

pKi DG pKi DG

4 Et H 7.5 −16.1 5.2 −5.7
12 Me H 7.6 −15.4 4.9 −3.3
13 Pr H 7.0 −9.1 5.0 −4.9
14 Me cButyl 8.5 −19.4 — —
15 Et cButyl 8.2 −17.3 — —
16 Pr cButyl 7.8 −17.1 — —
17 Me cPentyl 8.6 −19.0 — —
18 Et cPentyl 8.4 −20.3 6.5 −8.0
19 Pr cPentyl 8.0 −19.4 6.1 −7.7
20 Me 3-THF 8.1 −15.8 5.2 −6.5
21 Et 3-THF 8.0 −14.7 5.8 −6.8
22 Pr 3-THF 7.6 −15.9 5.6 −6.9
23 Me cHexyl 8.2 −18.9 — —
24 Et cHexyl 8.0 −17.1 — —
25 Pr cHexyl 7.6 −17.5 — —
38 Ph-2-(CH3) 7.3 −12.5 — —
39 Ph-3-(CH3) 8.2 −18.1 — —
40 Ph-4-(CH3) 8.1 −17.7 — —
44 Ph-4-(F) 8.2 −18.5 — —
45 Ph-4-(OCH3) 7.8 −17.1 — —

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Molecular basis of adenosine receptors and binding free energy
calculations in A1AR and A3AR. (A) and (B) Correlation between
calculated binding free energies of A1AR (A) and A3AR ligands (B) and
experimental Ki values. The coefficient of determination (R2) is shown
in the figures as red. (C) and (D) Representative binding mode struc-
tures of the adenosine receptors bound to #18 in A1AR (C) and A3AR
(D). See Table 1 for numerical data on BAR binding free energies.

Fig. 6 Evaluation of the H264–E169 salt bridge using molecular dynam
orthosteric site accessibility between the A2AAR crystal structure bound t
calculation. The SAR structure (25d) with the salt bridge formed and a 3
magenta, respectively. (B) Measurement of theminimum distance betwee
the sidechain of E169 for all SAR data. (C) Comparison of experimental b
the SAR data used, and relative energy stabilities (DDG) from the 25d com
binding free energy DG for a total of 9 SAR data.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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revealed to have a strong hydrogen bond between the purine of
the ligand and N6.55 through structural analysis. Additionally,
the hydrophobic binding site of A1AR and A3AR is commonly
linked by F171ECL2/F168ECL2 and I2747.39/L2687.39. However,
unlike A3AR, A1AR is more strongly connected to the ligand,
primarily due to the additional hydrophobic contributions of
V873.32 and L2506.51.

The difference in the relative binding affinity of the 18th
derivatives with the best scores at A1AR and A3AR (−20.3 and
−8.0 kcal mol−1) was also observed through the movement of
each ligand (ESI Fig. S4†). In the same way as in Case 1, we
evaluated the movement of the nitrogen atoms in the ligand
over the entire MD trajectory. Our analysis showed that the
ligand in A1AR was less movable than that in A3AR, and
concluded that it had stronger contacts in A1AR and in A3AR at
the orthosteric binding site, contributing to its superior binding
affinity.
Case 4. Effect of salt bridge interaction on the binding affinity

A2AAR is recognized as a promising target in a wide range of
diseases, including ADHD (attention decit hyperactivity
disorder) and Parkinson's disease.42–45 Antagonism of A2AAR is
known to play a crucial role in immunotherapeutic treatment
for cancer.46 In recent studies on A2AAR, prominent features
ics followed by binding free energy calculation. (A) Difference in the
o ZMA and a SAR structure (25d) used in this study for BAR free energy
PWH crystal structure without a salt bridge were colored in cyan and
n the nitrogen atoms in the sidechain of H264 and the oxygen atoms in
inding affinity (Ki) with calculated BAR binding free energy results from
pound. (D) Linear correlation between experimental pKi and calculated
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inuencing the dissociation of the representative antagonist
ZMA241835 (ZMA) have been identied.47 One notable feature is
the salt bridge formed between E169 in extracellular loop 2
(ECL2) between TM4 and TM5, and H264 in extracellular loop 3
(ECL3) between TM6 and TM7. The signicance of the salt
bridge is based on the residence time of the ligand in the
binding site, which is also involved in the energy of the ligand
and target at the binding site. In other words, mutation of either
residue to break the salt bridge increases the dissociation rate
of the ligand, which has a signicant impact on the conserva-
tion of energy measurable in silico.

In this study, we observed the effect of salt bridges on the
A2AAR using 10 SAR compounds from the ref. 48 including two
ZMA-bound crystal structures (pdb of 3PWH and 3EML) by
performing MD simulations followed by BAR binding free
energy. As shown in Fig. 6A, ZMA bound to thermostabilized
A2AAR (pdb code of 3PWH) contains a total of six single muta-
tions (A54L2.52, K122A4.43, V239A6.41, R107A3.55, L202A5.63,
L235A6.37) that resulted in salt bridge disruption, whereas the
A2AAR structure crystallized in the wild-type sequences (pdb
code of 3EML) with the formation of a stable and rigid salt
bridge.

The MD simulations starting from the thermostabilized
A2AAR crystal structures bound to ZMA (pdb code of 3PWH)
(Fig. 6A and B) show that the salt bridges are broken and the
binding free energy was unstable (DG = −11.8 kcal mol−1),
while another crystal structure from the wild-type sequence of
A2AAR bound to ZMA (pdb code of 3EML) and a 25d complex
with lower energies exhibited long-lasting salt bridges. Espe-
cially, for the ZMA-bound complex structure in the wild-type
sequence, the stability of the salt bridge was predicted to be−35
kcal mol−1 in enthalpic contribution, whereas the complex with
the next most energetically stable compound 25d decreased in
strength by 3 kcal mol−1 (−32 kcal mol−1 of enthalpic contri-
bution) (see ESI Fig. S5† for the whole information). The other
derivatives such as 25b and 25c derivatives also demonstrated
31–33 kcal mol−1 of enthalpic energy increase and a corre-
sponding increase in the strength of the salt bridge compared to
ZMA-bound thermostabilized A2AAR. Moreover, there is
a substantial correlation between experimentally proven pKi

values and calculated binding free energy (R2= 0.7824 andMUE
= 1.87) (Fig. 6C and D). In general, this shows that binding free
energy predictions using the in silico BAR algorithm can be
utilized for experimental validation of unknown (new) deriva-
tives for GPCR targets.

As a complement to ligand binding affinity, we examined the
contribution of volume differences to ligand movement and
exibility through changes in the average volume of the ligand
binding site obtained from the overall MD simulations (ESI Fig.
S6†). Our results show that the average volume of the ZMA
ligand in the wild-type, 25d, and 11 derivatives remains similar
in A2AAR, but there is a signicant increase in the volume of 25a
and 25e bound A2AAR. Although the correlation between the
volume of the orthosteric binding site and the degree of ligand
mobility with the binding free energy cannot be answered, it has
been observed that the volume of ligands is reduced in
compounds with strong binding affinity.
11286 | Chem. Sci., 2025, 16, 11280–11290
Conclusions

As discussed by Mobley and Klimovic, unreliable binding free
energy predictions can have a signicant impact on even low-
level drug discovery campaigns.49 With the current advances in
computational power, the alchemical free energy calculation
has gained much attention as a non-empirical tool for predict-
ing and understanding protein–ligand binding. However,
current prediction tools still face many challenges, such as
difficulties in adequate sampling and incomplete knowledge of
the force eld. The reality is that multiple tests are still required
in special cases, such as when an isolated chargedmono-atomic
molecule is contained in a ligand binding site or in charged
thermostabilized mutants. However, assuming that hardware
and algorithmic performance for free energy calculations
continue to improve, accurate rescoring methods may be used
to develop leads for GPCR targets in the long term. It is known
that for large but fairly rigid systems such as GPCRs, molecular
dynamics based free energy calculations show RMS errors in
excess of 2 kcal mol−1 when starting from the docking structure,
but can be reduced to as low as 0.8 kcal mol−1 when starting
from crystal structure. This shows the limitations of current
docking techniques, but also indicates that the accuracy of the
docking pose is an important factor in predicting binding
affinity.

In this study, we demonstrated the efficiency of a BAR-based
binding affinity predictionmethod by calculating the functional
activity of different types of ligands, including the selective
antagonist/agonist, mutation effect, and salt bridge effect of
GPCRs based on X-ray crystal structures and verifying them
through free energy calculations. Whereas previous free energy
calculation methods have provided a one-off basis approach to
GPCR studies, this study investigated four different cases of
different types of GPCR targets. Our results show how accurate
binding energy predictions are consistent with in vitro assay
results, which could be valuable for GPCR drug discovery.

This study also demonstrates the potential of BAR-based free
energy calculations for GPCR target applications. To the best of
our knowledge, this is the rst study of a BAR-based free energy
calculation method that takes into account a variety of drug-like
molecules and biologically relevant GPCR targets currently
under investigation for their therapeutic potential. Through our
work, we illustrated that BAR free energy calculations based on
a TI-mixed FEP approach yield binding free energies that are
equivalent or superior to Hamiltonian replica exchange
methods and other equilibrium FEP approaches.

We applied BAR free energy to all four cases: four agonists
binding to inactive and active b1AR, wild-type and mutants of
A1/A2A adenosine receptors, an antagonist selective for A1AR
over A3AR, and an A2AAR antagonist affecting salt bridge
strength. Our results demonstrate the potential of MD simula-
tions to efficiently estimate ligand–GPCR binding affinity and
pave the way for further exploration of BAR-based binding free
energy approaches. In conclusion, this study provides evidence
that the absolute binding free energy of a protein–ligand can be
accurately predicted by alchemical calculations.
© 2025 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5sc01030f


Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

1 
 2

02
5.

 D
ow

nl
oa

de
d 

on
 2

1/
07

/2
5 

00
:4

4:
47

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
While molecular docking has been widely used for initial hit
identication, its ability to accurately predict binding affinity
remains limited due to inherent simplications in scoring
functions and rigid-body assumptions. To address this limita-
tion, molecular dynamics-based alchemical binding free energy
methods—particularly the BAR (Bennett Acceptance Ratio)
algorithm—have increasingly been employed as a follow-up
approach to rene docking results and prioritize hits with
higher computational and experimental condence as seen in
many alchemical BAR free energy studies on GPCR targets.50–53

Our MIND-BAR alchemical approach enables thorough
sampling of the relevant conformational landscape required for
accurate predictions, making it particularly well-suited for
exible binding pockets such as those found in GPCRs. During
the MD equilibration step, which serves as a preprocessing
phase for binding affinity prediction, position and distance
restraints were carefully applied to minimize ligand displace-
ment and structural deviations, thereby improving ligand
stability. Furthermore, to increase the reliability of the binding
affinity estimates, ve independent production runs were per-
formed using different random seeds. This allowed for diverse
sampling, and themost frequently observed binding free energy
values were selected as the nal result, thereby enhancing
correlation with experimental data.

Our MIND-BAR protocol signicantly reduces the variability
in binding free energy estimates compared to conventional
computational approaches, providing more robust and repro-
ducible results. In particular, by incorporating both forward
and backward perturbation data, it markedly enhances statis-
tical reliability by decreasing the variance of computed DG
values relative to traditional one-way FEP methods. Further-
more, through the use of inequivalent l-scaling—adding more
nely spaced l values in regions with poor overlap and steep
free energy changes, and using wider spacing in more stable
regions—we improve both the accuracy and efficiency of
binding affinity predictions. This approach offers a critical
advantage when dealing with complex molecular systems such
as GPCRs. These methods not only improve the reliability of in
silico screening but also serve as powerful tools in the lead
optimization stage of drug design, providing quantitative
insights for rational compound selection and guiding the
design of subsequent experimental studies.

Materials and methods
Theory

As mentioned earlier, various chemical free energy calculation
algorithms are currently employed to predict the binding
affinities between targets and ligands. Binding free energy
calculation algorithms are commonly divided into two main
approaches (Thermodynamic Integration (TI) and Free Energy
Perturbation (FEP)) and current research is actively exploring
combinations of these methods for improved efficacy. In TI, the
free energy change along a path composed of states from initial
to nal (1 to K states) is calculated as the weighted sum of
ensemble averages of derivatives of the potential energy func-
tion with respect to the coupling parameter l.
© 2025 The Author(s). Published by the Royal Society of Chemistry
DG ¼
XK
i¼1

Wi

�
vU

vl

�
li

In the above equation, Wi represents the weight coefficients
that vary depending on the integration method used, and in
practical numerical integration for TI, it can be expressed in
various ways. Various TI methods exhibit differences in
performance based on the integration of the vU/vl curve, ulti-
mately depending on the chosen alchemical path.

The BAR method applied in this study incorporates various
techniques associated with perturbation-based binding free
energy algorithms, but fundamentally relies on the modied
BAR algorithm proposed by Paliwal–Shirts,8 as represented by
the equation below. Currently, there is a lack of universally
recognized or widely known conventional names, such as BAR
and multi-state BAR (referred to as mBAR).

DGij ¼ �1

b
ln
�
exp

��bDUij

��
i

Methods directly based on the Zwanzig relationship54

generally exhibit different free energy differences in the forward
and backward directions, and this discrepancy is attributed to
the bias in DUij due to insufficient sampling. Our BAR algorithm
minimizes bias in DG by simultaneously considering both
forward DUij and backward DUij during post-processing.

1�
1þ exp

�
b
�
DUij � C

�	�
i

¼ 1�
1þ exp

��b
�
DUji � C

�	�
j

where C ¼ DGij þ 1
b
ln


Nj

Ni

�
.

A BAR-based free energy program has an advantage in that it
does not need to retain all potential energy differences for post-
processing. It accumulates averages of forward and backward
reactions during simulation, designed to compute the free
energy change between adjacent states with minimal variance
based on the collected data for each corresponding state pair
(ESI Fig. S1†). This is considered to be a similar approach to the
Weighted Histogram Analysis Method (WHAM)55,56 designed
with a histogram width of 0.

The accuracy of TI is unrelated to the overlap of the energy
distribution but is determined by the mean curvature function,
h(v2U)/(vl)2i. Free energy perturbation (FEP) also has technical
limitations as it depends on the overlap of energy representa-
tion sampling rather than the smoothness of integration. To
overcome these limitations of FEP, the BAR-based algorithm
has performed multiple MD simulations with diverse random
seeds before energy analysis to solve the lack of sampling. Also,
an algorithm was implemented to minimize the free energy
discrepancy between the forward/backward directions by ineq-
uivalent scaling factors (see the MD simulation parameter).
Target preparation and system setup

In this study, a total of 4 case studies were prepared for GPCR
targets and summarized in ESI Table S4.† First, the initial target
structure was obtained from the Protein Data Bank
Chem. Sci., 2025, 16, 11280–11290 | 11287
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(www.rcsb.org). The overall target preparation utilized the
protein preparation functionality, a part of the in-house
platform module called MIND (Modeling with Intelligence for
Novel Drug), consistently. All solvent water present in the
crystal structure was excluded from the calculations, and
protonation states were assigned at pH 7.0. Generally,
thermostabilized mutant GPCRs were prepared by back-
mutating to the wild-type sequence. For the A3AR protein in
Case 3, which was missing from the PDB entry, the
Alphafold2 (ref. 47, 57 and 58) structure was selected as the
initial structure for modeling.

MD simulation parameter

The simulation parameters used in this study were employed
following the same methodology as previous GPCR research
publicly available. The protein–ligand complexes for all cases,
as well as the setup for the T270M/A1AR and M270T/A2AAR
mutants in Case 2, were generated using our in-house MIND
mutation tool. The setup for all proteins utilized the
CHARMM36 force eld,59 while the force eld for ligands was
determined using Antechamber.60,61 For the bilayer embedding
around the proteins, a POPC (1-palmitoyl-2-oleoyl-sn-glycero-3-
phosphocholine) bilayer was employed, and the water model
used was TIP3P.62 To neutralize the system, Na+ and Cl− ions
were added to achieve a salt concentration of 0.15 M. Stabili-
zation of the entire system was achieved by utilizing the relax-
ation and equilibration processes provided by our MIND
platform to perform system minimization and equilibration.

The entire system was minimized using the steepest descent
method in the GROMACS package.21 Each solvated GPCR
complex was rst equilibrated by the NVT ensemble until 200 ps
at 300 K. During equilibration, protein and ligand were sub-
jected to stepwise reducing position restraints from 5 to 1 kcal
mol−1 under the conditions of constant temperature and pres-
sure (NPT). In the nal equilibration step, all restraints were
released to facilitate the equilibration of the entire system. The
nal snapshot of the equilibration step was used for the starting
structure of production simulations. The production phase of
MD simulations employed the Parrinello–Rahman barostat63

with a temperature of 300 K and a pressure of 1 bar. The
SETTLE64 and LINCS algorithms65 were used for the bond and
angle for water and all other bonds with a 2 fs integration time
step. Aer the relaxation and equilibration of all systems, we
conducted the production simulation for 50 ns. All ve replica
runs were executed with different velocities, and only three
replicas excluding the two with signicant deviations were used
as the initial structures for BAR-based binding free energy
calculations. During the simulation, a cutoff radius of 12 Å was
employed for van der Waals and electrostatic interactions, and
particle mesh Ewald (PME)66 was utilized for long-range elec-
trostatic interactions.

BAR-based free energy procedure

For all binding free energy calculations, a total of 38 NVidia RTX
GPU cores were employed. For the nal free energy calculation,
our BAR-based algorithm utilized the basic algorithm of BAR
11288 | Chem. Sci., 2025, 16, 11280–11290
(Bennett Acceptance Ratio)8,67–69 that typically combines infor-
mation from forward and backward free energy perturbation
directions. We specied a total of 25 inequivalent scaling factor
(l) values (0.025, 0.05, 0.075, 0.1, 0.125, 0.15, 0.2, 0.25, 0.3, 0.35,
0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.925, 0.95,
0.975, and 1) to smoothly pass the free energy convergence for
each lambda in the bi-directional pathway (ESI Fig. S1†). The l

schedule was explicitly using the ‘fep-lambdas’ directive. Sepa-
rate l vectors were for coulombic decoupling (electrostatics) and
Lennard–Jones decoupling (van der Waals interactions) to
enhance sampling efficiency and avoid strong end-point arti-
facts. In all of the BAR calculations for all GPCRs, electrostatic
and van der Waals interactions were treated as so core, as
described by Beutler et al.70 So-core parameters were set as
follows: sc-alpha= 0.5, sc-power= 1, sc-sigma= 0.3 and sc-coul
= yes. The LINCS65 bond restraining order was set to 12
(lincs_order = 12), with a cutoff-based PME elestrostatics
scheme. All GPCR systems were simulated in the NPT ensemble
at 301 K and 1 bar, using a V-rescale thermostat and a Parri-
nello–Rahman barostat. The ligand to be decoupled was
dened by ‘couple-moltype = LIG’, and intra-ligand interac-
tions were excluded via ‘couple-intramol = no’. This setup
ensured that only inter-molecular interactions between solute
and solvent were subject to alchemical scaling. All energy
analyses were carried out using the GROMACS bar module,21

and throughout the simulation processes, basic analyses such
as RMSD (root mean square deviation) and RMSF (root mean
square uctuation) were monitored for the measurement of
protein stability, and all target proteins exhibited Ca-RMSD
values of 3.0 Å or less. Correlation plots were presented for all
analyses of binding free energy, with an emphasis on correla-
tion coefficients (R or R2), MUE (mean unsigned error), and
RMSE (root mean square error).

All methods and description for analyses regarding classical
molecular dynamics for GPCRs and alchemical binding free
energy were introduced in the ESI.† All the representative
structures shown in all gures were rendered using PyMOL71

and VMD.72 All the analyses reported here from the atomistic
MD simulation trajectories were done using the 5 × 50 ns
ensemble collected from the last 30 ns of each of 5 simulations
for each system.
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