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In Search of Molecular Ions for Optical Cycling: A Dif-
ficult Road

Maxim V. Ivanov,a Thomas-C. Jagau,b Guo-Zhu Zhu,c Eric R. Hudsonc,d and Anna I.
Krylova

Optical cycling, a continuous photon scattering off atoms or molecules, plays a central role in
the quantum information science. While optical cycling has been experimentally achieved for
many neutral species, few molecular ions have been investigated. We present a systematic the-
oretical search for diatomic molecular ions suitable for optical cycling using equation-of-motion
coupled-cluster methods. Inspired by the electronic structure patterns of laser-cooled neutral
molecules, we establish the design principles for molecular ions and explore various possible
cationic molecular frameworks. The results show that finding a perfect molecular ion for optical
cycling is challenging, yet possible. Among various possible diatomic molecules we suggest sev-
eral candidates, which require further attention from both theory and experiment: YF+, SiO+,
PN+, SiBr+, and BO+.

Introduction
It is possible to scatter millions of laser photons per second
from single atoms.1 Following electronic excitation by an inci-
dent laser, the atom quickly relaxes via spontaneous emission to
one of a few low-lying states from which it can be re-excited. This
feature, called optical cycling, is central to laser cooling and trap-
ping2 as well as the state preparation and measurement steps of
atom-based3,4 quantum information science (QIS). It therefore
enables much of modern atomic physics and QIS.5

There is strong desire to extend the technique of optical cy-
cling to more complicated objects such as diatomic and complex
polyatomic molecules,6–10 which would enable a host of new sci-
ence and technology applications11,12. This extension is compli-
cated, however, by the molecular rovibrational degrees of free-
dom, which lead to a large increase in the number of low-energy
states accessible by spontaneous emission following laser excita-
tion. As a result, optical cycling of a molecule typically requires,
practically speaking, an infeasible number of lasers to address
each ground-electronic, rovibrational state the molecule could
spontaneously emit into.

However, there are exceptions. A judicious choice of exci-
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tation13,14 can deal with the rotational degree of freedom; ef-
fectively, by driving only P-type electronic transitions, the rota-
tional states accessible in the subsequent spontaneous emission
are limited. Further, certain classes of diatomic and polyatomic
molecules have ‘diagonal’ Franck-Condon factors (FCFs).15 These
molecules typically feature an unpaired electron localized at the
cycling center, which is often an alkaline earth metal atom.
Due to the similarity of the potential energy surfaces (PESs) in
the ground and excited electronic states, these molecules rarely
change vibrational state when they spontaneously emit. Together,
these features curb the number of lasers required for optical cy-
cling, and have led to successful laser cooling of a number of
diatomic16–24 and some polyatomic molecules25–28.

A natural question is then: do cationic molecules exist with
such optical cycling centers? Because ion trapping and molecu-
lar ion sympathetic cooling are relatively developed techniques,29

optical cycling in molecular ions is potentially only needed to ac-
complish molecular ion quantum-state preparation and measure-
ment (SPAM). As the requirements are much less stringent for
SPAM than for laser cooling, it could mean that optical cycling
in molecular ions can be more widely applied than in neutral
molecules. However, the efforts to identify molecular ions suit-
able for optical cycling have been limited. Odom, Brown, and
co-workers have explored optical cycling in AlH+,30–32 BH+,33

SiO+,34,35 and TeH+,36 often with an eye towards precision mea-
surement. Other molecular ions have been studied theoretically
including both cations37–40 and anions41–43.

Here, we carry out a systematic search for diatomic molecular
ions that are amenable to optical cycling. We draw inspiration
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from neutral molecules with optical cycling centers to identify
candidate cations for optical cycling and extend our search to ex-
plore other potentially promising frameworks. To our surprise,
we find that identifying a suitable cationic framework is challeng-
ing. As discussed in detail below, the difficulties arise because of
the more complex electronic structure of molecular ions, as com-
pared to neutral molecules.

In what follows, we first outline the desired features for op-
tical cycling in a molecular ion and review neutral molecules
amenable to optical cycling. We then suggest various molecular
frameworks for the design of molecular ions for optical cycling
and then present our computational findings. We conclude with
a discussion on the prospects of optical cycling in each molecular
framework and suggest directions for further study.

Design Principles
In order to achieve efficient optical cycling, a molecule must have
an optically accessible electronically excited state that relatively
quickly decays to a limited number of states. It must also be able
to undergo optical cycling without deleterious multi-photon ef-
fects, such as two-photon dissociation or ionization. Together
these requirements give the following design principles:

• Transition wavelength λ ≥ 200 nm;

• Transition linewidth Γ≥ 1 kHz;

• FCFs in excess of 90%;

• The absence of electronic decay from the excited state to
metastable (e.g., dissociative) states;

• Dissociation energy greater than twice the energy of optical
cycling photon.

The requirements on linewidth and FCFs are significantly less
stringent than what is typically required for optical cycling in neu-
tral molecules, because trapping and cooling of molecular ions
need not rely on optical scattering forces.

Two classes of di- and polyatomic neutral molecules have
been laser-cooled to date. The first class is an ionically bound
A+•B−, where an alkaline earth atom or a lanthanide with filled
f shell (A = Ca, Sr, Yb) is bound to either a halogen atom or
an electron-withdrawing group (B = F, OH, OCH3): CaF16–18,
SrF19,20, YbF21, CaOH25 SrOH26, YbOH27, CaOCH3

28. The sec-
ond class of successfully laser-cooled molecules can be formally
represented as A2+•B2−, where A is a rare earth metal bound to
a chalcogen atom B; of these, only YO has been laser-cooled thus
far23,24.

Neutral molecules with the formal chemical formula A+•B−

have a particularly simple electronic structure that makes them
highly suitable for laser cooling. The electronic configuration of
an alkaline earth metal is ns2 and when attached to a halogen or
a halogen-like ligand, one of the two valence electrons is trans-
ferred to the ligand resulting in the atom-like electronic structure
of the resulting molecule. In the ground X2Σ+ state of CaF the
unpaired electron is localized at Ca and occupies the sσ orbital

mixed with the pσ orbital (Figure 1). The electron remains lo-
calized on the metal in the A2Π and B2Σ+ states, occupying the
pπ-dπ and pσ -dσ hybridized orbitals, respectively. The Dyson or-
bital for the third excited (dark) A′2∆ state is of a pure d character.
The electronic excitation does not involve electron density redis-
tribution beyond the metal center leading to the nearly parallel
PESs and thereby diagonal FCFs.

Fig. 1 Dyson orbitals (isovalue = 0.03) of the lowest electronic states in
CaF calculated using EOM-EA-CCSD.

With this in mind, it would seem reasonable that a molecular
ion where the electron is localized at the cycling center, as it is
in neutral alkaline earth metal derivatives, would be a promis-
ing candidate for optical cycling. With this assumption, the next
question becomes: what is the optimal position for the charge?
Should the charge be localized at the cycling center as well? Then
prospective candidates might be YF+ or AlF+ with a formal chem-
ical formula A2+•B−. Or, should the cycling center host an un-
paired electron and be neutral, while the positive charge is local-
ized at the substituent? Then a prospective candidate might be
BLi+ with a formal chemical formula A•B+. We also test the key
assumptions made in taking the optical cycling neutral molecule
frameworks as inspiration. Is localized excitation an important
criterion or may we allow delocalization of the electron? Are
closed-shell cations suitable for cycling? We aim to shed light on
these questions and gain an intuitive understanding of the key
design principles of molecular ions with optical cycling centers.
From these considerations, we identified and studied several can-
didate classes of cations for optical cycling summarized in Table
1.

Table 1 Cationic molecular frameworks considered for laser cooling.

Framework A B
A2+•B− d1s2: Sc, Y s2 p5: F, OH
A2+•B− s2 p1: Al, Ga, In s2 p5: Cl
A•B+ s2 p1: B, Al, Ga s1: Li

[AB]+• s2 p2: Si, Ge s2 p4: O, S, Se
[AB]+• s2 p3: N, P, As, s2 p3: N, P, As
[AB]+ s2 p2: Si, Ge s2 p5: Cl, Br
[AB]+ s2 p1: B s2 p4: O

Theoretical Methods and Computational De-
tails
As in our previous studies on laser-coolable molecules10,44,45,
we employ the equation-of-motion coupled-cluster (EOM-CC) ap-
proach, a versatile electronic-structure tool capable of describ-
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ing a variety of multiconfigurational wave functions within the
single-reference formalism46–48. The EOM-CC theory provides
an efficient and robust framework for accurate description of
closed- and open-shell species in the ground and electronically ex-
cited states46–51. EOM-CC treats dynamical and non-dynamical
correlation in the same computational scheme. It is rigorously
size-intensive, which enables unambiguous comparisons within
a series of molecules and, being a multi-state method, it is
an excellent platform for computational spectroscopy. Because
of their robust black-box nature, EOM-CC methods are espe-
cially attractive in the context of an extensive search of a large
number of molecules, in contrast to complete active space self-
consistent field (CASSCF) and multireference configuration inter-
action (MRCI) methods, whose application involves laborious and
system-specific process of selecting the active space and determin-
ing the protocols for state averaging.

The EOM-CC describes target states46 by a general excitation
operator R acting on the coupled-cluster reference state:

Ψ = ReT
Φ0, (1)

where T contains coupled-cluster amplitudes and Φ0 is the refer-
ence determinant. Different families of target states are accessed
by choosing a particular combination of Φ0 and R, giving rise to
different flavors of EOM-CC. Here we employ three types of EOM-
CC methods:

• EOM-CC for excitation energies (EOM-EE-CC) in which the
reference and the target states have the same number of
electrons and the operators R conserve the number of parti-
cles of each spin. In the EOM-EE-CCSD, ansatz, R are of 1-
hole-1-particle and 2-holes-2-particles type (1h1p and 2h2p,
respectively).

• EOM-CC for ionization potential (EOM-IP-CC) in which the
reference has one electron more than the target states, so
that R are of 1h and 2h1p type.

• EOM-CC for electron attachment (EOM-EA-CC) in which the
reference has one electron less than the target states, so that
R are of 1p and 1h2p type.

The accuracy of EOM-CC can be systematically improved up to
the exact result by including higher excitations in T and R. Here
we employ EOM-CC with single and double substitutions (EOM-
CCSD) in which CC and EOM excitation operators include up to
double excitations. For selected systems, we also carried out cal-
culations including triple excitations.

In addition to a quantitatively accurate computational method,
one needs a qualitative tool for characterization of the electronic
states and transitions between them. Molecular orbital (MO) the-
ory offers such a tool, and, in the context of the present work, is
instrumental for the rational design of novel molecules and ma-
terials52,53. Despite its origins in the mean-field Hartree-Fock de-
scription of pseudo non-interacting electrons, MO theory can be
extended to correlated many-electron wave functions via general-
ized one-electron quantities such as Dyson54–56 and natural tran-
sition orbitals (NTOs)57–63. In this work, we use Dyson orbitals

to visualize the distribution of the unpaired electrons and NTOs
to quantify the locality of the electronic transitions.

A Dyson orbital is defined as the overlap between N and N−1-
electron wavefunctions54,55,64,65:

ϕ
d
IF (1) =

√
N
∫

Φ
N
I (1, . . . ,n)Φ

N−1
F (2, . . . ,n)d2 . . .dn (2)

where I and F denote the two many-body states (e.g., of the neu-
tral and of the cation). Because of its non-Hermitian character, in
EOM-CC theory left and right Dyson orbitals64 are not identical.
For quantitative calculations of the transition properties, a geo-
metric average of the left and right matrix elements is used66,67,
but for visualization purposes, here we show only right Dyson
orbitals.

NTOs describe electronic transitions between many-body states
in terms of the minimum number of hole-electron excitations.
The one-particle density matrix γpq contains all information
needed to compute one-electron interstate properties, such as
transition dipole moment matrix elements. By using singular
value decomposition of γpq, the exciton wavefunction can be writ-
ten as

Ψexc(rh,re) = ∑
K

σKψ
h
K(rh)ψ

e
K(re), (3)

where σK are singular values, ψh
K(rh) are hole orbitals, and ψe

K(re)

are particle orbitals. Usually, only a few singular values are sig-
nificant. Thus, NTOs allow one to express the difference between
two correlated many-body wave functions in terms of (a small
number of) pairs of hole and particle orbitals. As in the case of
Dyson orbitals, the NTOs derived from γ IF and γFI are not iden-
tical for EOM-CC wave-functions. For visualization purposes, we
use γFI , as in our previous work63. We report the geometric av-
erage of the left and right transition dipole moments66:

µIF ≡
√
|〈ΨF |µ̂|ΨI〉| · |〈ΨI |µ̂|ΨF 〉|. (4)

Radiative lifetimes are determined by the transition dipole mo-
ment (µIF ) and frequency of the transition (ω0), as given by Ein-
stein’s coefficients Aba:

Aba =
gaω3

0 µ2
IF

3h̄πc3ε0
, (5)

where ga is the degeneracy of the lower state. Table S1 in the SI
compares experimentally determined spontaneous decay rates in
AΠ1/2 and AΠ3/2 in CaF and SrF with Einstein’s coefficient com-
puted using eq. 5. This comparison shows that the computed
Aba provide a good estimate for the spontaneous decay rates for
this type of molecules even without the inclusion of relativistic
effects. For heavier molecules, spin-orbit interactions can be in-
cluded within EOM-CC formalism68,69.

Computational Details

All EOM-CCSD calculations were performed using the Q-Chem
package70,71. The NTO analysis was carried out using the libwfa
library61. Unless otherwise stated, FCFs were computed within
the double-harmonic parallel-mode approximation using ezSpec-
trum72. Below we describe computational details for each set of
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molecular frameworks considered in this work.
A2+•B− (A = Sc, Y; B = F, OH). This class of species contains

a rare earth metal attached to a halogen-like substituent group,
giving rise to an electronic structure with one unpaired electron.
Such doublet states are best described by EOM-EA-CC using a
closed-shell dicationic state as the reference. Prior studies have
shown that in order to properly describe molecules with similar
electronic structure, it is important to include core-valence corre-
lation73,74. Therefore, to treat the Sc atom we employed the all-
electron aug-cc-pwCVTZ basis set75,76 and included valence and
outer-core (3s3p3d4s) correlation. To treat the Y atom we em-
ployed the aug-cc-pwCVTZ-PP basis set with small-core pseudo-
potentials with all electrons, except for the core electrons of the
ligand, being correlated. The remaining H, O and F atoms were
treated with the aug-cc-pVTZ basis set.

A2+•B− (A = Al, Ga, In; B = Cl). Depending on the electronic
structure, different EOM-CC methods were used to compute state
properties. The ground X2Σ+ state is of A2+•B− character and can
be described either using EOM-EA-CCSD with a closed-shell dica-
tionic reference or using EOM-IP-CCSD with closed-shell neutral
AB as the reference. Table S3 in SI reports the resulting ener-
gies and equilibrium geometries. The A2Π and B2Σ+ states are
of A+B character and, therefore, were calculated using EOM-IP-
CCSD. The C2Π state is of A2+•B− character and is characterized
by the promotion of the electron at A atom from the s to p orbital.
Therefore, the EOM-EA-CCSD method was employed to treat the
C state and to describe the C2Π→ X2Σ+ transition, which is of
interest in the context of optical cycling. To treat the Al atom
we employed the all-electron aug-cc-pwCVTZ basis set and in-
cluded valence and outer-core (2s2p3s3p) correlation. To treat
the Ga and In atoms we employed the aug-cc-pwCVTZ-PP basis
set with small-core pseudo-potentials with all electrons, except
for the core electrons of the attached Cl atom, being correlated.
The Cl atom was treated with the aug-cc-pVTZ basis set.

A•B+ (A = B, Al, Ga, B = Li). All calculations were performed
using EOM-EA-CCSD with a closed-shell dicationic reference. To
treat the B, Al and Li atoms we employed the all-electron aug-cc-
pwCVTZ basis set. To treat the Ga atom we employed the aug-cc-
pwCVTZ-PP basis set with small-core pseudo-potentials.

[AB]+• (A = Si, Ge; B = O, S, Se). Calculations of all six isoelec-
tronic [AB]+• cations were performed using EOM-IP-CCSD with
neutral AB as a closed-shell reference and the aug-cc-pVTZ basis
set. To provide a better estimate of the energies and FCFs, cal-
culations of SiO+, SiS+, and SiSe+ were also performed using
EOM-IP-CCSD(T)(a)*77,78 and EOM-IP-CCSDT79. Potential en-
ergy curves were constructed in the Franck-Condon region and
the FCFs were calculated using LEVEL.80 EOM-IP-CCSD(T)(a)*
calculations were performed using Q-Chem and EOM-IP-CCSDT
calculations were performed using CFOUR81.

[AB]+• (A = N, P, As; B = N, P, As). Calculations of three
isoelectronic [AB]+• cations were performed using EOM-IP-CCSD
with neutral AB as a closed-shell reference and the aug-cc-pVTZ
basis set.

[AB]+ (A = Si, Ge; B = Cl, Br). The ground states of the [AB]+

cations were calculated using CCSD and their excited singlet and
triplet states were calculated using EOM-EE-CCSD with the aug-

cc-pVTZ basis set.
The ground states of BeO and BO+ were calculated using CCSD

and their excited singlet and triplet states were calculated using
EOM-EE-CCSD with the aug-cc-pwCVTZ basis set with inclusion
of core correlation.

Results
A2+•B−: A = d1s2, B = s2 p5

Because the neutral alkaline-earth halogens, like CaF, are suit-
able for laser cooling, it is natural to consider the cationic frame-
work A2+•B−, where A is a rare earth metal (A = Sc, Y) and B
is a halogen atom or a halogen-like group (B = F, OH). Unfortu-
nately, neither detailed high-resolution spectroscopic nor exten-
sive theoretical data for this class of molecules is available.82,83

Nevertheless, it is known that isoelectronic molecules often have
similar electronic spectra and therefore, one can compare the pre-
dicted electronic structure of the ionic monovalent derivatives of
Sc and Y with the available data for the corresponding neutral
monoxides, i.e., ScO and YO. Previous studies have shown that
the ground state of ScO and YO is X2Σ+, followed by the dark
A′2∆ and bright A2Π states84,85. In fact, YO has been previously
laser-cooled via X2Σ+→ A2Π cycling transition, despite the pres-
ence of the intermediate A′2∆ state23,24. Given that the FCFs for
the cycling transition are diagonal and the branching ratio to the
A′2∆ state is on the order of 10−4, 85% of YO molecules remained
after cooling.23

Motivated by this promise, we examined electronic structure of
the molecular ions ScF+, ScOH+, YF+, and YOH+ using EOM-
EA-CCSD and the wavefunction analysis tools. Interestingly, al-
though the neutral Sc and Y are isoelectronic, with an electronic
configuration of (n−1)d1ns2, the electronic configurations of Sc+

and Y+ are different:86 the ground state of Sc+ is 3D1 with the
configuration of valence electrons 3d14s1 and the ground state of
Y+ is 1S0 with the configuration of valence electrons 5s2. Accord-
ingly, our calculations show that the ground state of ScF+ and
ScOH+ is X2∆, and the ground state of YF+ and YOH+ is X2Σ+

(see Dyson orbitals of ScF+ and YF+ in Figure 2). As such, the
ordering of the first two electronic states in Sc and Y derivatives
is flipped, while the higher states follow the same order.

ScF+

YF+

Fig. 2 Dyson orbitals (isovalue = 0.03) of the lowest electronic states in
ScF+ and YF+.

Due to the flipping of the first two states, the spectra of Sc and
Y derivatives are vastly different (Table 2). The most drastic dif-
ferences are observed for the transition dipole moments and Aba
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coefficients. There are two symmetry-forbidden 2∆→2 Σ+ transi-
tions and one weak X2∆→ B2Π transition in ScF+ and ScOH+. In
YF+ and YOH+ there is only one formally forbidden X2Σ→ A′2∆

transition, whereas the remaining three transitions are bright.
Among the four considered molecules the strongest transition is
X2Σ+→C2Π in YF+ and YOH+, but the excitation energy is large
(4.01-4.03 eV). In an early work on the spectroscopy of YF+,
2Π1/2→2 ∆5/2 and 2Π3/2→2 ∆5/2 transitions were observed with
energies of 3.470 and 3.484 eV, respectively.82 We assign these
transitions to the spin-orbit components of the C2Π→ A′2∆ tran-
sition with an estimated value of 3.470 eV.

Overall, the electronic structure of YF+ and YOH+ resembles
that of the neutral analogues, e.g. CaF (Figure 1). Visual in-
spection of the Dyson orbitals reveals that the unpaired electron
is slightly more delocalized in YF+ relative to CaF. This observa-
tion raises a concern about the extent of the geometry changes
in the excited states relative to the ground state. Our calcula-
tions, summarized in Table 3, show that the bond-length changes
in YF+ and ScF+ are indeed more significant than in CaF across
most electronic states. All transitions, except for X2Σ+-C2Π in
YF+, have a bond length change in excess of 0.033 Å, which is
far greater than 0.019 Å change for the X2Σ+-A2Π transition in
CaF. Yet, a Y-F bond-length change on the order of 10−4 Å in the
X2Σ+-C2Π transition in YF+ is highly promising and thus can be
considered as a candidate for cycling.

Table 2 Vertical excitation energies (Eex, eV) and transition dipole mo-
ments (µ IF , au) computed using EOM-EA-CCSD. Einstein coefficients
(Aba, MHz) are computed using eq. 5.

State
Eex µIF Aba Eex µIF Aba

ScF+ ScOH+

X2∆ 0.000 – – – – –
A2Σ+ 0.503 0.000 0.000 0.138 0.000 0.000
B2Π 0.780 0.141 0.010 0.798 0.197 0.021
C2Σ+ 2.057 0.000 0.000 1.565 0.000 0.000
D2Π 4.899 0.578 41.759 4.416 0.578 30.585

YF+ YOH+

X2Σ+ 0.000 – – 0.000 – –
A′2∆ 0.538 0.000 0.000 0.751 0.000 0.000
A2Π 1.428 0.774 1.855 1.662 0.977 4.659
B2Σ+ 2.298 1.079 15.020 2.102 1.125 12.496
C2Π 4.008 1.825 227.969 4.029 1.735 209.295

The emission from the C2Π state in YF+ to any of the four low-
est states can be represented by a single pair of NTOs (Figure 3A).
The calculations show that for all four transitions the hole orbitals
are nearly identical to the Dyson orbital of the C2Π state, whereas
particle orbitals are similar to the Dyson orbitals of the respective
state.

FCF calculations within the double-harmonic parallel normal
mode approximation show that within the C2Π→ X2Σ+ branch,
0.9999 of the decay goes back to the ground vibrational level.
However, decays to the intermediate A′∆ and A2Π states are far
from negligible, with estimated Aba coefficients of 60.0 MHz and
8.8 MHz, respectively (Figure 3B), while the Aba coefficient to the
B2Σ+ state is 0.06 MHz. It may be possible to repump from these

Table 3 Equilibrium A-F and A-O bond lengths (re, Å) of CaF, ScF+, YF+,
ScOH+, and YOH+ in the lowest electronic states calculated using EOM-
EA-CCSD. ∆re is the bond length change in the respective excited state
relative to the ground electronic state.

CaF
X2Σ+ A2Π B2Σ+ A′2∆

re 1.966 1.947 1.961 1.995
∆re 0.000 -0.019 -0.005 0.029

ScF+

X2∆ A2Σ+ B2Π C2Σ+ D2Π

re 1.791 1.756 1.833 1.836 1.734
∆re 0.000 -0.035 0.042 0.045 -0.057

YF+

X2Σ+ A′2∆ A2Π B2Σ+ C2Π

re 1.883 1.915 1.963 1.991 1.883
∆re 0.000 0.033 0.080 0.108 0.000

ScOH+

X2∆ A2Σ+ B2Π C2Σ+ D2Π

re 1.801 1.755 1.843 1.831 1.758
∆re 0.000 -0.046 0.042 0.030 -0.043

YOH+

X2Σ+ A′2∆ A2Π B2Σ+ C2Π

re 1.896 1.933 1.972 1.976 1.909
∆re 0.000 0.037 0.076 0.080 0.013

states, though, as these transitions are also relatively diagonal.
For example, within the A′2∆-C2Π branch, 0.8491 of the decay
goes to the ground vibrational level. Finally, although the vertical
excitation energy of 4.0 eV is less than the estimated bond disso-
ciation energy of 6.5 eV, dissociation may still be a concern in the
events of two-photon excitation.

To summarize the A2+•B− series: This framework could hold
promise for laser cooling, despite the difficulties discussed above.
A possible route would involve a search for an optimal combina-
tion of metal and ligand that would, for example, minimize the
bond length change in the low-lying (bright) X2Σ-A2Π transition,
akin to a recent study of neutral molecules where metal and lig-
ands were varied systematically.44 Alternatively, one could also
explore the heavier elements in the lanthanide and actinides se-
ries as cycling center such as LaF+,87,88 in a hope that strong
spin-orbit and scalar relativistic effects as well as potential pres-
ence of the 2Φ states could produce a more fortunate electronic
structure.

A2+•B−: A = s2 p1, B = s2 p5

An alternative way to achieve a formal chemical formula A2+•B−

is to use elements from group 13 as a cycling center. Optical
spectra of various monohalide cations AB+ (A = B, Al, Ga, In;
B = F, Cl, Br) have been previously measured,89,90 while their
electronic structures have been studied extensively using ab initio
methods91–97. It has been established that the HOMO of neu-
tral AB molecules is of σ character, dominated by the s orbital
of the A atom.98 Upon ionization to the ground X2Σ+ state, a
formal A2+B− structure is produced with a strong ionic character
of the electronic structure. Excitation to the A2Π and B2Σ+ elec-
tronic states results in the transfer of the electron from B−(np),

Journal Name, [year], [vol.], 1–16 | 5

Page 5 of 16 Physical Chemistry Chemical Physics



Fig. 3 A. NTOs of the electronic transition involving the C2Π state in YF+.
B. Illustration of the decays from the C2Π state YF+ to multiple vibronic
states with indicated linewidths (in MHz) and associated FCFs.

leading to the formal A+B chemical structure. Excitation to the
C2Π state is accompanied by the promotion of the unpaired elec-
tron from the hybridized ns orbital to the hybridized np orbital
of atom A, akin to the X2Σ+ → A2Π transition in alkaline earth
metal monovalent derivatives (Figure 1). Indeed, Figure 4 below
shows Dyson orbitals of the four lowest electronic states in AlCl+,
GaCl+, and InCl+ that are consistent with the previously reported
electronic structures of these monohalide cations.

AlCl+

GaCl+

InCl+

Fig. 4 Dyson orbitals (isovalue = 0.03) of the lowest electronic states
in AlCl+, GaCl+, and InCl+ computed using EOM-EA-CCSD and EOM-
IP-CCSD. See section with computational details for more information on
the choice of EOM-CC method.

Most of the adiabatic states discussed above change their char-

acter as the internuclear distance increases from its equilibrium
value (Figure 5).89,91 The ground X2Σ+ state is ionic at the equi-
librium, but dissociates into A+(1S) + B(2P). The first excited
A2Π state preserves its A+B character in the medium and long
range, however, it is repulsive and does not support a bound state.
The B2Σ+ state originates from multiple avoided crossings and
therefore changes its character from A+B in the short range to
A2+B− in the medium range and reaches A+(3P) + B(2P) asymp-
tote. The C2Π state reaches the same A+(3P) + B(2P) asymptote
in the long range, however, it is of A2+B− character at the equi-
librium where the electron is promoted from s to p orbital at A
atom. As such, the C2Π→ X2Σ+ transition resembles the atom-
like transition and may be expected to feature diagonal FCFs. In-
deed, C2Π→ X2Σ+ was recently studied in the context of optical
cycling in AlF+ and AlCl+.99 However, this investigation showed
that AlF+ is not suitable for cycling due to the predissociation of
the C2Π state via coupling with the dissociative A2Π state. In fact,
it has been shown that C2Π→ A2Π emission is completely absent
in many monofluoride cations AF+ (A = B, Al, Ga, In), in con-
trast to other monohalides, where B = Cl and Br.89 We therefore
examine the prospects of the C2Π→ X2Σ+ transition for optical
cycling in AlCl+, GaCl+, and InCl+.

r

U
(r
)

Fig. 5 Schematic representation of the potential energy curves in
cationic monohalides. See refs. 89,91 for details. The C2Π→ X2Σ+ transi-
tion may be suitable for optical cycling.

Our calculations show that the vertical excitation energy to
C2Π is relatively high (4.7-5.2 eV) and is significantly above the
ground-state dissociation limit (Table 4). However, the change
in the equilibrium A-Cl bond is relatively small, with the largest
value of 0.040 Å corresponding to AlCl+. The associated FCF
correspond to the decay of 0.7972 to the ground vibrational
level, consistent with the decay of 0.796 obtained in the previous
study.99 In GaCl+ and InCl+ the bond length changes are even
smaller, 0.026 Å and -0.001 Å, yielding the FCFs of 0.9057 and
0.9997, respectively. Thus, our results show that GaCl+ and InCl+

may potentially by suitable for optical cycling. However, detailed
studies of the entire potential energy curves are needed, with a
theoretical method capable of tackling multiconfigurational char-
acter of the wavefunctions across multiple electronic states. Fur-
ther, the possibility of (pre)dissociation is a cause for concern and
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should be examined.

Table 4 Dissociation energies (Edis, eV), vertical excitation energies (Eex,
eV), equilibrium bond lengths (re, Å) of the X2Σ+ and C2Π states and their
difference (∆r), transition dipole moment (µIF , au), Einstein’s coefficients
(Aba, MHz) and FCFs for the C2Π → X2Σ+ cycling transition in AlCl+,
GaCl+, InCl+.

AlCl+ GaCl+ InCl+

Edis 1.659 0.573 0.442
Eex(A2Π) 3.288 2.174 1.911
Eex(B2Σ+) 5.424 4.938 4.296
Eex(C2Π) 4.682 5.154 4.854
re(X2Σ+) 2.015 2.076 2.279
re(C2Π) 2.055 2.102 2.278
∆r 0.040 0.026 -0.001
µIF , au 0.915 0.683 0.763
Aba, MHz 91.349 67.896 70.781
0→ 0 0.7972 0.9057 0.9997
0→ 1 0.1669 0.0884 0.0001
0→ 2 0.0305 0.0056 0.0001

A•B+: A = s2 p1, B = s1

In the previous examples, the role of the ligand was to with-
draw an electron from the cycling center and force its second
electron to remain localized at the center. A halogen atom with
unfilled ns2np5 shell or a halogen-like group with high electron-
withdrawing strength serves this purpose well, especially in the
neutral molecules.44 Alternatively, one can exploit elements from
group 1 (ns1 configuration) to achieve the desirable molecular
electronic structure. For example, molecular cations AH+ (A =
B, Al, Ga, In) were studied in the context of laser-cooling both
experimentally and theoretically31–33,40,100. In particular, Odom
and co-workers have demonstrated rotational cooling of trapped
AlH+ molecules to temperature of 3.8 K.30 Below we revisit the
electronic structure of AH+ molecules using EOM-EA-CCSD and
discuss the prospects of laser-cooling of an isoelectronic series of
ALi+ molecules with A = B, Al, and Ga.

The ionization energy of H (IE = 13.60 eV) far exceeds that of
B, Al, and Ga (IE = 8.30, 5.99, and 6.00 eV, respectively). Pre-
vious studies of BH+ and AlH+ have shown that these species
dissociate to the A+(1S) + H(2S) asymptote.101 Accordingly, our
calculations show that at the equilibrium geometry of AH+ (A =
B, Al, and Ga) the charge distribution in the ground X2Σ+ state
is mainly localized at atom A with Mulliken’s charge varying in
0.89-1.01 range. In contrast to the charge, Mulliken’s spin is de-
localized between both atoms in AH+ with the maximum at the A
atom: the partial atomic spin at A varies in the 0.57-0.88 range.
These observations are further supported by the hole NTOs in Fig-
ure 6. The unpaired electron distribution is delocalized between
two atoms occupying a hybridized sσ − pσ orbital.

In the excited A2Π state, the unpaired electron is almost ex-
clusively localized at atom A occupying a nearly pure pπ orbital.
Overall, the X2Σ+→ A2Π transition in AH+ is quite localized and
resembles atom-like transitions observed in the neutral alkaline
earth derivatives (see Dyson orbitals of CaF in Figure 1). Indeed,
the changes in the equilibrium bond lengths are relatively small

with the values of -0.045, -0.004, and -0.063 Å in BH+, AlH+,
and GaH+, respectively. Due to the relatively small changes in the
bond lengths, the FCFs are quite diagonal and require only a sin-
gle repump transition to cover over 0.997 of the decay (Table 5).
Our FCF estimations are consistent with previous studies.32,40,100

Despite the diagonal FCFs of BH+ and AlH+, challenges exist
in efficient laser-cooling of these candidates30–33. In particular,
continuous photon scattering may populate dissociative states ei-
ther via the coupling of the A2Π state to a repulsive region of the
ground X2Σ+ state or by sequential absorption of the two pho-
tons.33 The latter issue may by especially concerning in the cases
of large excitation energies. In BH+, AlH+, and GaH+ vertical
excitation energies are in the range of 3.3-3.9 eV, far exceeding
the respective dissociation energies (Table 5). Considering the
success of tuning optical properties of neutral candidate by vary-
ing a substituent group,44 we examined, as presented below, the
electronic structure of ALi+ molecules, which are isoelectronic to
AH+.

BH+

AlH+

GaH+

BLi+

AlLi+

GaLi+

Fig. 6 NTOs for the X2Σ+→ A2Π transition in AB+ (A = B, Al, Ga; B = H,
Li) calculated using EOM-EA-CCSD.

Table 5 Dissociation energies (Edis, eV); vertical excitation energies (Eex,
eV), transition dipole moments (µIF , au), Einstein’s coefficients (Aba, kHz)
for X2Σ+ → A2Π transition; normal mode frequency (ωe, cm−1), equilib-
rium bond lengths (re, Å) of the X2Σ+ and A2Π states, their difference (∆r,
Å) and respective FCFs computed using EOM-EA-CCSD. See Table S4
in SI for the details of dissociation energy calculations.

BH+ AlH+ GaH+ BLi+ AlLi+ GaLi+

Edis 2.091 0.740 0.259 0.805 1.180 1.169
Eex 3.341 3.433 3.944 0.674 0.954 1.035
µIF 0.400 0.699 0.532 0.009 0.076 0.167
Aba 6,343 21,015 18,459 0.026 5.331 32.872
ωe(X2Σ+) 2626 1795 1533 333 234 210
re(X2Σ+) 1.194 1.586 1.611 2.482 3.027 3.026
re(A2Π) 1.239 1.582 1.548 2.545 2.843 2.824
∆r 0.045 -0.004 -0.063 0.063 -0.184 -0.202
0→ 1 0.9277 0.9996 0.9020 0.9166 0.5381 0.4778
0→ 2 0.0696 0.0004 0.0974 0.0482 0.3173 0.3194
0→ 3 0.0026 0.0000 0.0000 0.0300 0.1090 0.1374
Sum 0.9999 1.0000 0.9993 0.9948 0.9644 0.9345
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The IE of Li is 5.39 eV, which is slightly smaller than those in
B, Al, and Ga (IE = 8.30, 5.99, and 6.00 eV, respectively). As
such, at the equilibrium geometry the cationic charge is delocal-
ized between the two atoms with the maximum at Li. Moreover,
Mulliken’s population analysis shows that the charge on Li corre-
lates with the difference in atomic IEs: in BLi+ the charge of 0.77
is the largest in the series, while in AlLi+ and GaLi+ the charges
are comparable, 0.54 and 0.59, respectively. At the same time,
the unpaired electron is mostly localized at A atom and occupies
a pσ orbital (see hole NTOs in Figure 6). The excited A2Π state
in ALi+ closely resembles that in AlH+ with the unpaired elec-
tron occupying pπ orbital. The X2Σ+ → A2Π transition in ALi+

is analogous to an atom-like transition of pσ → pπ character and
therefore is expected to be forbidden or weak. Indeed, the tran-
sition dipole moments in ALi+ are up to a factor of 43 smaller
than in AH+ (Table 5). The vertical excitation energies are also
significantly reduced, giving rise to the Aba coefficients reduced
from the MHz range to the kHz range.

Other differences between AH+ and ALi+ inlcude significantly
elongated A-Li bond lengths re and small normal mode frequen-
cies ωe in both the X2Σ+ and A2Π states (Table 5). For example,
B-H bond length in BH+ equals 1.19 Å, which is comparable to
a typical covalent C-H bond of 1.09 Å. In contrast, the B-Li bond
length is 2.48 Å and further increases to 3.03 Å in Al-Li and Ga-Li,
which is not too far from the bond length in the Ne2 dimer of 3.3
Å.102 Furthermore, normal mode frequencies of the A-Li bonds
are in the range of 210-333 cm−1, as compared to the range of
1533-2626 cm−1 for A-H bonds, which is close to the frequency of
C-H stretching bond. Considering the overall electronic structure
and structural properties of ALi+, one can formally assign ALi+ to
a non-covalent complex of neutral A atom and ionized Li+.

In the context of the laser-cooling of ALi+, the bond length
changes in the X2Σ+ → A2Π transition are much larger than in
AH+, and the emission decays are distributed across multiple vi-
brational states (Table 5). Overall, although the substitution of
the ligand from H to Li did reduce the excitation energies below
the dissociation limit, other properties, such as the Aba coefficients
and FCFs, deteriorate significantly.

[AB]+•: A = s2 p2, B = s2 p4

In the examples above we followed a conventional strategy in
the design of laser-coolable molecules, by which one attempts to
construct an electronic structure with an unpaired electron local-
ized at the cycling center, so that upon excitation the electron
undergoes a promotion from an s-like HOMO to a p-like LUMO.
Molecular cations also offer another type of excitation, where the
electron is excited from the low-lying fully occupied orbital to
half-filled HOMO, which can be described as hole excitation.

Left panel of Figure 7 shows a textbook example of the molec-
ular orbital diagram of carbon monoxide. The HOMO is of σ

character and arises as a bonding linear combination between pz

orbitals of C and O. In the ionized ground X2Σ+ state, the dom-
inant configuration features the ionized HOMO, as supported by
the visual inspection of the corresponding Dyson orbital (Figure
7, right panel). Excited states in CO+ originate from the promo-

tion of an electron from the filled low-lying orbitals to the HOMO,
i.e., HOMO-1 to HOMO in A2Π and HOMO-2 to HOMO in B2Σ+.
Despite the delocalized nature of the unpaired electron, in certain
transitions the redistribution of the electron density may lead to
a relatively small change in the structure, so that diagonal FCFs
are possible.

Odom and co-workers proposed the B2Σ+ ↔ X2Σ+ transition
as a cycling transition to laser-cool SiO+—isoelectronic to CO+—
due to its diagonal FCFs.34 Remarkably, it was argued that optical
cycling is possible without optically repumping from the interme-
diate A2Π state. Fluorescent measurements showed that ∼97%
of the population decays to the X2Σ+(ν = 0), ∼3% decays to the
X2Σ+(ν = 1), and the decay to the A2Π state was unobservable.35

A recent ab initio study further supported these estimates.37 In-
spired by the prospects of the SiO+, we investigated the electronic
structure of its isoelectronic analogues [AB]+, where A = Si, Ge
and B = O, S, Se.

While SiO+ has been studied in considerable details due to its
astrophysical interest and prospects in QIS applications,103–107

its isoelectronic analogues have received considerably less atten-
tion. Early works on GeO and SiS focused on the determination
of their lowest IEs. In particular, an initial photoelectron study
of GeO assigned 12Σ+ state as the ground state of GeO+ as it
had the lowest vertical IE.108 A later ab initio study showed that
the minimum of 12Π state lies 0.16-0.22 eV lower than the 12Σ+

state.109 A similar series of studies of SiS+ reported that the 12Π

state is the ground state and is near-degenerate with the 12Σ+

state.110,111 (Here we switch to numbering of states within each
irreducible representation due to the change in order of the elec-
tronic states, e.g. in SiO+ the ground state is X2Σ+, whereas in
SiS+ the ground state is X2Π.)

Our calculations using EOM-IP-CCSD showed that among the
six considered molecular ions, only SiO+ has a ground 12Σ+ state,
while remaining molecules feature ground 12Π states. The adia-
batic energy difference between the 12Σ+ and 12Π states is rela-
tively small and varies from 0.05 eV in GeO+ to 0.35 eV in GeSe+

(Table 6). The second excited 22Σ+ state lies 3.39-4.79 eV above
12Π state.

Table 6 shows the results of our calculations using EOM-IP-
CCSD. The entire series of these molecules displays relatively
small changes in the bond lengths. FCFs computed within the
double-harmonic parallel mode approximation for the 22Σ+ →
12Σ+ transition show that decays to the ground vibrational level
of the 12Σ+ state vary from 0.8527 in GeO+ to 0.9956 in GeSe+.
FCFs for the 22Σ+(ν ′ = 0)→ 12Π(ν ′′ = 0) transition are minimal
with a maximum value of 0.1104 corresponding to SiO+, which
is close to the value of 0.156 estimated in an earlier ab initio
study.37

Our previous benchmarking studies of optical and structural
properties of alkaline earth derivatives showed that EOM-CCSD is
capable of accurately reproducing the experimental observables:
the calculated excitation energies deviate from the experimental
values by 0.1 eV or less, the computed bond length changes agree
with the experimental values within 0.006 Å, and relative errors
of the computed FCFs are around 2-3%.44 Here, we examined the
performance of EOM-IP-CCSD by comparing the computed opti-
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Fig. 7 Carbon monoxide. Left: Schematic molecular orbital diagram of CO; Right: Leading electronic configuration and Dyson orbitals of X2Σ+, A2Π,
and B2Σ+ states in CO+.

Table 6 Adiabatic excitation energies (Ead
ex , eV) to the 12Σ+ and 22Σ+

state from 12Π, equilibrium bond lengths (re, Å) in the 12Σ+, 12Π and 22Σ2

states, FCFs for the 22Σ+→ 12Σ+, and 22Σ+→ 12Π transitions calculated
using EOM-IP-CCSD. FCFs are calculated using the double-harmonic
parallel mode approximation. Results from EOM-IP-CCSD(T)(a)* and
EOM-IP-CCSDT calculations are shown in Table 7.

SiO+ SiS+ SiSe+ GeO+ GeS+ GeSe+

Ead
ex (1

2Σ+) -0.199 0.147 0.233 0.046 0.288 0.351
Ead

ex (2
2Σ+) 3.393 4.101 4.266 4.323 4.652 4.787

re(12Π) 1.640 2.077 2.205 1.751 2.159 2.281
re(12Σ+) 1.526 1.927 2.051 1.636 2.007 2.126
re(22Σ+) 1.506 1.944 2.073 1.608 2.012 2.136

22Σ+→ 12Σ+

∆r, Å -0.020 0.017 0.022 -0.028 0.005 0.010
0→ 0 0.9271 0.9504 0.9194 0.8527 0.9956 0.9746
0→ 1 0.0725 0.0492 0.0779 0.1437 0.0033 0.0254
0→ 2 0.0003 0.0005 0.0027 0.0034 0.0010 0.0000

22Σ+→ 12Π

∆r, Å -0.134 -0.132 -0.132 -0.143 -0.147 -0.145
0→ 0 0.1104 0.0719 0.0582 0.0247 0.0209 0.0110
0→ 1 0.2771 0.2101 0.1807 0.1050 0.0912 0.0553
0→ 2 0.3089 0.2838 0.2639 0.2074 0.1870 0.1322

cal and structural properties of SiO+ and SiS+ with the available
experimental data. In both molecules the vertical IE to the 12Σ+

state is reproduced within the expected error bar of less than 0.1
eV (Table S5 in SI). However, the performance deteriorates for the
higher states. The IEs to the 22Σ+ differ from the experimental
value by 0.31 eV in SiO+ and by 0.57 eV in SiS+. Consistent with
the vertical IEs, the equilibrium bond length of the 12Σ+ state in
SiO+ displays a smaller error than the bond length of the 22Σ+

state (Table S6 in SI).
To provide improved estimates of the energies and FCFs, we

carried out EOM-IP-CCSD(T)(a)* and EOM-IP-CCSDT calcula-
tions of SiO+, SiS+, and SiSe+. We observe a systematic im-
provement upon including higher-order excitations — the verti-
cal IEs converge to the experimental values (Table S5). The effect
of higher excitations is less pronounced for the 12Σ+ and 12Π

states: when going from EOM-IP-CCSD to EOM-IP-CCSD(T)(a)*
and then to EOM-IP-CCSDT the IE change is on the order of 0.01

eV in most cases. At the same time, a full treatment of triples ex-
citations, i.e., EOM-IP-CCSDT, is required in order to adequately
reproduce IEs to the 22Σ+ state. Consistently, adiabatic excita-
tion energies (Ead

ex ) to 12Π calculated using EOM-IP-CCSDT differ
merely by 0.01-0.03 eV from the EOM-IP-CCSD results (Table 7),
while Ead

ex to 22Σ+ decrease by 0.34-0.64 when calculated using
EOM-IP-CCSDT as compared to EOM-IP-CCSD.

The bond-length changes in the transitions that involve the
22Σ+ state also show a significant dependence on the level of
theory, especially in SiS+ and SiSe+. For example, the magni-
tude of the bond-length change in the 22Σ+ → 12Σ+ transition
in SiS+ increases from 0.018 Å in EOM-IP-CCSD to 0.072 Å in
EOM-IP-CCSDT. Accordingly, the FCFs in SiO+ are nearly invari-
ant to the level of theory, while FCFs in SiS+ and SiSe+ show a
dramatic dependence (Table 7). A near-unity value of FCFs for
22Σ+(ν ′ = 0)→ 12Σ+(ν ′′ = 0) transition obtained using EOM-IP-
CCSD for SiS+ and SiSe+ dropped to 0.4678 and 0.1346, respec-
tively, when calculated using EOM-IP-CCSDT.

As a result of including higher excitations in theoretical treat-
ment, it appears that from this class of molecules only previously
identified SiO+ is amenable to optical cycling.

[AB]+•: A = s2 p3, B = s2 p3

Another textbook example of a molecular cation isoelectronic to
SiO+ is the molecular nitrogen cation, N+

2 , which has been stud-
ied in great detail.112 Similarly to SiO+, its ground X2Σ+

g state
arises from a π4σ orbital configuration, followed by A2Πu and
B2Σ+

u states. Both the B2Σ+
u →X2Σ+

g and A2Πu→X2Σ+
g transitions

feature non-diagonal FCFs112 and our EOM-IP-CCSD calculations
reproduce the experimental values reasonably well (Table S7 in
SI). As many applications in QIS require polar molecules,113,114

heterosymmetric analogues of N+
2 are preferred; however, these

have been studied in less detail. Therefore, we employed EOM-
IP-CCSD to examine the electronic structure of PN+, AsN+, and
AsP+ in the context of their applicability in optical cycling.

Calculations show that in PN+ and AsN+ ground state is 12Σ+.
The ground state switches to 12Π in AsP+—an effect that we also
observed in the SiO+ series. The adiabatic energy gap between
the 12Σ+ and 12Π states is relatively small, in the 0.26-0.51 eV
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Table 7 Adiabatic excitation energies (Ead
ex , eV) to the 12Σ+ and 22Σ+ state

from the 12Π state, equilibrium bond lengths (re, Å) in the 12Σ+, 12Π and
22Σ2 states, FCFs for the 22Σ+ → 12Σ+ and 22Σ+ → 12Π transitions of
SiO+, SiS+, SiSe+ calculated using EOM-IP-CCSD(T)(a)* and EOM-IP-
CCSDT. FCFs are calculated using potential energy curves displayed in
Figure S1 in SI.

SiO+ SiS+ SiSe+ SiO+ SiS+ SiSe+

Method EOM-IP-CCSD(T)(a)* EOM-IP-CCSDT
Ead

ex (1
2Σ+) -0.169 0.131 0.224 -0.191 0.113 0.205

Ead
ex (2

2Σ+) 3.159 3.763 3.840 3.052 3.480 3.430
re(12Σ+) 1.554 1.948 2.083 1.541 1.942 2.076
re(12Π) 1.690 2.103 2.241 1.659 2.092 2.229
re(22Σ+) 1.551 1.999 2.160 1.538 2.014 2.191

22Σ+→ 12Σ+

∆r, Å -0.003 0.051 0.077 -0.003 0.072 0.115
0→ 0 0.9986 0.6849 0.4040 0.9987 0.4678 0.1346
0→ 1 0.0014 0.2709 0.3808 0.0013 0.3740 0.2838
0→ 2 0.0000 0.0410 0.1637 0.0000 0.1293 0.2840

22Σ+→ 12Π

∆r, Å -0.139 -0.104 -0.081 -0.121 -0.078 -0.038
0→ 0 0.0663 0.2462 0.4218 – 0.4523 0.8337
0→ 1 0.1491 0.3083 0.3212 – 0.3269 0.1352
0→ 2 0.1894 0.2240 0.1590 – 0.1461 0.0258

range (Table 8). The 22Σ+ state lies in the 4.31-5.00 eV range
above the 12Σ+ state. Similarly to SiO+, PN+, AsN+, and AsP+

display relatively small bond length changes in the 22Σ+→ 12Σ+

transition. Accordingly, the FCFs for the transition are diagonal
with the largest values of 0.9312 and 0.9354 obtained for the
0→ 0 transition in PN+ and AsP+, respectively.

Table 8 Adiabatic excitation energies (Ead
ex , eV) to the 12Π and 22Σ+ state

from 12Σ+ state, equilibrium bond lengths (re, Å) in the 12Σ+, 12Π, and
22Σ+ states, vertical transition dipole moment (µIF , au) and Einstein’s
coefficients (Aba, MHz) for the 12Σ+ → 22Σ+ transition, FCFs for the
22Σ+ → 12Σ+ and 22Σ+ → 12Π transitions of PN+, AsN+, AsP+ calcu-
lated using EOM-IP-CCSD.

PN+ AsN+ AsP+

Ead
ex (1

2Π) 0.513 0.366 -0.262
Ead

ex (2
2Σ+) 4.538 5.001 4.306

re(12Σ+) 1.484 1.603 1.995
re(12Π) 1.552 1.674 2.073
re(22Σ+) 1.465 1.579 1.977
µIF 0.710 0.704 0.532
Aba 50.513 66.508 27.071

22Σ+→ 12Σ+

0→ 0 0.9312 0.8909 0.9354
0→ 1 0.0679 0.1055 0.0626
0→ 2 0.0008 0.0036 0.0020

22Σ+→ 12Π

0→ 0 0.2345 0.1726 0.1633
0→ 1 0.3675 0.3266 0.3056
0→ 2 0.2582 0.2837 0.2760

Among the three cations, PN+ is most studied and some of
its spectroscopic constants have been determined experimen-
tally.115–117 EOM-IP-CCSD reproduces the vertical IE to X2Σ+ and
A2Π with errors of 0.01 and 0.18 eV, respectively. At the same

time, the IE to B2Σ+ differs from the experimental value by stag-
gering 0.69 eV. The trend in the errors parallels that observed for
SiO+ and SiS+ (Table S6 in SI). Therefore, inclusion of triples is
important in order to accurately reproduce properties of the B2Σ+

state, including FCFs. Overall, these molecules are of potential in-
terest and should be investigated further.

[AB]+: A = s2 p2, B = s2 p5

Another prospective neutral molecule framework that is yet to be
laser-cooled is AlCl118 and its isoelectronic analogues. Various
aluminum halides, including AlF, AlCl, and AlBr, have been theo-
retically studied in the context of optical cycling via the diagonal
A1Π→ X1Σ+ transition.119–121 These molecules do feature an in-
tervening the a3Π state, but it is predicted to be uninvolved in the
optical cycling due to negligibly small branching ratios. Accord-
ingly, we explored the cationic analogue of this framework, the
group 14 monohalide ions (i.e., SiCl+, SiBr+, GeCl+, and GeBr+),
with EOM-EE-CCSD.

The low-lying states of monochloride ions CCl+, SiCl+, and
GeCl+ have been previously studied experimentally and theoreti-
cally.122–125 In particular, these ions were detected as afterglows
of the corresponding tetrachloride in a rare gas originating due
to the a3Π→ X1Σ+ emission in the UV range. Previous ab initio
calculations predicted that the A1Π state is either weakly bound
or dissociative and lies above the a3Π state.125 Our calculations
confirm the order of the two states with a3Π lying in the 3.5-4.0
eV range and A1Π lying in the 4.8-5.6 eV range (Table 9).

Table 9 Vertical excitation energies (Eex, eV) to the a3Π and A1Π state
from the X1Σ+ state, equilibrium bond lengths (re, Å) in the X1Σ+ and
a3Π states, FCFs for the a3Π→ X1Σ+ transition of SiCl+, SiBr+, GeCl+,
and GeBr+ calculated using EOM-IP-CCSD.

SiCl+ SiBr+ GeCl+ GeBr+

Eex(a3Π) 3.845 3.538 3.991 3.650
Eex(A1Π) 5.583 4.989 5.371 4.821
re(X1Σ+) 1.963 2.111 2.057 2.197
re(a3Π) 1.994 2.159 2.106 2.274

a3Π→ X1Σ+

∆re 0.031 0.047 0.050 0.077
0→ 0 0.8703 0.7158 0.6701 0.3419
0→ 1 0.1106 0.2116 0.2273 0.2969
0→ 2 0.0168 0.0566 0.0748 0.1874

Recent ab initio studies showed that for the heavier elements
the relativistic interactions become appreciably large, and the
a3Π0+ → X1Σ

+
0+ transition can be employed for optical cycling,

as was shown on the example of thallium chloride, TlCl.126

In SiCl+ and SiBr+, the spin-orbit interactions are sufficiently
large as well and the radiative lifetime estimates of the a3Π0+

and a3Π1 states are on the order of 0.5-5 ms in SiCl+ and 50-
100 µs in SiBr+.127,128 However, our comptuted FCFs for the
a3Π(ν = 0)→ X1Σ+(ν = 0) transition are only 0.8703 for SiCl+

and 0.7158 for SiBr+, suggesting they are not good candidates for
optical cycling. To be sure of this conclusion, a detailed investiga-
tion of the optical cycling schemes in these molecules is required
with inclusion of triple excitations and spin-orbit coupling effects.
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[AB]+: A = s2 p1, B = s2 p4

As our final example we consider a neutral/cation isoelectronic
pair of group 2/group 13 monoxides, BeO and BO+. Group 2
monoxides have not been considered for optical cycling, perhaps,
due to their closed-shell character, but their anions, such as BeO−

and MgO−, have been proposed as viable candidates.41 BeO and
MgO have been studied extensively, both experimentally and the-
oretically, and are known to feature low-lying singlet and triplet
states.129–131 Their cationic analogues, such as BO+ and AlO+,
have received less attention.132–135 Below we provide an initial
examination (using EOM-EE-CCSD) of the electronic structure of
BeO and BO+ in the context of optical cycling.

Our calculations show that the electronic structures of BeO and
BO+ are quite similar, with a ground X1Σ+ state followed by the
triplet/singlet pairs of the a3Π/A1Π and b3Σ+/B1Σ+ states (Ta-
ble 10). Among several possible transitions, the magnitude of
the bond length change is the smallest in the B1Σ+→ X1Σ+ tran-
sition, with the value of 0.022 and 0.013 Å in BeO and BO+,
respectively. Previous ab initio studies have shown that the X1Σ+

and B1Σ+ states are multi-configurational even at the equilib-
rium geometry with the dominant configurations 3σ24σ21π4 and
3σ24σ11π45σ1, respectively.132,133

Table 10 Vertical excitation energies (Eex, eV) and equilibrium bond
lengths (re, Å) of BeO and BO+ calculated using EOM-EE-CCSD.

X1Σ+ a3Π A1Π b3Σ+ B1Σ+

BeO
Eex 0.000 1.365 1.562 2.370 2.825
re 1.321 1.434 1.432 1.409 1.343

BO+

Eex 0.000 0.911 1.301 2.651 3.728
re 1.197 1.291 1.289 1.246 1.183

The NTOs in Figure 8 provide a molecular orbital picture of
this electronic transition. Interestingly, NTOs in the X1Σ+→B1Σ+

transition in both BeO and BO+ are quite similar to the Dyson or-
bitals of X2Σ+ and B2Σ+ states in SiO+ and its isoelectronic ana-
logues (Figure 7, right panel). Such a qualitative similarity in the
visual appearance of the orbitals is consistent with a quantitative
similarity of the bond length changes in both series of molecules,
when comparing the results at the EOM-CCSD level.

Due to the small bond length changes, the FCFs are quite
promising in both BeO and BO+. Our estimate of the FCF in
the B1Σ+(ν = 0)→ X1Σ+(ν = 0) transition is 0.9383 in BeO and
0.9667 in BO+. However, multiple low-lying electronic states fa-
cilitate multiple decay routes. Although the non-diagonal FCFs
estimated for these intermediate transitions are encouraging (Ta-
ble 11), further studies with calculations of the entire potential
energy curves with the inclusion of the triple excitations and spin-
orbit interactions are required.

Discussion
In this contribution, we carried out a systematic computational
investigation of molecular cations that might be suitable for opti-
cal cycling. Building upon the success with neutral molecules and
existing cationic candidates, we proposed and studied a set of

BeO

BO+

Fig. 8 NTOs of the X1Σ+→ B1Σ+ transition in BeO and BO+ calculated
using EOM-EE-CCSD.

Table 11 FCFs for several transitions in BeO and BO+ calculated using
EOM-EE-CCSD.

Transition 0→ 0 0→ 1 0→ 2
BeO

B1Σ+→ X1Σ+ 0.9383 0.0564 0.0049
B1Σ+→ a3Π 0.3884 0.3918 0.1713
B1Σ+→ A1Π 0.4008 0.3876 0.1650
B1Σ+→ b3Σ+ 0.6238 0.3274 0.0477

BO+

B1Σ+→ X1Σ+ 0.9667 0.0332 0.0000
B1Σ+→ a3Π 0.1356 0.3046 0.3040
B1Σ+→ A1Π 0.1432 0.3092 0.2992
B1Σ+→ b3Σ+ 0.5045 0.3836 0.1022

cationic molecular frameworks whose electronic structure show
promise for optical cycling. We demonstrate that it is significantly
more challenging to identify molecular cations suitable for optical
cycling than it is for neutral molecules. Generalizing the obser-
vations of the electronic structure properties of various molecular
ions discussed above, we offer the following explanations for this
difficulty. Because the excess charge is prone to delocalization, it
becomes difficult to achieve a localized character of the excitation
as found in neutral molecules. Even if one designs a molecular
ion that is isoelectronic to neutral alkaline earth derivatives, the
resulting FCFs are less diagonal than one would expect. The tran-
sitions that do show diagonal FCFs tend to be high in energy and
(pre)dissociation becomes a concern. In addition, the presence
of the positive charge lowers the energy of virtual orbitals and
increases the density of states. In combination with high energy
of the cycling transition, this results in multiple decay channels,
further exacerbating the challenge. Below, we briefly summarize
the key features of the electronic structure of the prospective can-
didates.

Inspired by the alkaline earth derivatives, such as SrF, we be-
gan by studying diatomic molecular ions composed of rare earth
(group 3) metals bound to a halogen atom, e.g., YF+. Unfortu-
nately, the presence of the metal’s d electrons produced multiple
low-lying electronic states that intervene in a potentially promis-
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ing C2Π→ X2Σ+ transition of YF+. This feature seems to be char-
acteristic for this class of molecules, however, it may be possible
that a fortunate combination of the metal and halogen exists.

Next, we attempted to solve the problem of low-lying d-like
states by choosing group 13 elements as a cycling center, such as
AlF+ and its isoelectronic analogues. Unfortunately, the C2Π→
X2Σ+ transition, which resembles the atom-like p→ s transition,
competes with (pre)dissociation processes due to the coupling of
the C2Π state with the dissociative A2Π state. In addition, decay
to a lower lying B2Σ+ is also possible. Nonetheless, the FCFs
for the C2Π→ X2Σ+ transition in InCl+ are quite promising, and
further investigations with the calculations of the entire potential
energy curves for the low-lying states are needed to estimate the
deleterious effects of (pre)dissociation.

Following this, we attempted to replace the halogen atom with
hydrogen. Since the unfilled electronic shell of halogens makes
them suitable substituents to achieve atom-like transitions in a di-
atomic molecules, we hypothesized that the hydrogen atom may
work as well. Multiple previous studies investigated prospect of
laser-cooling BH+ and AlH+ and, despite showing some promise,
they indicate (pre)dissociation could be problematic. Because iso-
electronic species often share similarities in their electronic struc-
ture, we explored molecular cations where the H atom was re-
placed with Li. We found that, while the Al-H bond in AlH+ has
a character of a typical covalent bond, the Al-Li bond in AlLi+

is much weaker. The FCFs and Aba coefficient deteriorate and,
overall, this molecular framework is not promising.

Following this exploration of the cations inspired by neutral-
molecule designs, we turned to other molecular ions proposed
in the literature. We began by studying a very promising SiO+

framework. Remarkably, the electronic structure of SiO+ is quite
distinct from laser-coolable neutral molecules. In SrF, excitation
promotes an electron from the s-like HOMO to the p-like LUMO,
while in SiO+ the electron is excited from the low-lying fully occu-
pied orbital to the half-filled HOMO. The delocalized nature of the
unpaired electron distribution does not prevent FCFs from being
diagonal, while the intermediate A2Π state is not a significant loss
state for the B2Σ+ → X2Σ+ cycling transition. One may wonder
whether it is a lucky coincidence that SiO+ is suitable for optical
cycling or that these desirable properties occur throughout this
molecular framework. To this end, we explored the prospects of
various isoelectronic analogues of SiO+ with EOM-IP-CCSD and
found that majority of the candidates displayed diagonal FCFs for
the B2Σ+ → X2Σ+ transition similarly to SiO+. To our surprise,
the FCFs deteriorate significantly once we repeat the calculations
at the EOM-IP-CCSD(T)(a)* and EOM-IP-CCSDT levels of theory.
The relatively large effect of triple excitations arises due to the
partially doubly excited (2h1p) character of the B2Σ+ state, for
which EOM-IP-CCSD level seems to be insufficient. This obser-
vation underscores challenges in the efforts to identify promising
molecular cations and suggests that SiO+ is the sole member of
this framework that is amenable to optical cycling.

We next turned to another SiO+-inspired framework. Alka-
line earth metal monoxides, such as BeO or MgO, are generally
not considered for laser-cooling. Our calculations show that the
B1Σ+ → X1Σ+ transition features diagonal FCFs, while the FCFs

to the low-lying intermediate states are quite small. Interestingly,
we observe that the nature of the B1Σ+→ X1Σ+ transition in both
BeO and BO+ is quite similar to that of the B2Σ+ → X2Σ+ tran-
sition in SiO+. As such, one may attempt to employ a rational
design approach in proposing more candidates that feature simi-
lar transitions, even for neutral molecules. In particular, the spec-
trum of SiO+ cation is quite similar to that of neutral SiN136. The
bond-length change in the B2Σ+→ X2Σ+ transition is only 0.008
Å, suggesting diagonal FCFs. It would be interesting to explore
the prospects of laser-cooling neutral analogues of SiO+.

Finally, for the sake of completeness, we also summarize var-
ious other frameworks using the data available in the literature.
We hope that the three strategies, presented Tables 12-14, can
be useful for a formal classification of molecular ions suitable for
optical cycling.

Table 12 Non-binding electrons above a filled shell: ’alkaline-atom-like
doublets’

Groups (Example) Comment

Groups 1-1 (LiK+) Electron participates in bonding; non-
diagonal FCFs

Groups 2-18 (CaAr+) Diagonal FCFs; excitation energy above
the binding energy

Groups 13-17 (AlCl+) Diagonal FCFs; excitation energy above
the binding energy

Table 13 Non-binding electron above a filled s orbital: ’boron-atom-like
doublets’

Groups (Example) Comment

Groups 1-13 (AlH+) Diagonal FCFs; excitation energy above
binding energy

Groups 2-2 (MgCa+) Excitation energy above the binding en-
ergy

Groups 14-18 (CNe+) Weak/anti-bonding; excitation energy
above binding energy

Groups 15-17 (NF+) Not Diagonal; electron participates in
bonding

Groups 16-16 (SO+) Not Diagonal; electron participates in
bonding

Table 14 Two non-binding electrons above a filled shell: ’alkaline earth
like ions’

Groups (Example) Comment

Groups 1-2 (LiCa+) Not Diagonal; electron participates in
bonding

Groups 13-18 (BNe+) Weak/anti-bonding; excitation energy
above binding energy

Groups 14-17 (CCl+) Somewhat diagonal FCFs; UV transi-
tions; small linewidths

Groups 15-16 (NO+) Not Diagonal; electron participates in
bonding
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Conclusions
Our computational investigation demonstrates persistent chal-
lenges in identifying molecular cations that are promising for
optical cycling. It remains unclear which particular molecular
framework is most suitable for the cycling. Molecular cations,
such as ScF+ and GaF+, which are isoelectronic to laser-coolable
CaF, seem to be poorly suited for optical cycling as they pos-
sess small linewidths, unfavorable FCFs, predissociation routes,
and/or multiple intermediate loss states. Yet, by varying the cy-
cling center and substituent one may achieve more favorable (al-
beit not ideal) electronic structure, such as in YF+ and InCl+.

Remarkably, in contrast to neutral frameworks being pursued,
molecular cationic frameworks with a delocalized charge distri-
bution, such as in SiO+, seem to be promising. The majority
of the candidates isoelectronic with SiO+ feature strong cycling
transition and diagonal FCFs, at least at the EOM-CCSD level of
theory. Doubly excited character of the excited states in some of
these molecules put stringent requirements on the level of theory,
meaning that more work is needed to fully ascertain the possibil-
ity of using this framework.

Closed-shell molecules that are unpopular among neutral can-
didates seem to also show promise as a suitable framework for
cycling of molecular ions. While low-lying triplet states are typ-
ically considered as intermediate loss states, these states can be
involved in cycling for heavier atoms where relativistic effects are
much stronger. Prospective candidates with diagonal FCFs for
the singlet-triplet transition include SiCl+, SiBr+ and, perhaps,
their heavy-atoms analogues. Quite unexpectedly, BO+, which is
isoelectronic to BeO, was found to feature diagonal FCFs for the
singlet-singlet transition. In this particular framework, using light
elements seems most appropriate, as it minimizes the decay rates
to the intermediate triplet states.

Overall, we find that molecular ion cycling transitions with di-
agonal FCFs generally involve states above the first excited state
and, therefore, intermediate states often present difficulties. This
also often leads to relatively high excitation energy and issues
with (pre)dissociation that must be understood.
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