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Amphiphilic molecules spontaneously form self-assembly structures depending on physical conditions

such as the molecular structure, concentration, and temperature. These structures exhibit various

functionalities according to their morphology. The critical packing parameter (CPP) is used to correlate

self-organized structures with the chemical composition. However, accurately calculating it requires

information about both the molecular shape and molecular aggregates, making it challenging to apply

directly in molecular design. We aimed to predict the self-assembled structure of a molecule directly from

its chemical structure and to analyze the factors influencing it using machine learning. Dissipative particle

dynamics simulations were used to reproduce many self-assembly structures comprising various chemical

structures, and their CPPs were calculated. Machine learning models were built using the chemical

structures as input data and the CPPs as output data. As a result, both random forest and the gated

recurrent unit showed high prediction accuracy. Feature importance analysis and sample size dependence

revealed that the amphiphilic nature of molecules significantly influences the self-assembly structures.

Additionally, selecting an appropriate molecular structure representation for each algorithm is crucial. The

study results should contribute to product development in the fields of materials science, materials

chemistry, and medical materials.

1 Introduction

Amphiphilic molecules have attracted significant attention as
functional materials1 and have been applied in various fields
such as materials chemistry2–4 and medical materials
science.5–7 For example, their functional properties have been

exploited for applications such as detergents and liposomes
used as drug delivery carriers.8 The functionalities of
amphiphilic molecules are achieved through the self-
assembly structures formed by their spontaneous
aggregation. For example, in detergent micelles, the
hydrophobic tails adsorb oils and the hydrophobic cores trap
oil stains. Liposomes used as drug carriers can encapsulate
water-soluble substances and release them under specific
conditions. Other self-assembled structures, such as
threadlike micelles9,10 and bilayer membranes,11,12 exhibit
distinctive intrinsic properties that are being actively
investigated for various applications. However, designing
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Design, System, Application

Functional materials utilizing amphiphilic molecules are widely applied in various fields. The functionalities of amphiphilic molecules are achieved
through their spontaneous self-assembly, resulting in different functions depending on the structures formed. Self-assembly structures depend not only on
the molecular structure but also on experimental conditions such as temperature and concentration. Predicting self-assembly structures tailored to specific
functions from molecular chemical structures is challenging, and trial-and-error molecular design remains the mainstream approach in product
development. In this study, we combined molecular simulations with machine learning to directly predict self-assembly structures from molecular
structures. Furthermore, by analyzing the input data for machine learning, we revealed the essential factors influencing self-assembly structures. This
enables the prediction of self-assembly structures at the molecular design stage, which indicates the potential to predict the functions that arise from these
structures at the molecular design stage. This advancement has the potential to significantly reduce the cost of product development. Additionally, the
results of this machine learning research are expected to provide valuable insights not only in the field of materials science but also in the field of materials
informatics.
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such self-assembled structures for achieving desired
functions remains challenging as they depend not only on
the chemical structure of the molecules but also on physical
parameters such as concentration and temperature. As a
result, a definitive method has not yet been established for
achieving desired functionalities; consequently, time-
consuming and costly trial-and-error experiments are still
required. Predicting and controlling the self-assembly of
amphiphilic molecules is therefore a critical engineering
task.

The critical packing parameter (CPP) links the chemical
structure of molecules to self-assembled structures.13 The
CPP is a dimensionless quantity that represents the
geometric balance of hydrophilic and hydrophobic moieties
at the interface of self-assembled structures. It is defined in
terms of the surface area of the hydrophilic part (a0), the
volume of the hydrophobic part (v), and the critical chain
length (lc) as CPP = v/a0lc. The CPP plays a crucial role in
determining the type of self-assembled structure formed. For
example, when 0 < CPP < 1/3, micelles form; 1/3 < CPP < 1/
2 results in thread-like micelles; 1/2 < CPP < 1 results in
vesicles or flexible bilayer membranes; and CPP ∼ 1 results
in planar bilayer membranes. However, accurately calculating
the CPP from only the molecular structure is challenging
owing to the influence of other thermodynamic conditions
on self-assembled structures. Experimental estimates of the
CPP often deviate from estimated values, thus necessitating a
reliance on experimental observations to infer the structure.
Therefore, accurate calculation of the CPP requires the
consideration of both the molecular shape and the self-
assembly information, making direct application to
molecular design difficult. Consequently, to the best of our
knowledge, self-assembled structures have not yet been
accurately predicted using CPPs estimated solely from
molecular structure information.

Machine learning technology enables computers to
iteratively learn from given data and to uncover patterns
within them, thus allowing predictions of unknown data. In
recent years, artificial intelligence technology has found
widespread applications in various fields, including for soft
matter and molecular simulations in materials
informatics.14–19 Inokuchi et al.20 successfully predicted the
properties of surfactants by using a combination of
molecular simulations and machine learning. This
demonstrates the applicability of machine learning even to
complex systems containing self-assembled structures of
amphiphilic molecules. Bhattacharya et al.21 identified
monomer sequences for self-assembling copolymers that
form specific morphologies. However, these studies were
limited to linear molecular models or only with a small
amount of branches,22 and the feasibility of applying
machine learning to molecular models of amphiphilic
molecules with complex structures such as branching or
cyclic structures remained unclear.

The present study focuses on the CPP and aims to
combine machine learning and molecular simulation for

predicting self-assembled structures formed in water. The
CPP has not yet been used to accurately predict the self-
assembly structure of amphiphilic molecules. Our target is
molecular models of amphiphilic molecules with complex
structures, including branching and cyclic structures, in
addition to linear structures. We aim to demonstrate the
feasibility of applying machine learning to these complex
molecular structures. We examined the input data for
machine learning to identify the main factors affecting self-
assembly. This enabled us to predict the resultant self-
assembled structures without requiring trial-and-error
experiments. The results should contribute to the molecular
design of functional materials and the advancement of
materials science.

2 Methods
2.1 Molecular simulation

We used the dissipative particle dynamics (DPD) simulation
technique23–26 to study the self-assembly behavior of
amphiphilic molecules. DPD was specifically developed to
simulate the fluidic and thermodynamic behaviors of various
aqueous solutions. DPD is a particle-based method that uses
coarse-grained models in which atoms and molecules are
lumped together as DPD beads for efficiency, thus offering a
computational advantage over classical molecular dynamics.
In particular, DPD has produced various successful results
regarding the self-assembly of amphiphilic molecules.27–29

The DPD method uses Newton's equation of motion with
conservative, dissipative, and random forces applied to all
DPD beads. Newton's equation of motion for particle i is

mi
dvi
dt

¼ f i ¼
X
j≠i

FC
ij þ

X
j≠i

FD
ij þ

X
j≠i

FR
ij (1)

where m is the particle mass, v is the particle velocity, FC is
the conservative force, FR is the pairwise random force, and
FD is the dissipative force. The conservative force FC is given
by the following equation.

FC
ij ¼

− aij 1 − rij
�� ��
rc

� �
nij; rij

�� �� � rc

0; rij
�� �� > rc

;

8><
>: (2)

where rij = rj − ri and nij = rij/∣rij∣. aij is the parameter that
determines the magnitude of the repulsive force between
particles i and j, and rc is the cutoff distance to determine
the effective range of force. The random force (FRij) and
dissipative force (FDij ) are respectively given by

FR
ij ¼

σωR rij
�� ��� �

ζ ijΔt
− 1=2nij; rij

�� �� � rc

0; rij
�� �� > rc

(
(3)

FD
ij ¼

−γωD rij
�� ��� �

nij·vij
� �

nij; rij
�� �� � rc

0; rij
�� �� > rc

;

(
(4)

where vij = vj − vi, σ is the noise parameter, γ is the friction
parameter, and ζij is a random number based on a Gaussian
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distribution. Here, ωR and ωD are r-dependent weight
functions given as follows.

ωD rð Þ ¼ ωR rð Þ� �2 ¼ 1 − rij
�� ��
rc

	 
2
; rij

�� �� � rc

0; rij
�� �� > rc

8><
>: (5)

The temperature is controlled by a couple of dissipative
and random forces. σ and γ are related by the fluctuation–
dissipation theorem as

σ2 = 2γkBT, (6)

where kB is Boltzmann's constant and T is the temperature.
In DPD simulations, reduced units are generally used.

In this study, we adopted the spring force FSij defined as

FS
ij ¼ −ks 1 − rij

�� ��
rs

� �
nij (7)

where rs is the equilibrium bond distance representing the
bond between linked DPD beads in the modeled molecules
and ks is the spring constant.

In DPD simulations, a reduced unit system is typically
employed. In this context, the length is given in terms of the
cutoff distance rc, the mass is given in terms of the bead
mass m, and energy is represented in units of kBT. The DPD
time scale is defined as τ = rc(m/kBT)

1/2. To correlate the
simulation results with real-world systems, a scaling
procedure for length and time units is applied.30 In this
simulation, the coarse-graining of three water molecules into
a single DPD particle results in a mass unit equivalent to 54
atomic mass units. The particle density in the simulation is
set as ρr3c = 3. This implies the inclusion of three DPD
particles within the cube of r3c, corresponding to a volume of
0.27 nm3, since the volume of a water molecule is 0.03 nm3.
Consequently, the length unit rc is 0.271/3 nm = 0.6463 nm,
and an approximate DPD time scale τ ≈ 88 ps can be
assumed.

2.2 Simulation models and conditions

A wide variety of amphiphilic molecule models were created
by changing the number of coarse-grained particles and the
arrangement of hydrophilic and hydrophobic groups. Fig. 1
shows the simulation models used in this study. Typical
amphiphilic molecular models are shown in Fig. 1[a]. These
models include linear, cyclic, and branching structures. In
total, 305 amphiphilic molecular models were used in the
simulations. A water molecule (W) is represented as a single
coarse-grained particle, as shown in Fig. 1[b]. The red and
blue particles in the amphiphilic molecular models
respectively represent hydrophobic tail groups (T) and
hydrophilic head groups (H). The interaction parameters (aij)
between each pair of particles are shown in Table 1.

The nearest neighboring particles within the modeled
amphiphilic molecules are connected by harmonic springs

with a spring constant of 100kBT/r
2
c and an equilibrium

length of 0.86rc. The concentration of the aqueous solution is
set at 5%. The number of coarse-grained DPD beads in the
modeled amphiphilic molecules and water molecules is 4050
and 76 950, respectively. In this system, a random initial
configuration was employed. The simulation box has a
volume of 30 × 30 × 30r3c, with periodic boundary conditions
applied in all three dimensions. All simulations were
conducted in a constant-volume and constant-temperature
ensemble until the equilibrium state was reached in 16 000τ.

2.3 Machine learning

In this study, we have used regression analysis as a form of
supervised learning to predict self-assembled structures
derived from a coarse-grained molecular model. Specifically,
we evaluated well-established regression models including
Lasso and Ridge, both of which are variants of linear
regression with regularization techniques: support vector
regression (SVR), which is based on a support vector machine
(SVM) framework, kernel-based methodologies such as the
k-nearest neighbor (k-NN) approach, ensemble techniques
such as the random forest algorithm, and broader regression
frameworks including neural networks (NNs) and the
subclass of recurrent neural networks (RNNs). All except NNs
and RNNs are implemented using the scikit-learn package,31

while NNs and RNNs are implemented using pytorch.32

In all instances, an ensemble of models was trained via
cross-validation on a dataset consisting of 305 samples.

Fig. 1 Particle models used for calculations. (a) Representative
modeled amphiphilic molecules composed of two types of DPD beads:
hydrophobic tail (red) and hydrophilic head (blue). (b) Coarse-grained
DPD beads used in this study. The water bead as solvent (cyan),
hydrophobic tail bead (red), and hydrophilic head bead (blue) are
labeled W, T, and H, respectively.

Table 1 Interaction parameters aij (in kBT/rc units) in DPD calculations

W T H

W 25.0 75.0 25.0
T 25.0 75.0
H 25.0
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Structural data originating from coarse-grained molecular
models were used as input datasets, and the CPPs were the
outputs. For coarse-grained molecular model structures to be
used as inputs, they must first be transformed into a
machine-readable format. We used the simplified molecular
input line entry system (SMILES), a methodology for linearly
encoding chemical structures, to facilitate the conversion of
the structural data of the coarse-grained molecular models
into a suitable form for our analyses.

Next, the hyper-parameters for each model need to be
optimized. Considering the limited extent of the dataset, we
used the exhaustive grid search technique. The resulting
parameter permutations include those hyper-parameters that
yield the highest coefficient of determination (R2).

2.4 Encoding for machine learning

Chemical structures must be encoded into a readable format
for machine learning. We encoded the amphiphilic molecule
models based on the SMILES notation. The SMILES33–35 is
widely used for converting chemical structures into linear
notations, especially when entering chemical information
into databases. It represents molecular information as a
single string that is easily understandable for both humans
and computers. The structures are transformed into strings
according to specific rules, including the following key ones:

1. Atoms are denoted by their elemental symbols.
Hydrogen atoms are usually omitted but can be explicitly
indicated if necessary.

2. Single bonds are implicit, and two adjacent atoms are
automatically considered singly bonded. Double and triple
bonds are respectively represented by “=” and “#”.

3. Branching structures are typically indicated using
parentheses. For instance, acetic acid is represented as
CC(O)O.

4. Absolute configurations are denoted by “@” or “@@”,
and geometric isomerism is indicated using “/” or “\”.

5. Ring structures are represented as broken chains, with
break points indicated by numbers. For example, cyclohexane
is written as C1CCCCC1.

6. In aromatic rings, constituent elements are represented
by lowercase letters. For example, benzene is written as
c1ccccc1.

Further rules have been defined for the conversion of
various structures. We adopted the following modified
method called the “modified-SMILES” that used simpler rules
than those of the conventional SMILES for converting coarse-
grained molecular models into a linear notation while still
capturing necessary information adequately.

1. Hydrophobic and hydrophilic bead particles are
respectively represented by 1 and 2.

2. All connections between particles have the same spring
constant and are therefore represented by adjacent particle
symbols.

3. Branching structures are represented using 0 instead of
parentheses.

4. Similar to the SMILES, ring structures are represented
as broken chains with break points indicated by numbers,
except that the break points are set to 9.

By following these rules, we can represent the straight
chains, branching, and ring structures in the coarse-grained
molecular model in a linear notation. Specific examples are
shown in Fig. 2.

3 Results and discussion
3.1 Analysis of self-assembly structures and the CPP

The simulations revealed a variety of self-assembled
structures, including micelles and vesicles, depending on the
molecular structure. To determine the CPP, as defined below,
we obtained the surface area of the hydrophilic portion (a0),
the volume of the hydrophobic portion (v), and the critical
chain length (lc) from the self-assembled structures generated
during the simulations.

CPP ¼ v
a0lc

(8)

Among the multiple clusters present within the system, we
selected the self-assembled structure with the highest
aggregation number. Fig. 3 shows the method for calculating
the three values required to determine the CPP from the
simulation results. The volume (v) was computed by
multiplying the volume occupied by a single hydrophobic
particle by the number of hydrophobic particles within a
single molecule. To obtain the volume per particle, we
assumed a uniform particle distribution with a density of ρ =
3 and a constant number of particles within the system. For
calculating the surface area (a0), we multiplied the number of
hydrophilic particles in contact with water by the surface area
per particle. The surface area per particle was derived by
taking the two-thirds power of the volume per particle to
perform a dimensional conversion. The critical chain length
(lc) was defined as the distance between the center of mass of
the molecule and the farthest hydrophobic particle as well as
the closest hydrophilic particle. We used these calculated
values to obtain the CPPs for all amphiphilic molecular
models and verified the corresponding values for each self-
assembled structure (Fig. 4).

Fig. 2 Modified-SMILES for the linear transformation of coarse-
grained molecular models; linear transformation methods for (a) linear,
(b) branched, and (c) ring structures.
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As the CPP of an aggregate is derived from parameters
such as the surface area occupied by hydrophilic groups and
the volume encapsulated by hydrophobic moieties, the
relative abundance of hydrophilic and hydrophobic
components within the molecule is expected to strongly
influence the resultant self-assembled configuration. In fact,
the proportion of hydrophilic or hydrophobic groups in a
diblock copolymer greatly affects their self-assembly.36,37

Accordingly, we focused on a fraction of the hydrophilic
portion and plotted a scatter diagram of the CPP obtained
from simulations against the ratios of hydrophilic head
particles within each molecule (fH) in Fig. 5. This figure

reveals a notable negative correlation with a coefficient of
−0.826 between the CPP and the fraction of hydrophilic
groups (fH). This correlation can be attributed to the
increased surface area (a0) occupied by hydrophilic particles
as their fraction increases. However, even when the fraction
of hydrophilic groups is kept constant, significant variations
occur in self-assembled structures owing to differences in
factors such as the arrangement of particles, the number of
constituent particles, branching structures, and the presence
of ring structures. This suggests that factors other than the
fraction of hydrophilic groups also play a crucial role in
determining the self-assembled structures. In fact, for the
same fraction of hydrophilic groups (fH = 0.5), differences in
the locations of ring or branching structures have been found
to influence the CPP. For example, if a molecule has a ring
structure consisting of hydrophobic tail beads, its critical
chain length lc should be shorter than that of a molecule
without a cyclic structure, resulting in a larger CPP. If a
molecule has branches with hydrophilic head beads, the
surface area of the hydrophilic portion a0 will be larger,
making the CPP smaller. As such, various interrelated
parameters must be considered in determining the self-
assembled structure, making it difficult to predict the self-
assembled behavior from the molecular structure. Thus, we
used machine learning methods to analyze and discover key
factors to clarify the relationship between the molecular
structure and its self-assembly in terms of the CPP. This
approach will enable us to not only predict the self-assembly
but also manipulate the self-assembly of amphiphiles
through molecular design.

3.2 Machine learning prediction

We evaluated the performance of the following machine
learning algorithms, including deep learning methods:
Lasso,38 Ridge,39,40 k-NN,41 SVR,42 random forest,43 fully
connected NNs,44 long short-term memory (LSTM),45 and
gated recurrent unit (GRU).46 Lasso and Ridge are regression
techniques that add regularization to linear models to
prevent overfitting and handle multicollinearity. They mainly

Fig. 3 Calculation method for obtaining the three values needed to
calculate the CPP.

Fig. 4 Representative snapshots of equilibrium morphologies of
amphiphilic molecules and CPPs of their models: (a) micelle, (b)
vesicle, (c) threadlike micelle, and (d) bilayer.

Fig. 5 Scatter diagrams of correlation between the CPP and the
fraction of hydrophilic head groups.
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differ in terms of the use of distinct regularization methods.
Lasso regression shows good performance for feature
selection by effectively eliminating redundant attributes. By
contrast, Ridge regression mitigates overfitting, thereby
improving the overall stability of the model. In this study,
considering the limited dataset size of 305, linear regression
models were also included for comparison. The other models
are all nonlinear. k-NN is a regression algorithm that predicts
the value of a new data point by considering the average (or
weighted average) of the target variable of k nearest-neighbor
data points. SVR is an SVM-based regression model that finds
a hyperplane to predict the target variable while maximizing
the margin with data points. SVR handles linear and
nonlinear relationships using kernel functions, making it
suitable for high-dimensional data and complex regression
tasks. Random forest is an ensemble learning method that
introduces randomness to data and feature selection to
construct multiple decision trees. In regression tasks, these
tree predictions are combined to achieve accurate and robust
predictions. It can effectively handle high-dimensional data,
avoid overfitting, and evaluate feature importance. NNs,
inspired by the human brain, perform tasks like pattern
recognition and prediction. They are organized as layers of
weighted nodes, and they learn tasks through a learning
process in which weights are adjusted. LSTM and the GRU
are both types of RNNs; they are useful models for processing
time-series and sequence data. Generally, the GRU is simpler
and computationally efficient, making it suitable for small
datasets and real-time applications. By contrast, LSTM is a
more complex model that is well-suited for tasks with
significant long-term dependencies. Bidirectional RNN
algorithms were used in this study to learn the data of the
modified-SMILES more efficiently.

For evaluating the machine learning model performance,
we used the coefficient of determination (R2) and root-mean-
square error (RMSE). The training dataset represents the data
used for model learning, and the test dataset consists of
unknown data and reflects the model's general performance.
A significant difference in performance between the training
and test datasets indicates overfitting, in which the model
fits the training data excessively well but lacks generalization
capability.

First, we set the modified-SMILES as the explanatory
variable and evaluated the model performance, as shown in
Fig. 6. The modified-SMILES considers the hydrophilicity and
hydrophobicity of the molecules as well as the branching
structures and the presence of cyclic arrangements in detail,
thus serving as an exhaustive representation of the molecular
structure. Consequently, using the modified-SMILES as the
sole explanatory variable facilitates accurate predictions by
the machine learning models. The results demonstrate that
the random forest, LSTM, and GRU have relatively high
performance, as shown in Fig. 6. The high performance of
the LSTM and GRU models, in contrast to their machine
learning counterparts, is attributed to the intrinsic
characteristics of the modified-SMILES as sequence data, in

which the order and presence of symbols are used to
represent differences in molecular structures. Except for RNN
algorithms, the order of data is not suggestive for predictions
as a previous study has already shown that the accuracy of
random forest before and after the permutation of data does
not change much.21 Therefore, RNN algorithms are
considered suitable for sequential data, such as molecular
structure data. However, compared to RNN algorithms that
require large amounts of data to create a decent model,
random forest can be a good choice for a system with a
relatively small amount of data, such as the present study
with 305 data points.

Certain methods show high prediction accuracy but can
be improved further. Therefore, in addition to the modified-
SMILES direct molecular structure representation, we
incorporate the frequency of k-mer tokens that represent the
relative positional sense of different models. Generally, a
k-mer denotes a contiguous substring of length k, and it is
often used to represent and analyze sequential data such as
DNA and amino acid sequences.47,48 In this study, k-mers
with k = 1, 2 are used because our models contain branching
and ring structures; consequently, we may not be able to
capture structures properly for k ≥ 3. In this study, k-mers
with k = 1 correspond to particle types (T, H), and k-mers with
k = 2 represent combinations of adjacent particles (T–T, T–H,
H–H) signifying distinct bond types. In addition to the counts
of pure k-mer tokens, we summed them and calculated their
fraction. k = 1 k-mers represent the number of each particle;
therefore, their sum is the overall number of particles in a
molecule. The sum of k = 2 k-mers represents the overall
number of bonds, and it should reflect the molecular
structure in terms of the number of branches and cyclic
structures. Self-assembly should also be affected by the ratio
of particles or bonds against overall structures, as shown in
Fig. 5; therefore, we calculated the fraction of k-mers by
dividing the count of each k-mer by its sum. Thus, this study
incorporates various explanatory variables, including the

Fig. 6 Comparison of model performance using the modified-SMILES
as explanatory variables, with both the RMSE and model coefficient of
determination (R2) being shown. Error bars represent the standard
deviation.
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counts of k-mers for k = 1 and k = 2 as well as their sums and
fractions against the overall structure. The above k-mer
derived data were incorporated in the modified-SMILES
implicitly; however, for a system with a small amount of data,
such information may help to construct a better model to
predict the self-assembly structures. Therefore, we used the
k-mer derived data in conjunction with modified-SMILES
representations in various machine learning algorithms to
evaluate the effect. The assessment of model performance is
shown in Fig. 7. A comparison of R2 scores across models
such as the random forest, LSTM, and GRU reveals that
models that derive molecular structure insights using the
modified-SMILES have comparatively higher prediction
accuracy. Moreover, across all machine learning models, the
model performance of the modified-SMILES augmented with
k-mer information was superior to that of the modified-
SMILES alone. This result highlights the relationship
between k-mer information and molecular structure insights
derived using the modified-SMILES. In conclusion, the
combined use of the modified-SMILES and extracted particle
and bond information is an effective approach for predicting
molecular structures and elucidating their properties. This
study reveals the importance of integrating diverse data
sources to enhance the accuracy of predictive models.

3.3 Machine learning analysis

We evaluate the factors influencing the self-assembly
structure determination. First, the explanatory variables
inputted are analyzed based on the feature importance
derived from the high-performance random forest in this
study. The feature importance, shown in Fig. 8, quantifies
the contribution of each explanatory variable to random
forest predictions. The introduced k-mer variables clearly play
a significant role in predictions. The sum of k = 1 k-mers,
representing the number of particles, and the sum of k = 2
k-mers, representing the number of bonds, exhibited

relatively low feature importance, and the counts of k-mers
for k = 1 and k = 2 showed feature importance equivalent to
the SMILES. Moreover, the fractions of k = 1 k-mers,
indicating the ratios of hydrophilic and hydrophobic particle
components, dominantly contribute to the predictions,
underscoring their key role in self-assembly structure
determination. Although the increased feature importance
suggests that the ratio of hydrophilic to hydrophobic
particles dictates the self-assembly structure, Fig. 5 has
already shown the inability to predict self-assembly structures
accurately based solely on the hydrophilic component ratio.
This underscores the complementary roles played by each
explanatory variable, indicating that diverse interrelated
factors determine the self-assembly structure of amphiphilic
molecules. Among these, the proportion of hydrophilic and
hydrophobic components within the molecule, essentially the
amphiphilic nature, significantly influences the self-assembly
structure of amphiphilic molecules.

Next, to clarify the importance of the k-mer explanatory
variables, we investigate the sample size dependence of the
prediction accuracy. The sample size dependence of the
prediction accuracy is illustrated in Fig. 9 for cases in which
the modified-SMILES and k-mer values were used as
explanatory variables and in which only the modified-SMILES
or only the k-mer was used as an explanatory variable. With
regard to random forest, incorporating k-mer values as
explanatory variables clearly yields higher prediction accuracy
across all sample sizes. When k-mer values are included as
explanatory variables, high prediction accuracy is maintained
even with smaller sample sizes, and reliable predictions can
be achieved with sample sizes of around 80. This highlights
the significance of k-mer explanatory variables and their key
role in governing self-assembly structure determination. This
fact becomes evident when comparing the sample size
dependency when using the modified-SMILES and k-mer as
explanatory variables versus using only the k-mer as the
explanatory variable. In the case of random forest,
incorporating the k-mer as an explanatory variable enhances
the prediction accuracy.

Fig. 7 Comparison of model performance with explanatory variables
set to the modified-SMILES and supplementary values, with both the
RMSE and model coefficient of determination (R2) being shown. Error
bars represent the standard deviation.

Fig. 8 Feature importance of the random forest model with the
modified-SMILES and supplementary values as explanatory variables.
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Next, we consider the sample size dependence of the GRU
model employing only the modified-SMILES as the
explanatory variable. With a sample size of 300, this model
shows a prediction accuracy equivalent to that of the random
forest model using the modified-SMILES and k-mer as
explanatory variables. This implies that the GRU can learn
the fundamental factors determining self-assembly
structures, such as the amphiphilic nature of molecules and
molecular structural characteristics, and directly predict self-
assembly structures from the modified-SMILES alone without
requiring k-mer explanatory variables. This result suggests
the potential for extending GRU-based self-assembly structure
predictions to general molecular structures, not limited to
coarse-grained molecules, by using the general SMILES. The
lack of a need to select and include auxiliary explanatory
variables as additional inputs highlights the potential of
extending the predictions not only to self-assembly structures
but also to various other properties. However, when
extending to general molecular structures, the sample size
must be increased. Similar to the prediction results presented
in Fig. 9 for the coarse-grained molecular model, increased
sample sizes can improve the prediction accuracy.
Furthermore, for extending to finer-grained general
molecular structures, the sample size must be increased
substantially. Although our focus here has been on the GRU,
similar trends can be expected for LSTM, since both
algorithms are derived from RNNs.

In summary, the representation method of molecular
structures used as explanatory variables must be selected
appropriately depending on the algorithm employed. The
GRU directly inputs the SMILES molecular structure
representation by learning the hydrophobicity of molecules
and features of molecular structures, leading to highly
accurate predictions. By contrast, random forest cannot
capture the fundamental factors determining self-assembly
structures from the SMILES; thus, molecular structures

should be represented using k-mer tokens and be input as
explanatory variables.

4 Conclusions

We used molecular simulations and machine learning to
investigate the relationship between the molecular structure
of amphiphilic parent molecules and their self-assembly
behavior. We modeled various molecular structures,
including not only linear structures but also branching and
cyclic structures, and reproduced their self-assembly
structures through molecular simulations. To characterize
self-assembly structures, the CPP was used as a defining
value. CPPs were calculated for all reproduced self-assembly
structures in the simulations. The calculated CPPs agree with
the actual self-assembly structures, thus serving as a useful
index for evaluating the self-assembly structures.
Furthermore, factors influencing self-assembly structures,
such as the proportion of hydrophilic groups, were
considered, and they exhibited strong correlations. However,
obtaining self-assembly structures (CPPs) from molecular
structures based only on these factors was challenging.
Therefore, machine learning was used to predict the CPPs
and to analyze the factors influencing them.

The molecular structures were described using the
modified-SMILES as descriptors and explanatory variables as
inputs. When using only the modified-SMILES for machine
learning, the GRU showed the highest prediction accuracy,
followed by random forest and LSTM, which also had strong
performance. Subsequently, incorporating the k-mer into the
machine learning process improved the prediction accuracy
of all algorithms. Moreover, feature importance analysis and
sample size dependence revealed that the amphiphilicity of
molecules most strongly influences self-assembly structures.
Considering that the efficiency of learning this information
depends on the combination of algorithms and input data,
the choice of an appropriate molecular structure
representation method is crucial for each algorithm.

Though the self-assembly structure is known to change
depending on the temperature and concentration of the
system,49 both values were maintained as constants in this
study. Thus, our future study will aim to create models that
can handle variations in these parameters. Lastly, the results
suggest that using RNNs enables accurate predictions of self-
assembly structures using only the SMILES, thus highlighting
the potential for extending the predictions of various material
properties of amphiphilic molecules. For systems with a
small amount of data, using the random forest algorithm
with a scalar quantity such as k-mer tokens improves the
prediction. Overall, the study results show promise for
significantly contributing to the molecular design of
functional materials in the field of materials science.

Conflicts of interest
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Fig. 9 Sample size dependence of R2 for four models: random forest
and GRU with the modified-SMILES as an explanatory variable, random
forest (RF) with supplementary values as explanatory variables, and
random forest with the modified-SMILES and supplementary values as
explanatory variables.
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