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An introduction to ratchets in chemistry
and biology

Bryan Lau,†ab Ofer Kedem,†a James Schwabacher,ab Daniel Kwasnieskiab and
Emily A. Weiss*ab

This article is an accessible introduction to ratchets and their potential uses. A ratchet can dramatically

improve directional transport of classical or quantum particles in systems that are dominated by random

diffusion. The key idea is that ratchets do not overcome poor conductivity with strong gradients, but

rather use non-directional sources of energy like heat or chemical energy to power unidirectional

transport, making the ratchet a Maxwell’s demon. We introduce the ratchet concept and its inspiration

from biology, discuss the terminology used in the field, and examine current progress and ideas in

ratcheting electrons and classical particles.

Prologue

We tend to consider motion to be a deliberate action, such as
produced by an internal-combustion motor or a hydraulic
piston that achieves a well-defined displacement and moves a
load. These macroscopic machines, whose motions are the sum
of microscopic collisions by molecules on the container walls,
tightly couple the expenditure of energy and the produced
work, because the kinetic energy of these molecules, derived
from the oxidation of gasoline or the mechanical pressure in
hydraulics, is many orders of magnitude greater than the rate at
which thermal energy is exchanged with the environment.

An internal-combustion engine on the highway (100 km h�1)
with a fuel efficiency of 8 L/100 km, or a fuel consumption rate
of 10 mmol s�1, produces 104 W, far more than thermal noise
(10�9 W) at a typical environmental collision rate of 1013 s�1

from vibrations or solvent/solute collisions. However, the mole-
cular machines that make up our muscles contend with low
energy input on a per-motor and per-unit time basis. A single
molecular motor consumes ATP (hydrolysis of ATP produces
about 50 kJ mol�1)1 at a rate of about 300–400 Hz, for a time-
averaged power input of about 10�18 W2,3 that is easily over-
whelmed by thermal noise, yet a muscle is still able to accomplish
work. Despite the mechanistic contrasts between a motor and
muscle, they are both able to achieve directed, macroscopic
motion, with the molecular motor doing so without any

significant backsteps (for a certain range of load weight) as
the muscle contracts.

How does the muscle accomplish such a task? Instead of
simply converting energy to pressure, molecular motors use
energy to rectify the random motion that is induced by the
thermal fluctuations of their surroundings. At equilibrium, a
molecular motor cannot transform the random thermal energy
in its surroundings into directed motion, or else it would
spontaneously decrease the entropy of its environment, in
violation of the second law of thermodynamics. A proposed
violator was Maxwell’s demon,4 a creature that could increase the
temperature of a gas in one side of a container by only opening a
door when he sees a high energy gas molecule approaching from
the other side. The apparent paradox presented by Maxwell’s
demon was eventually resolved by the observation that the
demon would have to pay energy to measure the kinetic energy
of an incoming gas molecule, such that the entropy of the
combined box-demon system would increase. A molecular motor
that could accomplish such a feat would eventually heat up
internally, increasing its chances of going backwards.5 Likewise,
an electrical diode cannot rectify the thermal noise in a circuit, as
the spontaneous rectification eventually builds up an opposing
electric field.6 The second law, however, is a statement of the
time-averaged entropy increase – since entropy depends on the
system size and the degrees of freedom, on short time scales and
small system sizes, such as a molecular motor head fluctuating in
space while confined to a linear substrate, spontaneous decreases
in entropy can occur, with the probability given by the fluctuation

theorem:
P �St ¼ Að Þ
P �St ¼ �Að Þ ¼ eAt, where P �Stð Þ is the probability of a

time-averaged irreversible entropy production A. The motor
protein exploits this spontaneous reduction of entropy by using
energy to couple an action, such as release from a substrate, to a
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desired state, such as a forward fluctuation. For instance, a
forward fluctuation can expose an ATP binding site that causes
a conformational change in the head, which leads to dissociation
from a substrate. Therefore, just as Maxwell’s demon must pay
energy to know when to open the shutter, energy is paid to know
when the motor head spontaneously flexes and pulls a load.

Biological motors

Let us examine the mechanism of motion in biological motors
a little more closely. The motion in these motors is generally
characterized by a series of ATP-catalyzed conformational
changes, which strongly constrain the possible motion at every
step. In the constrained state, the motor protein relies on
thermal energy (Brownian motion) to explore the space, and
perform the next step in its movement cycle. The consumption
of ATP is necessary for, but is not always strongly coupled with,
the conformational changes.7 One well-studied example is
kinesin-1 – a two headed motor protein, which transports cargo
by ‘‘walking’’ along a microtubule inside the cell. At least one of
the heads remains connected to the microtubule, and the
protein advances via a hand-over-hand mechanism, where the
heads alternate in the lead.8–10 Each head has two binding sites –
one for the microtubule, and another for ATP. One ATP molecule
is consumed per step, which advances kinesin’s center-of-mass
by 8.3 nm. The binding of ATP triggers a conformational change
in the protein’s structure, which allows for the release of the
trailing head. The now-free head swings forward and uses the
thermal energy to explore the space, until binding to the micro-
tubule in a somewhat strained conformation,9,11 whereupon the
cycle begins anew, and the trailing head swings forward for the
next step. Though the process is biased in favor of forward steps,
backward steps are possible, and occur with increasing frequency
for stronger load forces.9 A similar protein, myosin V, transports
cargo along actin filaments in the cell, and progresses using a
similar hand-on-hand mechanism, Fig. 1; the movement of
myosin V was even imaged using high-speed atomic force
microscopy.12 In either case, allostery (in the context of enzymes,
when binding at one site of the enzyme effects a conformational
change, regulating the activity in another site) is used to gate the
motion – conformational changes at each step of the process
bias the overall motion in one direction. Astumian argues these
conformational changes primarily block backward steps, rather
than directly produce forward steps.13 The series of conformational
changes can be described as a potential energy surface with
asymmetric gradients. Here we see a combination of asymmetric
energy surfaces, energy input to maintain an out-of-equilibrium
state, and the use of thermal energy to allow for diffusion while
exploring the space.

Hoffmann’s recently published review discusses the journey
to understanding biological motors, their properties, and some
proposed models;2 a review by Chowdhury provides a thorough
introduction to the kinetics of molecular motors;14 and a review
by Wang et al. provides specific details about the inner workings
of kinesin-1.11

Introducing: the ratchet

The principle by which the motor protein works has been
coined a ‘‘ratchet’’, a micro-mechanical version of Maxwell’s demon,
proposed by Lippmann,16 then studied by Smoluchowski17 and
Feynman.18 The ratchet was originally proposed to demonstrate
how equilibrium fluctuations could not give rise to spontaneous
current, and was adapted in the late 20th century to explain
the mechanism behind molecular motors.19,20 The ratchet
comprises a potential energy surface that is periodic and asym-
metric – the paradigmatic example is the 1D sawtooth potential,
Fig. 2a. Each period of the potential has a local minimum that is
offset from the midpoint of the period. If the potential is static,
the motor protein fluctuates in space around the minimum, and
no net transport results. However, energy can be used to switch
between two modes of transport – diffusive and directed,
mediated by the ratchet potential. By switching the potential
off (e.g., freeing the protein from the substrate by ATP hydrolysis),
the random forces from the environment cause the motor head
to diffuse through space. The offset of its starting point, with
respect to the midpoint of the potential, leads to an increased
likelihood of diffusing to the closer adjacent period, Fig. 2a. As
the motor dissipates energy, if it moves to the closer adjacent
period it will relax to the next minimum, leading to a net
unidirectional current. Formally, a ratchet produces current by
using energy to break the symmetries of motion in space and
time (see references at the end of this section). In a closed
system where energy is conserved, the time evolution of the
system is indistinguishable if time is reversed. This time
reversal symmetry is commonly broken by the environment, which
dissipates energy and exerts a random force that causes diffusion.

Fig. 1 The actomyosin ATPase cycle, showing the binding and unbinding
of a myosin head to the actin fiber, in conjunction with conformational
changes and ATP consumption (reproduced with permission from ref. 15).
The force generation can either come from a direct translation of ATP to
motion, or the rectification of thermal motion – experiments suggest the
latter, as the consumption of ATP is not correlated with a motor step.2
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The spatial symmetry is broken by the ratchet potential that leads
to directed motion. Using local symmetry breaking, a ratchet
will produce current in the absence of an overall bias along the
direction of transport, and it can perform work against an
electrical or mechanical load, i.e., against a bias.

Ratchets can be used to transport classical and quantum
objects, with some caveats. The operation of Maxwell’s demon
is thermodynamically allowed if it pays a price for the information
it collects – the kinetic energy of the gas particle – so it knows
when to open and close the shutter between the two chambers.
When it can check each particle individually, the energy is used

very efficiently; in a way, each biological motor has a Maxwell’s
demon built into its machinery, and is able to convert ATP to
forward motion with nearly no backward steps.9 However, what
if we could not access information about the individual particles in
the system – in other words, what if Maxwell’s demon could only
measure the average properties of an ensemble of particles inside
a ratchet? The ratchet would still work, but at a lower efficiency.
Since the particles diffuse randomly and are independent of each
other, a single switching frequency of the potential cannot move
all particles in one direction – some will stay in the same period
that they started in, and some will even move backwards. It would
be as if ATP, which unbinds the motor head from the filament,
arrived at the same time for all of the proteins, instead of each
protein unbinding only when it flexes forward. Particle–particle
interactions change the behavior of the system,22,23 but the
fundamental limitation still exists. The oscillation frequency of
a multi-particle, single-potential ratchet can be optimized,24 and
feedback schemes can be used to improve the efficiency,25 but
the oscillations can never be optimal for every particle of an
ensemble. The requirement for the ratcheted entities to travel a
certain distance per oscillation (to the next potential well) results
in a strong dependence of the transport on the oscillation frequency,
Fig. 3. As the mobility of particles depends on their size, mass,
charge and so on, ratchets can be used to sort particles, using
different oscillation frequencies to differentiate between the
particles.

Ratchets can be useful when a potential energy gradient
does not induce significant current, which is the case when the
forces from the gradient are small relative to those from the
randomizing environment. For example, strong electrical or
chemical gradients that could induce drift are not accessible in
biological systems; in colloidal or nanostructured systems,
such as organic electronics or quantum dot films, electric fields
can be screened by electric double layers or mobile charge
carriers.26,27 Nanostructured materials have a very high density
of interfaces, and charge carriers in polymers are trapped by

Fig. 2 An illustration of the working principles of several ratchets, showing
the potential as a function of the spatial coordinate at different points in the
operation cycle of the ratchet (indicated), and the particles transported by
the ratchets. (a) A 1D on/off flashing ratchet. In the ‘on’ state (top), particles
are trapped in potential wells; when the potential is turned off, the particles
diffuse isotropically; when the potential is turned back on (bottom), the
particles that diffused even a short distance to the right are trapped in the
next potential well to the right, whereas particles diffusing a short distance to
the left fall back to their original position. (b) A tilting ratchet. The ratchet
potential is alternatingly tilted between the positive and negative directions. The
shape of the potential limits left-ward motion, but enables right-ward motion.
(c) A pump. An energy barrier is lowered to charge the pump, as a constant
barrier blocks charging from the right. When the energy barrier is raised, the
pump discharges equally in both directions. The end result is right-ward motion.

Fig. 3 Ratchet current vs. oscillation frequency for a flashing electron
ratchet of the type detailed in ref. 21. The current approaches zero for both
low and high frequencies.
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temperature-induced dynamic disorder,28 both of which reduce
the conductivity of the system. Ratchets evolved in nature to
improve transport in systems where diffusion dominates over
drift, and are able to achieve this enhancement without applying a
bias along the direction of transport. They may see future uses in
low-power electronics, photovoltaics, and light-driven logic, where
charge carriers diffuse to the electrodes.

For detailed discussion of ratcheting principles and examples,
the reader is referred to, for example, reviews by Reimann,29

Astumian,30 and by Hänggi and Marchesoni.31 Symmetry breaking
underlies the ratchet principle, but a deeper discussion of symmetry
lies beyond the scope of this work; the interested reader is referred
to work by Denisov et al.32

Ratchet, rectifier, pump? Sorting out
the terminology

A flashing, or pulsating, ratchet switches between two states of
the potential (usually where the potential is on and off), either
through directly changing the potential or giving energy to the
particles, Fig. 2a.29 In a tilting, or rocking, ratchet, the potential
shape remains constant in time, but is tilted by an oscillating
force, applied across the system (along the direction of transport),
Fig. 2b. In a flashing ratchet, the net bias between contacts along
the direction of transport always remains zero, while in a tilting
ratchet, the time-averaged net bias is zero.

The main difference between a flashing and tilting ratchet is
their response to asymptotic oscillation frequencies. Unlike a
flashing ratchet, a tilting ratchet produces current when the
oscillation frequency is infinitely slow, since an infinitely slow
oscillation is merely a constant bias across the device (e.g., a DC
voltage). Neither type will produce current if the oscillation
frequency is faster than the system’s timescales of motion, as
the potential will appear static. The flashing or tilting effect can
be stochastic (‘‘noise driven’’), which better approximates bio-
logical systems, as the arrival of energy (i.e., via ATP hydrolysis)
is not regularly spaced in time. A third driving variant is the
peristaltic, or travelling wave, ratchet, where the potential is
translated in space with time.

A single period of a ratchet is sometimes called a pump,
Fig. 2c.33,34 In this configuration, the asymmetry is used to
preferentially accumulate particles inside the pump from one
reservoir, and then expel it into another reservoir.

Ratchets are usually studied in the overdamped regime. An
overdamped system has no inertia – its velocity is purely a
function of the ratchet potential, friction, and the fluctuating
environmental forces. Underdamped particles have inertia, and
can resist having their velocity randomized by the environment.
In the study of quantum ratchets, ratchets that work in the
coherent, or dissipation-less regime, can be called ballistic (or
drift),35 inertial, or Hamiltonian36 ratchets, but are not ratchets
in the traditional definition, in that they do not use energy to
rectify the random motion induced by the environment.

When discussing molecular motors, two main models were
proposed, with either weak or strong (also loose or tight)

mechano-chemical coupling, between the expenditure of or energy
and the motor’s function (linear motion, transport). Strong coupling,
where energy expenditure directly triggers forward motion, is
also commonly termed a powerstroke model, likening the motor
to artificial mechanical motors.2 Even in weakly coupled motors,
individual sub-steps in the motor’s cycle can be strongly coupled
with ATP hydrolysis, or the release of Pi (inorganic phosphate) or
ADP.15,37 On/off ratchets are a good example of a weakly coupled
motor – energy is used to release particles from their trapped
state, but they accomplish the bulk of their motion when they
diffuse to the next period and roll down to the next minimum.

Particle ratchets

One of the earliest artificial implementations of the ratchet
principle was in transporting or sorting microscopic particles,
using the flashing, on/off ratchet scheme, which operates by
switching the particle between diffusive and directed transport.
In the first implementation, Rousselet et al. used the ratchet to
transport polystyrene spheres,38 and later work transported DNA39

and lipids40 in solutions. Since the particles are not attached to a
load or a bundle of fibers, their motion is unrestricted, and their
lack of internal structure means that there is no Maxwell’s demon
that can measure the direction it is going – the asymmetry must be
provided externally, and therefore is the same for every particle.
The ensemble nature of transporting particles means that there
can be a significant number of particles that move backwards,
decreasing the efficiency of the ratchet.

The ratchet potential can be introduced through electric
fields,38,39,41–43 magnetic fields,44,45 optical tweezers,46–48 physical
barriers,40 and pumped liquid in shaped channels.49,50 The
typical case of an electric field utilizes pairs of electrodes, buried
inside an insulating layer and at different polarities, to apply a
ratchet potential to a transport layer above the insulating layer,
Fig. 4.

Transport in on/off ratchets is highly sensitive to the frequency
of the applied field, and more particularly, the duration of the ‘off’
periods. These periods must be long enough to allow particles to
diffuse to the nearest potential well, but not so long as to allow
them to arrive at other, farther wells, thereby losing the asymmetry.
The diffusion coefficient of the particles depends on their mass
and size, and so different oscillation frequencies will optimize
transport for different particles, allowing ratchets to sort particles
by size or mass.

The necessity of a diffusional step in these system limits the
maximum transport velocity they can achieve. The upper limit
for this type of system is discussed in detail by Linke et al.,51

and the maximal velocity for one simplified case is derived to

be hvi / kBT

Zr2
, where kB is the Boltzmann constant, T is the

temperature, Z is the viscosity of the medium, and r is the
particle’s radius. The predicted maximum velocity thus ranges
from over 100 mm s�1 for 10 nm particles, to 10�5 mm s�1 for 100 mm
particles. Some studies propose avoiding the rate-limiting diffusional
step by continuously driving the system. A 1998 theoretical
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study by Tarlie and Astumian concluded that a square wave
(with a duty ratio other than 50%) produces superior transport
to an on/off drive.52 However, the authors did not examine the
impact of a continuous drive on the ability of the ratchet to
separate particles. An experimental study switching between
spatially offset ratchet potentials53 did find different velocities
for latex spheres of different sizes.

One way to optimize the transport is by using feedback
loops. Instead of oscillating the potential in some pre-set
manner, one can use information about the current state of
the particles in the system, and then decide when to switch the
potential on (or otherwise change its state).25,54 These ‘feedback
ratchets’ can be experimentally applied for cases where the particles
can be observed and their locations determined in real-time, such as
microscopic spheres.55 Feedback protocols maximizing velocity do
not necessarily maximize energy efficiency.56

Following work on microscopic particles and molecules, the
ratchet concept was expanded to transport electrons. Early work
focused on manipulating electrons confined to two dimensions
in thin layers of semiconductors, i.e., a 2-dimensional electron
gas (2DEG). In the case of ballistic electron ratchets, the
semiconductor sheet was patterned with arrays of asymmetric
holes (‘‘anti-dots’’) spaced closer than the mean free path of the
electron. When an oscillating force was applied (using electrodes
or microwave radiation) perpendicular to the direction of trans-
port, current was produced;57,58 these systems are sometimes
called drift ratchets. In tunneling ratchets, patterning a series of
asymmetric constrictions into a 2DEG ribbon created a ratchet
potential energy surface, and applying an oscillating bias parallel to
the direction of transport also produced current, where tunneling
was responsible for current reversals.59

Later, the flashing ratchet concept was also applied to
electrons and holes, using pairs of electrodes to apply asymmetric
potentials to a 2DEG,60 and to an organic semiconductor;61 and
using flat asymmetric electrodes on a 2DEG nanowire.62 We have
recently constructed an electron ratchet using electrodes with an
asymmetric thickness profile, to transport thermally- and photo-
generated carriers in an organic semiconductor.21

Quantum effects in ratchets

Applying ratchets to quantum objects, like cold atoms and
electrons, begs the question of how the wave-particle duality,
tunneling, and coherence affect the magnitude and direction of
the ratchet current. Research in ‘‘quantum’’ ratchets has largely
remained theoretical: experimental realizations are few, and
are split between cold atoms in optical lattices36 and electron
ratchets.59,61,62 Flashing electron ratchets have been demonstrated
in a few systems, with organic61 and inorganic60,62 semiconductors,
but the electrons can be modeled both quantum-mechanically64

and classically,61,62 depending on the length scales of the
experimental devices.

Tunneling is a signature of quantum transport, and its effect
on the ratchet current depends on the method of modulating
the potential. In tilting ratchets, tunneling enhances the ratchet
current, as the barriers heights are different during each
direction of tilting.59,65,66 In a flashing ratchet, the shape of
the potential remains the same while the amplitude is changed,
and tunneling introduces an isotropic leakage current that
decreases the average current; for a one-dimensional quantum
flashing ratchet, the potentials that produce the highest current
classically confine the wavefunction to prevent tunneling.64

Exhaustive comparisons between the quantum and classical
currents in a delta-kicked flashing ratchet revealed that the
quantum current is lower, but more studies are needed with
different schemes of potential modulation.67

Interference effects, such as cancellation of current when
two transport paths are out of phase,68,69 are the second major
signature of quantum transport. Interference effects are important
when there is little to no decoherence, and the resulting ratchet
current is very dependent on the initial conditions, the shape of
the confining potential,70 and the effect of the source and drain
electrodes, similar to classical chaos. However, in most quantum
systems connected to a bath, such as biological chromophores, the
decoherence rate is fast enough such that coherence plays no role
in transport,71 leaving us with a picture of a wavepacket with
damped oscillations. The ‘sloshing’ of the wavepacket inside a
time-dependent potential can lead to resonances that enhance
transport,64 an effect that depends on the wave-particle duality
but not coherence.

In summary, the role of quantum effects in ratchets will
depend on how strongly the quantum system is connected to its
surroundings. The strength of dissipation determines whether
we can think of the quantum system as under or overdamped,
which respectively lead to increased and decreased sensitivity
to changes in the ratchet parameters.

Fig. 4 (a) Schematic drawing of the geometry (top) and applied field
(bottom) in a typical particle ratchet, using pairs of electrodes (black)
inside an insulator layer (grey) to apply an asymmetric electric potential
in a transport layer (teal) above. (b) Geometry of an experimental dielectro-
phoretic ratchet, showing the two interdigitated electrodes under the
transport layer (reproduced with permission from ref. 63).
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Artificial molecular motors

As our understanding of biological motors deepens, so does our
desire to utilize the same principles in artificial systems. At one
end of the spectrum, one can directly modify a biological
system, to impart some new functionality or level of control
to the naturally occurring mechanism. In one particularly
fascinating example, myosin and kinesin motors were modified
with light-sensitive protein domains, which allowed researchers
to repeatedly switch the motors’ velocity, and even direction,
using light to induce a conformational change in the motor’s
structure.72 At the other end, we find fully artificial motors,
typically based on small molecules with functional groups able
to produce a structural or conformational change in response to
external stimuli. Synthetic molecular motors are still much less
capable than their biological counterparts. Biological motors
continuously perform useful work (unidirectional motion or
rotation) and do so in response to local chemical signals, such
as the concentration of ATP, thus allowing for control loops. The
components needed to make equally capable synthetic motors
are: (i) movable molecular motifs; (ii) elements responsive to
local chemical signals; and (iii) control loops, components able
to modulate multiple chemical signals for controlling motors
and other elements, to allow for regulated activity of complex
systems.

The very first step to building synthetic molecular motors
involved topological entanglement – mechanically linked molecular
assemblies, first proposed in the 1950s, and synthesized in the
1960s. These assemblies comprised two main types – catenanes,
based on two interlocking rings, and rotaxanes, based on a ring
molecule threaded over an axle, with bulky groups at both ends
of the axle holding the assembly together. The 1983 publication
of a template synthesis route by Sauvage and co-workers offered
a relatively simple and high-yield approach, and invigorated the
field;73,74 they were later able to demonstrate reversible changes
in the shape of catenanes upon ion complexation, providing a
response to a chemical signal.75 The rotaxane molecular shuttle,
introduced in 1991 by Stoddart and co-workers involved a ring
molecule switching between two binding sites on a molecular axle
using thermal energy,76 and later modified to allow for controlled
switching.77 Like the molecular shuttle, most of the molecular
motors studied in the 1990s and 2000s were actually switches,
rather than motors; resetting the switch to its initial state also undid
the work it had accomplished, so that these implementations
were incapable of performing work cumulatively.78 Feringa and
co-workers demonstrated the first motor able to perform work
in 1999; their motor was based on a central isormerizable bond,
and on the steric hindrance between substituent groups.79 The
motor rotates in a single direction, prompted by UV-irradiation
and heat. The two parts of the molecule rotate about the central
double-bond in direct response to irradiation (strong coupling),
followed by a thermally-activated (weak coupling) inversion of
the helicity of the molecule. Though this system can perform
work, its reliance on large-scale signals prevents it from being
integrated into larger mechanisms, where it would need to
respond to local signals, as is the case in biological motors.80

In 2016, Wilson et al. introduced the first synthetic small-
molecule motor, able to produce continuous directional motion
using chemical fuel, in the form of a ring molecule continuously
and unidirectionally transported around a cyclical track.81 The
ring moves around the track using Brownian motion from its
surroundings, but the direction of motion is controlled by the
raising and lowering of energetic barriers, in the form of bulky
groups binding to the track.

A possible route for useful synthetic motors could be protein
engineering – proteins offer a variety of movable units, levers,
bridges and springs, and can react to local chemical signals. We
are still unable to predict the way a primary structure (amino-acid
chain) will fold, much less solve the inverse problem of predicting
which amino acid sequence will produce a desired structure.
Advances in our understanding of protein folding, prompted by
increasing computational resources, could have profound impact
on the production of artificial molecular motors.

There are many excellent sources of information about molecular
motors; in particular, a review by Erbas-Cakmak et al.,82 an
essay by Kay and Leigh,78 and a Focus by Michl and Sykes83 are
launching points for further study.

Active matter ratchets

Active matter ratchets are a new class of rectification systems
that contain self-propelled particles and, unlike the other
ratchets introduced in this text, do not require external driving
forces for rectification. Active particle populations (known as
active matter) keep the system far-from equilibrium by converting
stored or ambient energy into motion.84 Biological active particles,
like swimming bacteria, convert chemical energy stored within the
cell into motion. Synthetic active particles, such as gold–silica
Janus particles, convert light into thermophoretic motion.85 An
active particle’s direction of motion is set by the anisotropy of its
propulsion at short times, but its motion can become random with
an enhanced diffusion coefficient component at longer times.86

Since active particles drive themselves away from equilibrium,
they only need a source of asymmetry to direct their motion, Fig. 5.
In an important example, Galajda et al. induced rectification of
Escherichia coli bacteria using only an array of asymmetric
funnels.87 Removing asymmetry (by making barriers symmetric)
or self-propulsion (by restricting the motility of the bacteria)
inhibits ratcheting. Wan et al. modeled the bacteria as points
moving in straight lines, before randomly changing direction.88

Rectification only arises, however, when run lengths are long
enough to allow asymmetric barriers to direct bacteria motion
before the next reorientation event occurs. The interplay between
the force of an active particle colliding with a wall and the
repulsive steric force that drives the particle away from the wall
directs the particle motion parallel to the boundary. Either
reorientation at the collision site redirects particle motion along
the wall, or the collision’s net tangential force directs the particle
along the boundary.89

While active particles do not need to interact with one
another for rectification to occur, particle–particle interactions
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produce novel macroscopic properties that affect rectification.
When interparticle interactions are employed in the Wan et al.
ballistic simulations, rectification decreases.88 In general, complex
effects like current reversals are observed when collective particle–
particle interactions are significant.90 Flocking, jamming, and
packing of active particles have been identified as causes of
the observed reversals, though, similar to current reversals in
externally-driven ratchets, the mechanism varies between systems.

Ratcheting can also occur when passive particles are placed
in active baths. Active baths are excess self-propelled synthetic
particles or concentrated bacterial solutions that can collectively
interact with a few passive particles to induce transport. In
contrast to thermal baths, active baths are expected to produce
non-Gaussian fluctuations in their coupled systems, creating a
far-from equilibrium environment where the rectification of
passive particles can occur.89 Self-propelled bath particles, for
instance, can collect in the inner corners of a saw-toothed
wheel’s teeth, creating a net torque that rotates the passive gear
in one direction.91,92 Passive colloids, similarly, can be directed
over asymmetric barriers by interacting with swimming bacteria.93

Active baths ultimately allow for rectifying passive particle motion
without applying the asymmetric external driving force required in
externally-driven ratchet systems.

The interface between theory
and experiment

The vast majority of publications concerning ratchets explore the
topic using theory and simulation, with only a small minority
describing experimental systems. The disparity is a direct result
of the great difficulty involved in reliably implementing and
detecting ratcheting mechanisms. In general, constructing a
ratchet is straightforward, as long as time and space symmetry
is broken – a reality expressed by the oft-cited Curie’s principle,
which holds that where a phenomenon is not ruled out by
symmetries, it will generally occur.29 However, the relatively lax
requirements lead to complex behavior: the ratchet current is
very sensitive to the variation of any parameter, and can outright
reverse its direction over small variations. Nearly every theoretical
and experimental realization of a ratchet thus behaves differently,
and predicting the current by simply inspecting a ratchet potential
and experimental parameters such as bath temperature and

oscillation frequency is very difficult. The lack of intuitive
understanding, or rules-of-thumb for predicting ratchet behavior
(except in certain limits), make the design of experimental systems,
and the interpretation of the resulting data, a serious challenge.

Theoretical systems are typically highly simplified, neglecting
many types of interactions (e.g., particle–particle interactions;
hydrodynamic forces; localized heating), due to computational
limitations or analytical intractability. Thus, the theorized systems
are rarely directly implementable in experiment. One conspicuous
example is dimensionality – while virtually all theoretical systems
involve transport along a single dimension (1D), most experi-
mental systems include a 2D or 3D transport layer, with exceptions
for cold-atom optical traps36 and transport along nanowires.62

While a theoretical system can be perfectly defined, an
experimental one is always subject to deviations from the design
– electrodes are slightly misaligned; layers are not uniform;
applied fields deviate from the intended shape, magnitude, or
timing. Typically, such deviations are not addressed in theoretical
studies, which feature perfectly defined systems. The deviations
from the design create two separate issues. First, small deviations
might be enough to destroy the sensitive ratchet mechanism, so
that no transport is observed; experimenters lack guidance about
the robustness of the proposed mechanisms. For example, we
have recently addressed the issue of potential shape, and showed
that even small changes to the shape can result in a reversal, or
complete loss, of the current.64 Second, these deviations can result in
alternative ratcheting mechanisms. Such ‘‘unintended ratcheting’’
makes it difficult to implement proper controls – is the observed
current due to the intended mechanism, or due to some other
asymmetry? Large sample sizes can overcome the confounding effect
of some accidental asymmetries, but the difficulties in device
fabrication often limit the number of tested devices.

The above discussion implies three main challenges for
theoretical studies: (i) study and define the robustness of proposed
ratchet mechanisms with respect to structural and chemical non-
idealities of the system; (ii) examine a large parameter space to find
general behaviors, and (iii) propose experimental ways to identify the
effects of alternative mechanisms (e.g., via the dependence of current
on driving parameters such as frequency). These steps, resulting in
closer theory-experiment collaboration, will benefit the development
of better models as well, providing experimental tests for the
(unavoidable) multitude of simplifications in theoretical works.

Our previous discussion of biological motors does raise an
interesting question, which we cannot answer at this time – if
ratchet mechanisms are so sensitive to environmental parameters,
how does nature utilize them so successfully? Is it that biological
ratchets are so exquisitely evolved to their purpose, and a small
change will destroy their effectiveness? Or is it that biological
systems operate in more forgiving regimes (high dissipation
decreases a ratchet’s sensitivity to many parameters)?

Summary and outlook

We have discussed the biological foundation of the ratchet as a
Maxwell’s demon. The demon expends energy to oscillate the

Fig. 5 Conceptual scheme of self-propelled particles in a box with
asymmetric barriers, at the (a) initial condition, showing a uniform
distribution of particles; and (b) after some time, the particles are mostly
located on one side of the container.
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object of interest between diffusive and trapped states, where
asymmetry is used to bias the object’s motion as it relaxes into
the trapped state. We connect the concept of a biological
ratchet to particle ratchets, which have the potential to enhance
transport in systems dominated by diffusive transport.

The ratchet effect is easily manifested, and therefore sensitive
to variations of any parameters of the system. This sensitivity has
led to an abundance of theoretical studies, but a relative paucity
of experimental implementations. It remains to be seen whether a
unifying theoretical perspective on ratchets will emerge, which will
only be possible with more data, complete studies of parameter
spaces (in theory and experiment), and an open exchange of
information between those who predict, simulate, and model and
those who build and characterize ratchets. Efforts to produce better
defined and controlled experimental systems on the one hand,
and to account for experimental limitations and uncertainties in
theoretical models on the other hand, could lead to significant
returns in our understanding and advancement of the field.
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