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Structural transitions of ionic microgel solutions
driven by circularly polarized electric fields†

Markus Reich,a Thiago Colla *b and Christos N. Likos a

In this work, a theoretical approach is developed to investigate the structural properties of ionic

microgels induced by a circularly polarized (CP) electric field. Following a similar study on chain

formation in the presence of linearly polarized fields [T. Colla et al., ACS Nano, 2018, 12, 4321–4337], we

propose an effective potential between microgels which incorporates the field-induced interactions via

a static, time averaged polarizing charge at the particle surface. In such a coarse-graining framework,

the induced dipole interactions are controlled by external parameters such as the field strength and

frequency, ionic strength, as well as microgel charge and concentration, thus providing a convenient

route to induce different self-assembly scenarios through experimentally adjustable quantities. In

contrast to the case of linearly polarized fields, dipole interactions in the case of CP light are purely

repulsive in the direction perpendicular to the polarization plane, while featuring an in-plane attractive

well. As a result, the CP field induces layering of planar sheets arranged perpendicularly to the field

direction, in strong contrast to the chain formation observed in the case of linear polarizations.

Depending on the field strength and particle concentration, in-plane crystallization can also take place.

Combining molecular dynamics (MD) simulations and the liquid-state hypernetted-chain (HNC)

formalism, we herein investigate the emergence of layering formation and in-plane crystal ordering as

the dipole strength and microgel concentration are changed over a wide region of parameter space.

1 Introduction

The design of smart materials – whose mesoscopic responses to
external stimuli can be controlled down from a molecular level
resolution – has become a topic of paramount relevance not
only from a fundamental science perspective,1–8 but also in a
variety of applied fields, ranging from materials science9–13 to
electronics,14–16 bio-engineering,17–22 robotics23–25 and environ-
mental sciences.26–28 Of particular interest in this context is the
understanding of how the aggregation of soft-particles can be
triggered by suitable changes in their environmental conditions
such as temperature, composition (from synthesis29,30 to the
addition of reacting species of known concentration31–33), dielec-
tric and interfacial properties,34–36 confining geometry,37,38 among
others. In addition to such changes in their surroundings, more
direct stimuli such as mechanical shaking,39–41 electric or mechan-
ical signals of controllable modulations,42–45 and the application
of external fields46–50 can be used to induce a wide variety of self-

assembly scenarios. The advantage of the latter methods relies on
the controllable symmetry breaking resulting from the applied
field, which leads to anisotropic interactions not only at the
interfaces, but also deep inside the bulk material. In many
situations, the field can be used to induce trapped, quasi-
stationary aggregation states which persist long after the
removal of external stimuli.51–55 A classical example is the
domain formation in ferromagnets, induced by an applied
magnetic field.56 The resulting long-lived, permanent dipoles
feature an interesting dependence on a whole set of fields the
system was subjected to, which plays a major role in the
designing of storage devices. Similar ideas can be used to
induce dynamically arrested domain formation in soft-matter
systems.57,58 Along the same lines, the control of macromole-
cular aggregation of suspended multi-component systems dri-
ven by the gravitational field is a key mechanism in applications
involving filtering and particle separation.59–62

Recently, the application of electric fields to charged colloids
in aqueous media has emerged as a promising strategy to
control macromolecular self-assembly.49,54,63–65 If the field is
static, it will be partially screened by free ions, and its range will
be limited by the underlying Debye length.66 The situation
becomes more complex in the case of oscillating (AC) fields,
since it leads to a frequency-dependent dielectric response in
virtue of its non-trivial coupling to both free and bound charges
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(apart from electrode polarization). Different ranges of applied
frequencies generally lead to the excitation of distinct oscillating
modes,67–70 depending on the typical time scales of ionic diffusion,
the degree of mobility of charges attached to macromolecules, as
well as on the natural oscillating frequencies of bound charges. The
situation can become even more complex in the presence of hard
nanoparticles, in which case a frequency-induced dielectric mis-
match can be observed between particles and solvent.71,72 The
strong dependence of the induced monopole and multi-pole inter-
actions on the applied field frequency and strength can result in a
rich variety of particle structures driven by the AC field.63,64,73–75 The
aggregation of particles whose sizes range within the micrometer
domain usually leads to mesoscopic percolating structures. The
shape and mechanical properties of these large structures depend
on the individual constituents they are made up from.76,77 A larger
variety of structures with versatile properties can be obtained if their
fundamental building blocks are sufficiently sensitive to external
stimuli. In this respect, ionic microgels are known as promising
agents to be used in the design of a variety of soft-matter systems
with controllable macroscopic properties.78–80 Microgels are
composed of cross-linked polymer networks, usually arranged in
globule-like configurations, and are thus intrinsically soft particles.
Contrary to hard colloids, these particles are able to inter-penetrate
one another to some extent, as their short-range (overlapping)
interactions are of elastic (instead of hard-core) nature. The soft
nature of the short-range interaction strongly influences the macro-
scopic structures in which these particles can be arranged, in
comparison with those of hard, non-overlapping particles.81–84

The ability of mutual inter-penetration means that these particles
can be assembled under conditions of very strong confinement,
possibly exceeding the close-packing clustering constraint of hard
particles. In combination with long-range attractions, these soft
repulsions lead to the formation of strongly compact configurations
that cannot be achieved in systems of hard particles. In addition to
these properties resulting from their soft nature, microgel particles
are also characterized by unique properties regarding their inner
structure and sensitivity to environmental conditions.78 The poly-
mer network can be synthesized in such a way as to be composed of
inner and outer layers bearing different polymer concentrations (the
so-called core–shell microgels). The diffuse layers are able to intake/
release solvent molecules from their environment, depending on
the polymer affinity with the surrounding solvent, charge and
temperature.85 Ionic microgels can also adsorb dissolved counter-
ions from their close vicinity. As a result, the microgel size and
internal conformation can be conveniently adjusted by regulating
external conditions such as pH, number of functionalized groups,
ionic strengths and temperature.85–89 The strong sensitivity to such
environment conditions leads to a large variety of cluster morphol-
ogies resulting from the self-assembly of these particles in solution.

In a series of recent experiments,53,63,64,69,73,74 it was shown
that ionic microgels under the influence of linearly polarized
AC fields display various chain-like arrangements along the
field direction. Depending on the particle concentration, field
strength, and frequency, the chains can be further re-arranged
into different structures over the perpendicular, in-plane
directions.53 Upon increasing of the light intensity, the chains

further undergo different types of in-plane liquid-crystal transi-
tions. The dielectric spectroscopy of these systems has been
investigated both theoretically and experimentally,69 revealing
a rich variety of driven modes across a wide range in the
frequency spectrum, corresponding to preferential couplings
to the polymer backbones, ionic diffusion and solvent flow. A
coarse-graining (CG) description has been proposed to shed
light into the key mechanisms leading to chain formation.63 The
main assumption behind the CG model is that monopole charges
attached to the polymer backbones attain a static polarization in
the field direction, leading to screened dipole interactions that
incorporate the dynamic response of mobile ions. These effective
dipole interactions are purely repulsive for particles lying within a
plane perpendicular to the field, developing a short-range attrac-
tion as the particle separation becomes aligned to the linearly
polarized (LP) field. Increasing the field strength leads to larger
dipole moments, and the transversal chain repulsion induces in-
plane crystallization. Moreover, the range of dipole interactions is
related to the ability of surrounding counterions to effectively
screen the dipole interactions,63 and can be changed from fully
screened (in the case to static fields) to unscreened interactions
(in the opposite, high-frequency, domain). Molecular dynamics
(MD) and numerical liquid-state calculations performed within
the CG approach were able to successfully reproduce the most
relevant trends observed experimentally.

The aim of the present work is to extend the aforementioned
CG approach designed for LP light to describe induced inter-
actions in the presence of circularly polarized (CP) fields. Using
the liquid-state Ornstein–Zernike (OZ) formalism and MD
simulations, we then proceed to investigate the structural
transitions at different field strengths and particle concentra-
tions. In contrast to the LP case, it is found that the dipole
interactions for CP light is purely repulsive in the direction
perpendicular to the plane of polarization, while the in-plane
interactions are composed of a short-ranged attraction. As we
shall see, this leads to layer formations at the plane of polar-
ization, arranged in a crystal ordering along the perpendicular
direction. Furthermore, the in-plane aggregation is composed
of interpolating chains featuring either liquid or crystal internal
structures.

The remaining part of this work is organized as follows. In
Section 2, the model system under investigation is outlined.
The CG approach and effective interactions are then described
in Section 3. In Sections 4 and 5, some details regarding the
implementations of MD simulations and the OZ formalism,
respectively, are presented. Results are shown and discussed in
some detail in Section 6. Finally, closing remarks and conclu-
sions are outlined in Section 7.

2 Model system

The system under investigation consists of spherical, cross-
linked ionic microgels subject to a CP field oscillating across
the x–y plane, E = E0(êx cosot + êy sinot), where E0 is the field
strength and o its angular frequency. The scales of space and
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time characterizing the microgels are much larger than that of
the intervening ions and solvent, and thus the system is
suitable to a CG description. The microgels are embedded onto
a polar media (e.g., an aqueous solution), which leads to the
dissociation of the ionic groups attached to the polymer back-
bones. As a result, the cross-linked chains become charged,
releasing out their counterions into the solvent. Apart from
these counterions, the system may also contain extra disso-
ciated ions upon salt addition. The ionic interactions are
dictated by the two typical length scales, namely the Bjerrum
length lB = q2/ekBT (where q is the elementary charge, e the
solvent static permittivity, kB the Boltzmann constant and T the
temperature), and the Debye screening length x = k�1, which
measures the distance at which an ionic charge is screened by
the intervening ionic cloud. For aqueous solution at room
temperature, we have lB E 0.71 nm, a value which will be
fixed throughout this work.

In order to model this system theoretically, we consider a CG
description in which microgels are represented as spherical
objects of diameter s, bearing a uniform charge Zq, resulting
from ionic dissociation. The microgel concentration is described

through its packing fraction, defined as f ¼ ps3

6
r; where r

denotes the average concentration of these particles. Upon close
contact, the spheres interact (in addition to electrostatic interac-
tions) via a soft potential due to the elastic repulsion between
their polymer networks. Neither volume changes nor particle
deformations from the spherical shape are considered. The
surrounding electrolyte is considered under the framework of
the linearized Debye–Hückel approach, which is known to work
rather well in the present case of weakly charged, stiff microgels
with uniform charges.79 It is important to note that the under-
lying assumptions of sphericity and unscreened interactions
become inaccurate in cases of ultra-soft microgels, i.e., those
synthesized with a small concentration of cross-linkers. In these
cases, the CG approach has to be modified to take account of
anisotropic conformation changes driven by both external fields
and particle interactions. Moreover, the high degree of penetr-
ability leads to unscreened electrostatic interactions upon over-
leaping. In order to avoid these shortcomings, we shall
henceforth confine our attention to stiff microgels, in which case
deviations from both sphericity and unscreened interactions can
be neglected. We consider isotropic media, in which case the
dielectric properties are described through a scalar, frequency-
dependent permittivity. The applied CP field will induce polariz-
ing charges, described through the formation of oscillating
charges of opposite signs at the particle surface. Ignoring
higher-order terms on the charge multi-polar expansion, we
consider the formation of a (static) surface charge of the form
s(y) = s0 cosy, where s0 is an effective parameter that depends on
the induce dipole moment.63 This approach has been shown to
provide excellent agreement with experimental data in a similar
system under the influence of LP fields of different strengths and
frequencies,63 and the results previously reported in this case will
be carried over here with minor modifications, as is shown in
what follows.

3 Theoretical background

In order to introduce our model system, it is rather instructive
to start with a much simplified picture of a system of ideal
dipoles subject to a CP field of magnitude E0 and driven
frequency o lying along the xy plane, E = E0(êx cosot + êy sinot),
as schematically depicted in Fig. 1. We assume a stationary
regime in which the point dipoles, of magnitude p0, oscillate in
phase with the driven frequency, p = p0(êx cosot + êy sinot). It is
well known from basic electrostatics that, if one dipole lies at
the origin of the coordinate system, the field it produces at an
observation point r is E = [3(p�êr) êr � p]/r3, where êr is the unit
vector pointing along the r direction.90 If another such dipole is
positioned at point r, the instantaneous interacting energy
between them is

uðr; tÞ ¼ �E � p ¼ �3 p � êrð Þ2�p2
r3

¼ p0
2

r3
1� 3 cos2 cðtÞ
� �

; (1)

where c(t) is the instantaneous angle between the dipole
moments and the dipole–dipole separation r, as depicted in
Fig. 1. The radial unit vector can be expressed as êr = êx sin y
cosf + êy sin y sinf + êz cos y, whereas the unit vector along the
instantaneous dipole direction reads as êp = êx cosot + êy sinot,
see (Fig. 1). It follows that cosc(t) = êr�êp = sin y(cosj cosot +
sinj sinot) = sin y cos(j � ot). Substitution of this result into
eqn (1) yields

uðr; tÞ ¼ p0
2

r3
1� 3 sin2 y cos2ðj� otÞ
� �

: (2)

Of particular physical relevance is the static, time-averaged
dipole interaction %uCP(r) for circularly polarized light, which
can be easily obtained by averaging the term cos2(j � ot) over a
single rotation cycle T = 2p/o, from which one obtains

cos2ðj� otÞ
� �

¼ cos2 ot
� �

cos2 jþ sin2 ot
� �

cos2 j

þ cos 2jhsin 2oti
2

¼ 1

2
;

(3)

Fig. 1 Sketch of the geometry of point dipoles oscillating at angular
frequency o along a circle of radius p lying at the xy plane, and separated
by a distance r.
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where we have used hcos2(ot)i = hsin2(ot)i = 1/2 and hsin(2ot)i = 0.
It then follows from (2) that the sought-for static dipole
potential is

�uCPðrÞ � huðr; tÞi ¼
p0

2

2r3
2� 3 sin2 y
� �

¼ p0
2

r3
P2ðcos yÞ; ðpoint dipoles; CP fieldÞ

(4)

where P2(cos y) = (3 cos2y � 1)/2 is the Legendre polynomial of
second degree. This potential is purely repulsive when the two
dipoles lie along the z-axis and become attractive all over the
x–y plane. In particular, we obtain %uCP(r, y = 0) = p0

2/r3 and
%uCP(r, y = p/2) = �p0

2/(2r3), respectively.
It is now instructive to compare this potential with the one

of LP dipoles oscillating along the z-axis and having an oscillation
amplitude p0, namely p = êzp0 cosot whereas in the CP case the
dipole size remains fixed at p0 but the angle c(t) between the two
parallel dipoles and the connecting vector varies in time, in the LP
case the dipole size is time-varying while the angle y between the
two parallel dipoles and their connecting vector is time-
independent. In this case, the induced interaction is u(r, t) = �E�
p = p0

2 cos2ot(1 � 3 cos2y)/r3. After averaging the instantaneous
interaction in the LP case over a period, we arrive at the static field

�uLPðrÞ � huðr; tÞi ¼
p0

2

2r3
1� 3 cos2 y
� �

¼ �p0
2

r3
P2ðcos yÞ: (5)

The interaction is now attractive along the z-direction,
and repulsive over the x–y plane: we obtain, for example, %uLP(r,
y = 0) = �p0

2/r3 and %uLP(r, y = p/2) = p0
2/(2r3). Eqn (4) and (5)

show that coefficients of P2(cos y) in the multi-polar expansion
of point dipoles differ by a sign, in spite of the quite distinctive
nature of field oscillations. It should be borne in mind, how-
ever, that the angle y has different meanings in the two cases:
whereas in the LP-case y is the angle between the vector
connecting two dipoles and the fixed direction of these dipoles,
in the CP-case y stands for the angle between the connecting
vector and the normal to the plane on which the dipoles are
rotating. Accordingly, the change in the nature of the inter-
actions from 1D to 2D attraction/repulsion leads, as we will
establish in what follows, to quite distinct aggregation
scenarios.

Despite the simple connection between CP and LP interac-
tions expressed by eqn (4) and (5), there is a slight difference
that must be taken into account when comparing these situa-
tions. While the quantity p0 in (4) stands for the magnitude of
the oscillating dipole (which is fixed in time), the quantity p0 in
(5) is the maximum amplitude of the oscillating dipole, which
is only achieved instantaneously. Accordingly, in previous
approaches that bear direct influence on the work at hand,63

the LP-interaction, both in the case of point dipoles and in that
of extended ones, has been expressed in terms of the period-
average p2 = p0

2hcos2oti = p0
2/2. In terms of this quantity, the

dipole interaction of point-like dipoles in the LP case reads as

�uLPðrÞ ¼ �
2p2

r3
P2ðcos yÞ ðpoint dipoles; LP fieldÞ: (6)

Comparison between eqn (4) and (6) shows that the second
order coefficient of the multi-pole expansion for the CP dipole
is related to its LP counterpart (of the same magnitude p0) via
u(2)

CP = �u(2)
LP/2 when the former is expressed in terms of p0 and

the latter in terms of the rsm-value p2 = p0
2/2. By simple

symmetry arguments, it becomes clear that this correspon-
dence must hold equally well in cases where these coefficients
are functions of the radial distance between the dipoles.

Apart from its clear relation with our model system, this
simplified picture of point dipoles oscillating in phase with a
circularly polarized field is rather interesting on its own and
shares many similarities with different systems of relevance in
various applications. Consider, as an example, the interaction
between ideal magnetic dipoles subject to a static magnetic
field pointing along the z-axis. The induced dipole–dipole
interaction between two such ideal dipoles separated by the
vector r is given by u(r) = [3(êr�m)2 � m2]/r3 = m2P2(cos y)/r3,
where m is the magnitude of the magnetic dipole moment.
Another interesting example is that of ideal magnetic dipoles
lying on the x–y plane, under the influence of a magnetic field
which oscillates over a cone surface of aperture y with fre-
quency o, B = B0[(êx cosot + êy sinot)sin y + êzcos y]. It is easy to
verify that the interaction between the dipoles along the plane
are of the form (2), with p replaced by the induce magnetic
moment, and j representing the angle with the x-axis. The
static interactions thus behave like (4). Notice that, in this case,
y represents the angle between the field and the z-axis, and the
particles lie along the plane. Nonetheless, it is interesting to
verify that eqn (4) describes quite different situations, and the
parameters therein can be adjusted to provide different
arrangements of dipoles over the plane.

We now return to our model system. The simplified picture
described above provides a basis to understand the more
involved effective interactions between microgels induced by
the CP field. As shown in ref. 63, the time-averaged, induced
dipole potential between microgels under the influence of a LP
field has the form

%u(LP)
dd (r) = u(0)

dd(r) + u(2)
dd(r)P2(cos y), (7)

where y is the angle between dipoles and the connecting vector
r. As shown above, the change in geometry in the case of CP
field amounts to the replacement cos y - cosc(t) = sin y
cos(j � ot). Following the same steps outlined above, we
conclude that time averaging these quantities amounts to a
simple sign change of the coefficient of P2(cos y) and an overall
multiplication with the factor 1/2 to express now the quantities
in terms of the fixed dipole magnitude p0. As a result, the pair
interactions for the case of the CP field are readily
transformed into

�u
ðCPÞ
dd ðrÞ ¼

1

2
u
ð0Þ
dd ðrÞ � u

ð2Þ
dd ðrÞP2ðcos yÞ

h i
; (8)

where %u(CP)
dd (r) stands for the static, induced dipole interactions

in the case of CP fields, the coefficients u(0)
dd(r) and u(2)

dd(r) are the
same developed for the case of LP light but here they must be
expressed in terms of the time-independent induced dipole
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magnitude p0 instead of the rms-value p ¼ p0
� ffiffiffi

2
p

employed in
the case of LP-fields.

The coefficients u(0)
dd(r) and u(2)

dd(r) are effective radial poten-
tials, which implicitly take into account the field influence by
means of two effective parameters: the strength of the induced
dipole moment, p0, and the screening length kd. While the
former depends on the field strength and frequency via an
effective permittivity e(o), the latter depends only on the field
frequency, which dictates the response of the free charges to
the oscillating fields. This frequency-dependent inverse screen-
ing length kd can be changed from fully screened dipoles
(where kd equals the static inverse Debye length) at small
frequencies‡ to unscreened dipoles (in the high-frequency
regime where ions do not respond to the oscillating field).

We now consider a solution of induced, extended dipoles
representing ionic microgels under the influence of a AC field,
immersed in a solvent of dielectric constant e, the whole
solution being at absolute temperature T and denoting
b � (kBT)�1 with Boltzmann’s constant kB. The coefficients
u(0)

dd(r) and u(2)
dd(r) beyond the overlapping distance (r 4 s) are

given by the following expressions:

buð0Þdd ðrÞ ¼ �
3tF kdað Þ

kda


 �2lB
3

e�kdr

r
; (9)

and

buð2Þdd ðrÞ ¼ �
3tF kdað Þ

kda


 �2
2lB
3

e�kdr

kd2r3
kdrþ 1ð Þ 3þ kd2r2

kdrþ 1ð Þ


 �
:

(10)

Here, a = s/2 is the particle radius, and the function F(x) is
defined as F(x) � x cosh(x) � sinh(x) and lB = q2/(ekBT) is the
Bjerrum length, having the value lB D 0.71 nm for water at
room temperature. The parameter t is defined as t = p0/(qa),
and it measures the strength of the dipole moments induced by
the electric field.

At overlapping distances r o s, these coefficients read as
follows:§

buð0Þdd ðrÞ ¼ �
3t
kda


 �2lB
6a

e�kda

kdr
kdaþ 1ð Þ r2

2a2
� 1


 �
sinhðkdaÞ

�

� sinh kdðr� aÞð Þ þ 1

kda
cosh kdað Þ � cosh kdðr� aÞð Þ½ �

�

þ F kdað Þ r2

2a2
� 1

kda
� 1þ 1þ 1

kda


 �
e�kdr

� ��
;

(11)

and

buð2Þdd ðrÞ

¼� 3t
kda


 �2lB
a

e�kda

kd2r2
kdaþ1ð Þ r�a

kdra
�kdr

3


 ��

�sinh kdðr�aÞð Þþ 1� 1

kd2ra
� r

3a


 �
cosh kdðr�aÞð Þ

þ kdr
6
þkdr3

24a2
� 1

kdr


 �
sinh kdað Þþ 1

kd2ra
� r

6a


 �
cosh kdað Þ

�

þF kdað Þ
kda

kdr
6
þkd

2r3

24a
þkd

2ra

6
�kdaþ1

kdr

�

þ k2dra
3
þkdr

3
þkd rþað Þþ1

kdr
þkda


 �
e�kdr

��
:

(12)

Since the microgels bear a uniform charge Zq, the dipole
interactions above are complemented with a purely repulsive
monopole interaction, in addition to an elastic repulsion upon
particle overlapping. In the region r 4 s, the monopole inter-
actions read as follows:

bummðrÞ ¼ lB
3ZFðkaÞ
k2a2


 �2
e�kr

r
; (13)

where k is the usual inverse Debye screening length. If the
system is in contact with an ionic reservoir of mean concen-

tration cs, this quantity is given by k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8plBcs
p

. As particles
overlap (r o s), their monopole interaction becomes

bummðrÞ ¼
9Z2lB
2k6a6r

gðrÞ � e�kaðkaþ 1Þ½ka sinhðkðr� aÞÞ½

þ coshðkðr� aÞÞ � e�krFðkaÞ� ðrosÞ;
(14)

where the function g(r) is defined as follows:

gðrÞ

¼ k4
r2 � a2

4


 �
r2 � 2ra
� �

þ r

3
a3 � ðr� aÞ3
� �

� a4 � ðr� aÞ4
8

� �

þ k2

2
r2 � 2a2
� �

þ 1:

(15)

Finally, the soft repulsion due to the elastic interaction between
overlapping polymer chains is modeled via the de Hertz potential,

buHðrÞ ¼ eH 1� r

s

� �5=2
Yðs� rÞ; (16)

where Y(x) is the unit step function, and eH is a parameter which
controls the strength of the soft repulsion. Throughout this work,
we set this dimensionless parameter to be eH = 800. This value is in
practice high enough to prevent a significant degree of particle
overlapping, which could otherwise undermine the assumptions of
unscreened interactions and small deviations from sphericity.
Moreover, the inverse screening length is fixed at k = 2.8a�1, and
the particle radius is a = 0.53 mm. This set of parameters is shown

‡ Here, small or large frequencies are to be compared with the typical inverse
diffusion times of ions in solution.
§ There is a typo in the expression for u(0)

dd(r) in ref. 63. The last term in the outer
brackets therein contains an erroneous extra factor of kda in front of F(kda). The
expression shown here is the correct one and all calculations have been
performed with the correct expression in ref. 63.
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to accurately fit the experimental data for the pair correlations
between ionic microgels in the absence of external fields.

The total pair interaction between microgels induced by the
external field is thus the sum of monopole, dipole and soft
contributions, i.e.:

bu(r) = bumm(r) + b %u(CP)
dd (r) + buH(r). (17)

Fig. 2 displays some representative pair potentials for the case
of fully screened (kd = k, top panels) and unscreened (kd = 0,
bottom panels) interactions, in cases where the monopole
charge is fixed at Z = 400. The interactions are shown parallel
(Fig. 2a and c) and perpendicular (Fig. 2b and d) to the
polarization plane.

While the interactions along the z-axis are always repulsive,
the pair potential across the polarization plane features well
defined potential wells at small particle separations. This short-
range attraction is obviously a result of dipole interactions,
which attempt to ‘‘stick together’’ opposite poles of neighbor-
ing particles along the equator plane. As the distance increases
along this plane, the monopole repulsion becomes dominant.
We notice that the potential wells have larger widths and
depths in the case of unscreened interactions. That means that
particles tend have more room to move along the plane in the
case of unscreened dipoles. As for the screened interactions,

the potential along the plane increasingly resembles that of
sticky spheres as the dipole strength t increases, since the well
width becomes thinner. Likewise, the repulsion perpendicular
to the polarization plane is much larger range – and becomes
much more sensitive to changes in t – in the case of unscreened
interactions. It is very clear that this competition between
in-plane short-range attraction and transverse repulsion should
lead to sheet-like agglomerates lying parallel to the polarization
plane. As we shall see, the plane formation and its inner
structure can be adjusted by changing the effective parameters
linked to the field properties.

4 Molecular dynamics simulation

In order to investigate the structure of microgels induced by the
CP field, we employ MD simulations for a one-component
system interacting through the pair interactions described in
the previous section. We perform NVT simulations employing
the minimum image, periodic boundary conditions, consider-
ing a cubic box containing N = 1000 particles. The simulations
are performed in the fully screening limit, such that no special
techniques are needed to handle the electrostatic interactions.
A total of N = 50 000 time-steps are employed, and averages are
taken after Nm = 1000 steps, where samplings are taken in

Fig. 2 Panels (a)–(d) display the potential as a function of separation distance for selected values of the angle and screening constants, as indicated in
the legends. Effective potential between ionic microgels induced by a CP field, at different dipole strengths. Top panels correspond to fully screened
dipole interactions (kd = k), whereas at the bottom curves results for unscreened interactions (k = 0) are shown. In all cases, the monopole charge is
made of Z = 400 elementary charges.
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regular intervals of Ns = 1000 time-steps. Thermalization is
made via by coupling the dynamics to a Andersen thermostat,
in which collisions with a thermal bath are taken for randomly
selected particles.91

5 The Ornstein–Zernike formalism

Additional information on the structural properties under
different conditions can be very efficiently obtained by means
of the Ornstein–Zernike (OZ) formalism.66 Here we outline
some of the main features of this approach for the case of
anisotropic interactions.

In a uniform, one component system, with effective interac-
tions, the OZ equation relates the total h(r) and direct c(r) pair
correlations as follows:

hðrÞ ¼ cðrÞ þ r
ð
hðr0Þcðr� r0Þdr0: (18)

In Fourier space, this relation is simplified to

SðkÞ ¼ 1

1� ĉðkÞ; (19)

where the Fourier transforms of the pair correlations have

been defined as ĉðkÞ ¼ r
ð
cðrÞeik�rdr and SðkÞ ¼ 1þ r

ð
hðrÞeik�rdr.

The latter quantity defines the so-called structure factor, which
carries information about the pattern scattering of light at a
wave-vector k and is thus amenable to scattering measure-
ments. Due to the azimuthal symmetry, the pair correlations
can be expanded as

hðrÞ ¼
X1
‘¼0

h‘ðrÞP‘ðcos yÞ; (20)

where y is the angle between r and the z-axis and Pc(cosy) denotes
the Legendre polynomial of degree c. Invoking the addition

theorem for spherical harmonics in the form
Ð 2p
0 P‘ êr � êkð Þdj ¼

P‘ðcos yÞP‘ðcos gÞ (where g is the angle between k and the z-axis), it
follows that pair correlations in reciprocal space can be similarly
evaluated in the form

SðkÞ ¼
X1
‘¼0

S‘ðkÞP‘ðcos yÞ; (21)

where the coefficients Sc(k) are related to their real space counter-
parts through a Henkel transform of order c,

S‘ðkÞ ¼ 4pi‘r
ð1
0

r2h‘ðrÞj‘ðkrÞdrþ d‘;0: (22)

Similar expressions also hold for the real and reciprocal coeffi-
cients of the direct correlation c(r). Here, jc(kr) represents the c-th
spherical Bessel function, whose integral representation in terms
of Legendre polynomials is

j‘ðkrÞ ¼
ð�iÞ‘
2

ðp
0

P‘ðxÞeikr cos y sin y dy: (23)

The set of equations above provides a useful relation between
direct and total pair correlations. However, a further relation is

required if one wants to calculate both quantities simultaneously.
Among different closure relations, we have chosen to employ the
hypernetted-chain (HNC) relation between h(r) and c(r), which in
real space reads as

h(r) = exp[h(r) � c(r) � bu(r)]�1. (24)

Before considering the expansions (20) for the pair correlations it is
convenient, for numerical proposes, to take the derivative of both
sides of the above expression with respect to the radial coordinate r:

@hðrÞ
@r
¼ hðrÞ þ 1ð Þ @

@r
hðrÞ � cðrÞ � buðrÞ½ �: (25)

Expanding now both sides according to eqn (20), and invoking the
orthogonality of the functions Pc(x), we obtain

h
0
‘ðrÞ ¼

2‘þ 1

2


 �X1
‘0¼0

X1
‘00¼0

h‘0 ðrÞ þ d‘00ð Þa0‘00 ðrÞ

�
ð1
�1
P‘ðxÞP‘0 ðxÞP‘00 ðxÞdx:

(26)

where al(r) � hl(r) � cl(r) � bul(r).

Now, the integral over the polar angle can be conveniently
expressed in terms of the Clebsch–Gordon coefficients
Cð‘; ‘0; ‘00;m;m0;m00Þ. After some algebraic manipulations, we
arrive at the following expression for the real space coefficients:

h‘ðrÞ ¼ �
X1
‘0¼0

X1
‘00¼0

C2ð‘; ‘0; ‘00; 0; 0; 0Þ

�
ð1
r

h‘0 ðr0Þ þ d‘00ð Þa0‘00 ðr0Þdr0:

(27)

Together with eqn (19) and (22), the above equation provides
a complete set of relations that can be used to numerically
evaluate the pair correlations g(r) = 1 + h(r), c(r) and the structure
factor S(k) for a given, anisotropic pair interaction u(r).

6 Results

We are now in a position to analyze in close detail the structural
transitions induced by the CP field. All numerical results have
been obtained at constant (room) temperature, which justifies
the use of a fixed particle size throughout. Ionic thermal
motion influences the relative strength of electrostatic interac-
tions (which, in the present CG description, amounts to a shift
in microgel charge), as well as the dielectric ionic response to
the applied field. While these influences could in principle be
accounted for by simple changes at the CG parameters, thermo-
responsible microgels are known to undergo non-trivial con-
formation transitions upon temperature variations. Accounting
for the underlying average size and packing fraction changes
would require the incorporation of intriguing temperature-
dependent solvent–polymer interactions, which goes beyond
the scope of this work.

We start by looking at the in-plane and perpendicular pair
correlations and structure factors, respectively, which encode
information about structural transitions and particle aggregation.
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In Fig. 3, these quantities are shown for the case of unscreened
dipoles, for a case of monopole charge Z = 400 and packing
fraction of f = 0.1. It is clear from Fig. 3a that particles start to
come increasingly closer together at the overlapping distance
r E s as their dipole moments become larger. As this parameter
gets large enough, in-plane aggregation takes place. The same
trend has been reported in the case of LP light, where aggregation
is one-dimensional, signaling chain formation.63 In the present
case, the in-plane layering implies in the formation of compact
aggregates, since the correlations display radial symmetry along
the plane. It is expected that, at much larger dipole strengths, in-
plane crystal ordering should eventually emerge. Fig. 3b shows the
corresponding structure factor in the direction normal to the
polarization plane. A single peak is observed, which becomes
larger and is shifted to smaller k values as the dipole strength
increases. This is a signature of perpendicular (z-direction) order-
ing for the sheets lying on the x–y plane. The shift towards smaller
k values means that the planar layers start to be farther away from
one another, which also indicates that they increase in size.

The opposite case of unscreened interactions is shown in
Fig. 4, for the same set of system parameters. We now see that
the heights of the pair correlations in real space are much
smaller in comparison with the screened case. On the other
hand, the peak of the structure factor along the perpendicular
direction becomes much larger. The maximums are now much
broader, indicating out-of-plane crystal formation in which the

sheets are farther away from each other, with the averaged
distance distributed over a wider range. It is likely that such
spreading of inter-plane distances, driven by long-range interac-
tions, results in the formation of smaller clusters along the x�y
plane. This is in agreement with the smaller peaks of the in-plane
pair correlations, which indicates that in average the particles will
be farther apart in comparison to the fully screened situation.

There is a clear correlation between the height of the
structure factor and the emergence of crystal ordering in
monodisperse systems. Over the years, many different criteria
(most of them of phenomenological nature) have been estab-
lished in order to quantify the onset of crystal ordering.92,93

Classical examples are the Lindermann melting criterion94 and
the Hansen–Verlet prescription.95 The latter establishes that, for
a monodisperse particles with Lennard-Jones interactions,
crystallization takes places when the height of the first peak of
the structure factor reaches the threshold value S(k) E 2.8. In
ref. 96, this criterion has been adapted to the case of charged
colloids, and it was found that the onset of crystal ordering
occurs when the height if S(k) achieves values close to S(k) E
2.1. Since these systems bear more similarities to our model
system, we shall hereafter adopt this criterion to estimate the
regions in the plane (f, t) where the parallel layers start to
display ordering across the z direction. To this end, we map the
regions where S(k, p = y) \ 2.1 and plot the transition lines that
signals the onset of 1D ordering along the perpendicular

Fig. 3 Pair correlations for the case of fully screened dipoles. In (a), in-
plane pair correlations indicate the formation of aggregates as t increases,
whereas in (b) the structure factors in the transversal direction suggests a
1D crystal ordering, where the in-plane aggregates stay larger apart as t
becomes larger.

Fig. 4 Pair correlations for the case of fully unscreened dipoles. In (a), in-
plane pair correlations indicate the formation of aggregates as t increases,
whereas in (b) the structure factors in the transversal direction suggests a
1D crystal ordering, where the in-plane aggregates stay larger apart as t
becomes larger.
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direction. The results are shown in Fig. 5, for two representative
situations where Z = 100 (upper panels) and Z = 400 (lower
panels), considering screened (left panels) and unscreened
(right panels) interactions. Quite distinct behaviors are observed
in the case of smaller screened and unscreened dipoles. As
expected, screening the interactions shifts the transition lines
towards larger t values, as the interactions are weakened. When
the dipole interactions are unscreened (right panels), an inter-
esting re-entrant behavior is observed in which the liquid
crystallizes and then melts up again upon increase of particle
concentration. At small packing fractions and fixed t, only a
small number of sheets are able to form, and no ordering is
observed. As f increases, a larger number of parallel sheets are
able to form, and a longitudinal ordering between them starts to
emerge. At sufficiently large particle concentrations, geometric
constraints should prevent addition of new particles into the
layers, and some particles start to become loose between the
sheets, leading to a liquid–solid coexistence.

As the charge Z increases, the monopole repulsion between
the layers starts to dominate. In the case of screened interac-
tions, the transition lines decay monotonically as f increases,
and the layering effect is robust against particle addition. This is
no longer the case when the interactions become unscreened, as
seen in Fig. 5d, which shows a rather complex layering behavior.
In this case, there is a small region in which the transition line
increases before moving down again. This intriguing behavior is
clearly a consequence of long-range interactions. Although the
repulsion is stronger among the layers, they are not localized as
in the case of screened interactions, which tends to avoid layer
ordering. Moreover, as shown in Fig. 4a, in-plane particle
attraction is much weaker for unscreened dipoles, and particles
are thereby able to get loose from the aggregates more easily.

Although the transition lines based on the structure factor
provide a general picture of the complex layering formation, a
detailed analysis shows that, over a large region of the (f, t)
plane, the layers are neither solid nor liquid, but rather a mixture
of layers coexisting with a liquid of loose particles. This behavior is
made clear in Fig. 6, which shows selected snapshots corres-
ponding to points in Fig. 4a and b close to the transition lines
(left panels) and deep inside the crystal region (right panels). Near
the transition line, large aggregates can be observed. The sheets
coexist with a gas (Fig. 6a) or a liquid (Fig. 6c) of free particles. In
contrast, if one moves inside the crystal phase (Fig. 6b and d), the
sheets are fully formed and no free particles are found. Moreover,
the layers can display an internal crystal structure within the plane.
In order to explore this rich behavior in detail, we have performed
extended MD simulations over a large range of system parameters,
thus mapping the different phases both transversal and parallel to
the polarization plane. The results are summarized in Fig. 7 and 8,
in which the different phases are shown in the (f, t) plane for the
transversal layering and in-plane structures, respectively. Here, the
monopole charge is fixed at Z = 90, while the interactions are fully
screened. We notice in particular that a rich behavior is observed
inside the aggregates, which cannot be captured within the OZ
formalism. It is important to remark that predictions of OZ
approach and MD simulations are in qualitative agreement regard-
ing the layering formation (see Fig. 5c), and the dipole strengths
that delimits the different phases are not too far from each other.

The onset of sheet-like formation across the perpendicular
field direction can be clearly visualized in Fig. 9, where simulation
snapshots across the transition from liquid to layering formation
in Fig. 7 are shown. In all cases, the packing fraction and bare
charge are fixed at f = 0.1 and Z = 90, while three different
polarizations are considered: t = 130 (Fig. 9a), t = 150 (Fig. 9b) and
t = 260 (Fig. 9c). These representative points correspond to
situations of no layers, emergence of layering, and fully layered
structures, respectively, in Fig. 7. When the induced polarization t
is not too high, the in-plane attraction is not strong enough to
overcome the monopole repulsion of equally charged particles,
leading to liquid-like, amorphous structures (see Fig. 9a). As the
transition line is approached (Fig. 9b), dipole interactions start to
become relevant, resulting in a mixture of liquid-like and crystal
orderings, characterized by the formation of small, planar agglom-
erates. Further increase of t beyond this polarization threshold
leads to a situation where all particles are organized into planar
sheets, lying parallel to the polarization plane. Most layers feature
crystal-like, in-plane ordering. Depending on field strength and
packing fractions, a number of defects and holes can be observed
in the planar layers, resulting from a fine competition between in-
plane attraction and perpendicular repulsion between particles
belonging to different layers.

7 Conclusions

We have analyzed the effective interactions and structural transi-
tions of a system of ionic microgels subject to a CP field. To
accomplish this, we have adopted a coarse-graining description

Fig. 5 Panels (a)–(d) display these lines for selected values of the angle
and screening constants, as indicated in the legends. Transition lines
delimiting the onset of sheet layering across the transversal direction,
considering both screened and unscreened dipoles, and two representa-
tive charges of Z = 100q (top graphs) and Z = 400q (lower graphs).
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similar to that applied in ref. 63 for the case of LP light. The
effective interactions are comprised of (purely repulsive) mono-
pole contributions, in addition to dipole–dipole interactions. The
latter feature a short-range attraction along the polarization plane
and are purely repulsive in the perpendicular direction. The
dipole pair potential contains effective parameters which are
closely related to the applied field, such as the dipole strength
and the screening parameter of dipole interactions. Following a
previous work, we expect that these parameters can be easily
obtained from experimental measurements, thus allowing for a

direct probe of our theoretical predictions for the structural
transitions against experimental results.

Using numerical calculations based on the OZ approach and
MD simulations, we were able to apply the proposed model
system to investigate the various aggregation scenarios at
different regions of the parameter space. A rich behavior was
observed, with a re-entrant melting of plane sheets along the
transversal direction, as well as in-plane transitions resulting
from the short-range dipole attraction. We hope that the results

Fig. 6 Snapshots representing typical simulation configurations of particles, in the case of fully screened dipoles. In all cases, the packing fraction is fixed
at f = 0.1. The remaining parameters are Z = 100, t = 200 (a), Z = 100, t = 250 (b), Z = 400, t = 260 (c) and Z = 400, t = 300 (d).

Fig. 7 Phase diagram in the (f, t) plane, detailing the layering formation
along the transversal direction, obtained via MD simulations. The interac-
tions are fully screened, and the monopole charge is set at Z = 90.

Fig. 8 Phase diagram in the (f, t) plane, showing the induced in-plane
ordering behavior, as obtained from MD simulations. The interactions are
fully screened, and the monopole charge is set at Z = 90.
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herein will motivate experimental investigations for the proposed
experimental setup and serve as a basis for further theoretical
studies on similar systems. For example, an extension of the
proposed model system can be easily worked out to incorporate
different types of plane polarization, such as elliptical polariza-
tion, thus breaking up translation invariance along the polariza-
tion plane. Polydispersity is also a promising strategy to induce
different structures both among layers and within the polariza-
tion plane, as the both the in-plane binding energies and the
repulsion between planar sheets can be controlled by the induced
dipole strength assigned to different components.

Data availability

For long-term storage of data, we will use Phaidra, the reposi-
tory for the permanent secure storage of digital assets at the
University of Vienna. We will therefore adhere to the standards
and practices that are recommended and used there. Specifi-
cally, Phaidra uses Dublin Core and an extended LOM scheme
as a metadata standard. The minimal set of metadata that are

going to be employed is defined by the currently required
metadata fields, as documented at https://datamanagement.
univie.ac.at/en/rdm/metadata/. All metadata in Phaidra are
machine readable and accessible over a standard link for each
object. Documentation on accessing and using this type of
information is available at the link https://github.com/phaidra/
phaidra-api/wiki/Documentation.
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