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d excitation both accelerate and
slow charge transfer in the same molecule?†

Zheng Ma,a Zhiwei Lin,d Candace M. Lawrence, f Igor V. Rubtsov,*d

Panayiotis Antoniou,e Spiros S. Skourtis,*e Peng Zhang*a and David N. Beratan *abc

A UV-IR-Vis 3-pulse study of infra-red induced changes to electron transfer (ET) rates in a donor–bridge–

acceptor species finds that charge-separation rates are slowed, while charge-recombination rates are

accelerated as a result of IR excitation during the reaction. We explore the underpinning mechanisms for

this behavior, studying IR-induced changes to the donor–acceptor coupling, to the validity of the

Condon approximation, and to the reaction coordinate distribution. We find that the dominant IR-

induced rate effects in the species studied arise from changes to the density of states in the Marcus

curve crossing region. That is, IR perturbation changes the probability of accessing the activated

complex for the ET reactions. IR excitation diminishes the population of the activated complex for

forward (activationless) ET, thus slowing the rate. However, IR excitation increases the population of the

activated complex for (highly activated) charge recombination ET, thus accelerating the charge

recombination rate.
Scheme 1 (a) Structure of DMA-GC-Anth1 used in the theoretical
studies described here. UV excitation prepares the Anth-localized
electronic excited state, followed by charge transfer from DMA to
I. Introduction

Infra-red (IR) excitation provides an appealing means to
manipulate electron transfer (ET) reactions. Recent experi-
mental studies have found that IR excitation can change and
even redirect charge ow at the molecular scale,1–9 and theo-
retical studies have suggested that exciting bridge vibrations
could inuence electron transfer coupling pathways and their
interferences.10–16 Early 3-pulse UV-IR-Vis experiments con-
ducted on guanosine-cytidine (GC) hydrogen-bond bridged
anthracene/dimethylaniline (DMA-GC-Anth) structures
(Scheme 1a)1 found IR-induced ET rate slowing from DMA to
(photoexcited) anthracene by about 67%. It was hypothesized
that rate slowing might be caused by IR-induced weakening of
the bridge mediated donor–acceptor interaction. The current
study expands the IR-perturbed experiments to examine vibra-
tional perturbations to charge recombination in DMA-GC-Anth
and to establish a comprehensive theoretical understanding of
the molecular origins of IR-perturbed ET rate effects.
Anth. IR excitation of the hydrogen bonded bridge vibrations reduces
the charge-separation rate. Other structures in previous studies (not
analysed here): (b) fac-[ReI(CO)3(DCEB)(3-DMABN)] (ReEBA).9,17 UV
excitation and intersystem crossing prepare a triplet electronically
excited MLCT state (Re to DCEB ligand charge transfer state), and
charge transfer then produces a triplet 3LLCT state (3-DMABN to
DCEB charge transfer). Here, the charge transfer rate is accelerated by
IR excitation of the ring-stretching bpy modes. (c) PTZ–CH2–Ph–
C^C–Pt–C^C–NAP.2,5 400 nm excitation and intersystem crossing
prepares the electronically excited bridge-to-acceptor charge transfer
state (DB+A�). IR excitation of the –C^C– bridge modes decreases
the forward charge transfer (DB+A� to 3D+BA�) rate and enhances the
charge-recombination rate (DB+A� to 3A).
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Fig. 1 Pulse sequence used in the 3-pulse experiments.
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IR-perturbed charge-separation was reported recently in fac-
[ReI(CO)3(DCEB)(3-DMABN)] (ReEBA) complexes (Scheme 1b),
where 3DMABN is 3-dimethylaminobenzonitrile and DCEB is
4,40-(dicarboxyethyl)-2,2-bipyridine.9,17 Aer formation of
a triplet metal-to-ligand charge transfer (3MLCT) excited state,
charge transfer proceeds to a triplet ligand-to-ligand charge
transfer (3LLCT) state. The 3LLCT state has nearly full-electron
transfer from 3-DMABN to DCEB.9 Excitation of the acceptor
DCEB ring-stretching modes produces ET rate acceleration of
�28%. The calculation of triplet excited electronic state ener-
gies for distortions of the normal coordinate associated with
mid-IR excitation indicates that vibrational excitation of the
bipyridine ring stretching drives the donor and acceptor elec-
tronic states (3MLCT and 3LLCT)17 to near degeneracy,
accounting for the ET rate acceleration.9

Narrow-band IR excitation was also used to perturb ET in
structures with phenothiazine (PTZ) donors, naphthalene
monoimide (NAP) acceptors, and platinum(II)-trans-acetylide
bridges (Scheme 1c).2,3,5 Acetylide bridge stretching modes,
identied as the ET reaction coordinate, were excited.7 A
vibrationally hot bridge-to-acceptor charge transfer (CT) state,
DB+A�, was prepared with a 400 nm UV-pump. The DB+A� state
has several possible fates: (1) it can form a triplet acceptor
localized excited state (3A), (2) it can form a 3D+BA� charge-
separated state (CSS), or (3) it can undergo charge-
recombination (DB+A� to DBA). Excitation of the –C^C–
stretching motion was found to cause the forward charge-
separation (DB+A� to 3D+BA�) to turn off, while the charge-
recombination yield (DB+A� to 3A) was increased. Changing
the donor from PTZ–CH2 to PTZ produced weaker suppression
of the forward ET rate. With OMe–PTZ as the donor, the CSS
yield was reduced to <10% upon IR excitation, consistent with
preliminary theoretical analysis.2,5 IR excitation of –C^C–
stretching was suggested to drive the DBA system past the
crossing point of the DB+A� and 3D+BA� potential energy
surface crossing for the PTZ–CH2 donor, based on TD-DFT
analysis. This perspective explains the suppression of the
forward ET as arising from an IR-induced decrease in the acti-
vated complex population.2,5 The surface crossing between the
charge-separated and the charge transfer states is believed to
become accessible when the acetylide stretch is IR-excited in the
PTZ–CH2–bridge–NAP species, it is believed to be barely acces-
sible in the IR-excited PTZ–bridge–NAP species, and is believed
to be inaccessible in the IR-excited OMe–PTZ–bridge–NAP
species. This trend rationalizes the distinct inuences of IR
excitation on charge-separation in these three systems. In PTZ–
CH2–bridge–NAP and PTZ–bridge–NAP, IR excitation acceler-
ates the back ET (from the CT to the 3A state), suggesting an IR-
induced increase in the CT-to-3A electronic coupling.7 The
authors suggest that IR excitation modies the donor–acceptor
energy gap and the donor–acceptor coupling, causing the ET
rate to change.2,8 Recent theoretical studies of the PTZ–bridge–
NAP species indicate that IR excitation increases the DA
coupling and contributes to enhancing the charge-
recombination rate.7

Early theoretical models of IR-perturbed ET focused on
model Hamiltonians with multiple coupling pathways. Inelastic
6396 | Chem. Sci., 2018, 9, 6395–6405
tunnelling was predicted to modulate coupling pathway inter-
ferences by leaving vibrational markers on the electron
tunnelling route,10,15 enabling the switching-on of otherwise
symmetry forbidden ET reactions.12,16 Recent simulations with
a IR-perturbed high-frequency bridge mode (ħu [ kBT)
coupled to ET nd that the induced donor–acceptor energy gap
uctuations may inuence the ET rate signicantly when: (1) D,
B, and A electronic states are nearly degenerate, or (2) the ET
time scale is comparable to the intramolecular vibrational
redistribution (IVR) time scale.11 Other non-equilibrium rate
theories based on generalizations of Fermi's golden rule explore
non-equilibrium non-adiabatic dynamics.18 The comprehensive
perspective developed here describes how IR excitation inu-
ences both nuclear Franck–Condon factors and the bridge-
mediated electronic couplings.

IR-excitation of the H-bond vibrational modes in DMA-GC-
Anth was found to slow charge-separation.1 Here, we report
that IR-excitation during charge-recombination accelerates the
rate. We examine four IR perturbing effects on these ET reaction
rates in order to understand the origins of the opposite effects
for charge separation and recombination: (1) IR-induced
changes to the mean-squared DA coupling, (2) IR-induced
changes to the donor–acceptor coupling uctuations, which
can change the validity of the Condon approximation, (3) IR-
induced changes to the (quantum) Franck–Condon factor,
and (4) IR-induced changes to the population of the activated
complex. We nd that IR-induced ET rate modulation in DMA-
GC-Anth most likely originates from perturbations to the pop-
ulation of states in the Marcus curve-crossing region. The
reason that IR-excitation accelerates charge-recombination in
DMA-GC-Anth while slowing charge-separation arises mainly
from difference in the activation energies of the two ET
reactions.
II. Measuring IR-perturbed charge
recombination in DMA-GC-Anth

We performed 3-pulse UV-pump/IR-pump/Vis-probe experi-
ments with IR pulses delayed with respect to the UV excitation.
This allows the IR pulses to perturb either the charge separation
or recombination. By chopping the IR pulses at half of the laser
repetition rate, we monitored the difference in optical densities
with and without the IR perturbation (Fig. 1). The IR pump
beam was tuned to ca. 6 mm to excite carbonyl stretching and
NH, NH2 bending bridge modes (Scheme 1a). The experimental
details of the 3-pulse measurement are outlined in the ESI† and
were reported earlier.1 The measurements were performed in
This journal is © The Royal Society of Chemistry 2018
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dichloromethane using a 130 mm path length ow cell under N2

at 23.5 � 0.4 �C. To minimize the amount of unbound acceptor
in the sample (Kassoc ¼ 3.8 � 104 M�1),29 the measurements
were performed in mixtures with a 5-fold molar excess of the
donor (75 mM) over the acceptor (15 mM).

The 3-pulse transient spectra for DMA-GC-Anth were
measured at various time delays, Td (Fig. 2), while s was xed at
75.5 ps to vibrationally excite the charge separated (CS) state.
They represent the spectral changes caused by vibrational
excitation in the CS state. The transient spectra measured at
small Td delays are very different from the transient spectra
associated with the anthracene-localized excited state, but
resemble the transient spectra of the CS state (Fig. S2†). As in
the case of the charge-separation reaction,1 the strongest tran-
sients are seen at small time delays Td (Fig. 2A). These transients
are dominated by the coupling of the bridge vibrational modes
to the CS state, thus representing a vibrationally hot CS state. At
larger Td, the transient spectra change to represent the vibra-
tionally relaxed CS state (Fig. 2). The shape of the transient
spectrum at large delays (35.7 ps) matches well the vibrationally
relaxed transient spectrum of the CS state (dark green line). The
vibrational coupling contribution to the transient spectrum is
expected to decay with a characteristic cooling time of the
vibrationally hot CS state, which is expected to be similar to the
vibronic coupling decay time of 10.6 ps observed for the
anthracene-localized excited state in the acceptor-only
Fig. 2 (A) UV-pump/mid-IR-pump/Vis-probe transient spectra of
DMA-GC-Anth measured at various Td-delays (see inset) with s ¼ 75.5
ps to target the charge-recombination reaction. An inverted and
normalized transient (UV/Vis) spectrum of the CS state (dark green) of
DMA-GC-Anth is shown for comparison. (B) 3-pulse kinetics at 571 nm
(blue). A fit with a two-exponential function, s1 ¼ 10.3 � 3 ps and s2 ¼
700 ps (fixed) is shownwith a red line. The green dashed line shows the
modeling results, also given in Fig. 4 (black line).

This journal is © The Royal Society of Chemistry 2018
compound.1 Indeed, the fast component of the spectral
changes in Fig. 2A is ca. 10 ps (Fig. 2B). The negative sign of the
transient spectra shows that less of the CS state remains in the
sample at the detection time (Td) when the sample is IR excited,
indicating that the rate of charge-recombination (CR) is
increased when the bridge is vibrationally excited.

The kinetics at different wavelengths were t to a two-
exponential function with the slow decay component set to
700 ps, since it is expected to match the rate of the unperturbed
charge-recombination reaction. The fast component is repre-
sented as a convolution of the vibrational cooling in the CS state
(diminishing with Td) with the difference in amounts of charge-
recombination products generated with and without vibrational
excitation (increasing with Td). To describe the CR rate change
induced by IR excitation, we use the scheme shown in Fig. 3.
The superscript V labels vibrationally excited charge separated
(CSV) and electronically excited (EEV) states, as well as the rates
involving vibrationally excited states (kVCR, k

V
CS, and kV0). The rate

constants, kC1 and kC2, represent vibrational cooling in the EEV

and CSV states, respectively. This scheme differs from that of
ref. 1 by the addition of a relaxation channel from the vibra-
tionally excited CS state, kC2. In the modeling, kC1 and kC2 were
set to 10.6 ps, which is the vibrational cooling time measured
for the electron acceptor (C-Anth) sample.1 Kinetic proles were
computed for two sets of initial conditions: [EE, EEV, CS, CSV] ¼
[0.045, 0.022, 0.50, 0.15] (solid lines) and [EE, EEV, CS, CSV] ¼
[0.067, 0, 0.65, 0] (dashed line), which correspond to the cases
with and without vibrational excitation, respectively. The pop-
ulations at s ¼ 75.5 ps (initial conditions for the CR reaction
modulation) were computed using the scheme in Fig. 3, with
the quantum yield of CS, QYCS ¼ 0.7 (see ESI†),1 and vibrational
excitation probabilities of 0.33 and 0.23 in the electronically
excited and CS states, respectively (see ESI†). The value of
kVCR was varied such that the difference, DCS ¼ CSV � CS, in the
amount of CS states remained in the sample under the two
initial conditions at the waiting time of 36 ps matched the
experimentally measured amount. The latter was determined
from a comparison of the amplitude of the transient spectrum
in the 3-pulse measurements with the transient CS state spec-
trum measured under the same experimental conditions in the
2-pulse UV/Vis measurements. The modeling results in the rate
of CR of kVCR � (200 � 50 ps)�1 (Fig. 4). Therefore, the IR exci-
tation induces a ca. 3.5-fold increase of the charge-
Fig. 3 Kinetic scheme used to describe the three-pulse data. EE
represents the acceptor localized excited electronic state and G
represents the ground electronic state. The superscript “V” labels the
vibrationally excited electronic states. CS is the charge separated
electronic state.
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Fig. 4 Modeling of the 3-pulse kinetics for s ¼ 75.5 ps as a function of
probe time delays after the IR pulse, Td. The time evolution of the pop-
ulations was computed for two initial conditions: [EE, EEV, CS, CSV] ¼
[0.045, 0.022, 0.50, 0.15] (solid lines) and [EE, EEV, CS, CSV] ¼ [0.067, 0,
0.65, 0] (dashed line), which correspond to the experiments with and
without vibrational excitation, respectively. For the initial conditions with
vibrational excitation, the CS (green) and CSV (green) populations are
shown separately. The difference in the amount of CS states formed for
the two initial conditions, multiplied by a factor of 40 for clarity, is shown
with a grey line; the black line models the total relaxation signal at l ¼
571 nm where the vibronic coupling contribution is approximated as f �
(EEV + CSV) with f ¼ �0.09 to match the data in Fig. 2B.
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recombination rate. Note that the proposed kinetic scheme for
charge recombination (Fig. 3) is very simple, involving a single
recombination channel. The validity of the assumption that
vibrational cooling in the CS and ES are similar could cause
additional errors, but they are not expected to be large. We next
examine four sources of IR-induced ET rate changes in order to
understand why vibrational excitation accelerates charge-
recombination but slows charge separation in DMA-GC-Anth.

III. IR-induced ET rate modulation
mechanisms

The non-adiabatic ET rate is:

kET ¼ 2p

ħ

X
n

X
a

PnPa

X
m

X
b

���D; n; a
��Ĥ��A;m; b

���2dðED;n;a

� EA;m;bÞ (1)

Two kinds of vibrational modes are included in eqn (1):
modes that modulate the donor–acceptor (DA) energy gap and
modes that modulate the DA electronic couplings. Ĥ is the
electronic Hamiltonian. n and m in eqn (1) denote quantum
numbers of modes that modulate the energy gap. The indices
a and b denote the quantum numbers of modes that modulate
the DA electronic coupling. Pn and Pa are the populations of the
two kinds of modes. ED,n,a and EA,m,b are the initial and nal
vibronic state energies, respectively. In the Condon approxi-
mation, the ET rate is:

kET ¼ 2p

ħ
�
HDA

2
�X

m

X
n

PnSmndðED;n � EA;mÞ ¼ 2p

ħ
�
HDA

2
�ðFCÞ

(2)
6398 | Chem. Sci., 2018, 9, 6395–6405
where Smn ¼ |hn|mi|2. These equations indicate that the IR-
excitation can inuence the ET rate: (1) by changing the val-
idity of the Condon approximation (Section III.2), (2) by
changing the DA coupling (Section III.3), or (3) by changing the
Franck–Condon factor (Sections III.4 and III.5). The physical
origins of these effects are described in Fig. S3† based on a time-
dependent formulation of ET theory. The time-dependent
framework allows identication of characteristic time scales
at play, including the ET reaction time (k�1

ET), the donor–acceptor
energy gap uctuation time (sFC), the coupling uctuation time
(sc), and the IVR time (sIVR). For simplicity, each vibrational
mode in this study is assumed to modulate either the DA
couplings or the DA energy gap, but not both.

The Condon approximation holds when the time scale of DA
coupling uctuations, sc, is longer than the time scale of DA
energy gap uctuations (sFC, the Franck–Condon time). The
Franck–Condon time is the time that the reaction coordinate
persists in the congurations that produce donor–acceptor
electronic energy degeneracy.13,19–28 Under thermal equilibrium
sFC z h-=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2lkBT

p
(kB is the Boltzmann constant, T is the

temperature, l is the total reorganization energy. For ET with
a classical reaction coordinate, l has only classical compo-
nents).13,25 Typical values of sFC are on the order of a few fs.13,25

The Condon approximation is most likely to fail in ET systems
with small reorganization energies. The Condon approximation
may also fail when DA coupling uctuations are coupled to
high-frequency vibrational modes, since high-frequency motion
can drive DA coupling uctuations.

The effects of IR perturbations on ET rates also depend upon
the vibrational energy redistribution (IVR) time scale (sIVR) for
the molecule. If vibrational excitation causes an ET rate change
(by modulating the DA couplings or energy gap), the ET must be
faster than the time scale for IVR to remove energy from rate
perturbing modes of motion.11
III.1. Summary of ab initio characterizations of DMA-GC-
Anth

TD-DFT/B3LYP theory indicates that the second singlet elec-
tronic excited state (S2) is an anthracene-localized excitation.
The H-bond equilibrium geometry for the S2 state is not
signicantly different from that of the ground state. The rst
singlet electronic excited state (S1) is a charge-separated state.
The adiabatic energy difference between the S1 and S2 states
(without zero-point energy corrections) is 0.33 eV, while the
adiabatic energy difference between the S1 and ground states is
2.17 eV. These values are consistent with experimental DG
values for charge separation (�0.41 eV) and recombination
(�2.5 eV).29

The 3-pulse experiment on DMA-GC-Anth begins with a p/

p* excitation of the anthracene fragment (S0 / S2). DFT
analysis indicates that the energy gap between the DMA frag-
ment (donor) HOMO and the bridge fragment (GC) LUMO is
�3.5 eV in the S2 equilibrium geometry (see Table S2 and
Scheme S1 in ESI†), so hole-mediated superexchange is likely
the charge-separation mechanism. Charge-separation occurs
when an electron tunnels from the DMA p HOMO to the
This journal is © The Royal Society of Chemistry 2018
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anthracene p HOMO via the mediating GC. Charge-
recombination occurs when the electron on the anthracene
p* LUMO transfers to the DMA p HOMO. At the S1 equilibrium
geometry, the energy difference between the anthracene p*

LUMO and the bridge-C p* orbital is �1 eV. Both charge-
separation and recombination are mediated by virtual states
of the GC bridge.

The computed inner-sphere reorganization energies (see
Section II of ESI†) for charge-separation (0.34 eV) and charge-
recombination (0.41 eV) are similar, and the outer-sphere
reorganization energies for the two reactions are expected to
be similar.30 The total reorganization energy determined
experimentally for charge-separation is �1 eV. Calculations of
the DMA-GC-Anth electronic structure are described in Section
II of the ESI.†
III.2. Non-Condon effects

When the DA coupling uctuation time scale is less than the
Franck–Condon time (sc # sFC), non-Condon effects may arise.
Troisi et al. found that non-Condon effects reduce the high-
temperature ET rate when jDGþ lj\ ffiffiffiffiffiffiffiffiffiffiffiffiffi

2lkBT
p

(near activation-
less regime with classical reaction coordinate).21,23,24 Outside of
this |DG + l| window, non-Condon effects were found to
accelerate ET. If IR-excitation accelerates coupling uctuations,
the non-Condon effects may be enhanced.

The temperature dependence of charge-separation for DMA-
GC-Anth is well described using a classical reaction coordinate
(see Section III.4) with lz 1 eV andDG¼�0.41 eV.29 In this range
of parameters, DMA-GC-Anth is not expected to be in the regime of
non-Condon-induced rate suppression. Thus, charge-separation
in DMA-GC-Anth is likely to be accelerated by IR-induced non-
Condon effects. Charge-separation in DMA-GC-Anth, however,
was found to be slowed by IR excitation,1 so this slowing of the ET
rate is not likely to be induced by non-Condon effects.

For charge-recombination, a DG value of�2.5 eV was derived
experimentally.29 We assume that the outer-sphere reorganiza-
tion energy for charge-recombination is not signicantly
different from that for charge-separation, so the total reorga-
nization energy for charge recombination is also �1 eV (the
computed inner-sphere reorganization energies for both
processes are similar). Hence, we also have jDGþ lj. ffiffiffiffiffiffiffiffiffiffiffiffiffi

2lkBT
p

for charge recombination. Therefore, non-Condon effects may
contribute to accelerating charge recombination. Assuming
that sc for charge recombination in the absence of IR excitation
has a typical value of 25 fs,23 and that IR excitation is expected to
reduce the value of sc to 5–20 fs,24 the ratio of the IR-accelerated
ET rate to the unperturbed ET rate varies from 1 and 7 (see ESI
Section III.1† for details). Therefore, the IR-induced ET rate
acceleration caused by enhanced non-Condon effects may
contribute to accelerating the charge-recombination rate in
DMA-GC-Anth. Since the unperturbed charge-recombination
rate is �(700 ps)�1, a 7-fold ET rate increase prior to IVR
(assuming a �20 ps upper limit for the IVR time scale) would
only produce a �17% increase in the overall charge-
recombination rate. Hence, non-Condon effects do not likely
explain the charge-recombination rate acceleration.
This journal is © The Royal Society of Chemistry 2018
III.3. IR-induced hH2
DAi modulations

In the Condon approximation, the mean-squared DA electronic
coupling enters the ET rate (eqn (2)). The ensemble averaged
squared DA coupling is:�

HDA
2
� ¼X

a

Pa

���D; a
��Ĥ��A; a

���2 (3)

where

���D; a
��Ĥ��A; a

���2¼ ðþN

�N
dxjJaðxÞj2jHDAðxÞj2 (4)

and x is a normal coordinate along which the DA coupling
varies. Ĥ is the electronic Hamiltonian. Pa is the population of
vibrational state a andJ is the vibrational wave function. When
ħu[ kBT and Peqa ¼ da,0 (u is themode frequency), IR excitation
creates a non-equilibrium vibrational state distribution.
Consider the change of the squared DA coupling caused by
geometry distortion (dx) from the equilibrium geometry (xeq) as
a function of the distortion (i.e., f(dx) ¼ |HDA(xeq + dx)|2 �
|HDA(xeq)|

2). If f(dx) + f(�dx) ¼ 0, the vibrationally averaged
squared coupling in eqn (3) for each mode is approximately
|HDA(xeq)|

2 for any vibrational state a. In order for vibrational
motion to change signicantly the mean-squared DA coupling,
the change of squared DA coupling caused by the distortion
from equilibrium geometry should not be an odd function with
respect to the geometry change.

Vibrational modes that inuence hH2
DAi can be populated by

IVR following IR excitation. As the vibrational state population
relaxes following excitation, the averaging in eqn (3) should be
computed for states populated by IVR. The IVR time scale needs
to be comparable to or shorter than the ET time scale for IVR to
inuence hH2

DAi and the rate.
We varied the geometry in DMA-GC-Anth along the ground

electronic state normal modes corresponding to one quantum
of vibrational energy (calculations were performed between the
classical turning points of the rst vibrational state) and
calculated the DA coupling at each geometry (see Tables S6 and
S7 in ESI†). The IR excited normal modes were assumed to be
the same for the ground and excited electronic states. This
approximation is expected to be valid since the acceptor elec-
tronic excited states are localized on the anthracene moiety, and
the mid-IR excitation is largely bridge localized (see Sections
I.1–I.4 in ESI†).

IR excitation of DMA-GC-Anth in the three-pulse experiment
was centred at 1670 cm�1, with a width of �120 cm�1, targeting
H-bond vibrations.1 We examined 11 vibrational modes with
large H-bond amplitudes that are likely to be directly excited by
IR (they have large IR intensity, based on B3LYP analysis). These
modes are associated largely with in-plane H-bond motion that
could change the DA distance and electronic coupling.
Hydrogen bond motion includes carbonyl stretching, NH2

scissoring, and in-plane bending. The percentage change in
hH2

DAi calculated using eqn (3) and (4) for the a ¼ 1 state
compared to the a ¼ 0 state (using the notation of eqn (3) and
(4)) was found to be <10% for any of the 11 normal modes. Since
the IR photon cannot excite more than one of these 11 modes at
Chem. Sci., 2018, 9, 6395–6405 | 6399
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the same time, the experimentally observed IR-induced ET rate
slowing of �60% does not appear to arise from electronic
coupling changes induced by in-plane hydrogen bond vibration
of the GC bridge.

We also examined coupling changes induced by 18 out-of-
plane H-bond modes (600–800 cm�1) that may be excited by
IVR (these modes were selected based on the magnitudes of
their out-of-plane motion). Thesemodes could plausibly change
the donor–acceptor orientation and coupling. The computed
charge-separation couplings for the a ¼ 0 and a ¼ 1 vibrational
states differ by less than 10%, indicating that out-of-plane H-
bond vibrational excitation does not likely explain the
observed IR-induced charge-separation rate reduction (the
injected vibrational energy is not enough to excite more than
three of these out-of-plane H-bond modes simultaneously). The
donor–acceptor coupling in DMA-GC-Anth is largely pi-
mediated. IR excitation largely perturbs the s-symmetry H-
bonds (e.g., through in-plane scissoring modes) in the GC
bridge, which do not couple substantially to the p-symmetry
pathways and result in little change in the donor–acceptor
distance and orientation. We also analysed normal modes in
the 1300–1500 cm�1 frequency range, as they are likely to be
excited by IVR. No signicant changes were found in the
couplings computed when these modes were excited (see Tables
S2 and S3 in ESI†).

The percentage changes in hH2
DAi upon vibrational excitation

of each of the modes mentioned above were also computed for
the charge-recombination reaction. We found coupling changes
are less than 10% upon exciting bridging H-bond vibrations.
Therefore, the rate perturbation for both charge-separation and
charge-recombination in DMA-GC-Anth are likely not rooted in
the changes of ensemble averaged squared DA couplings.
Fig. 5 Plot of log10(FCn¼0) (red solid lines) and log10(FCn¼1) (blue
dotted lines) as a functions of DG for lo ¼ 0.7 eV and (a) S¼ 1; (b) S¼ 2
at room temperature with ħu ¼ 1200 cm�1. The ET rate is predicted to
decrease in the near activationless regime (DG + li + lo � ħuz 0) due
to IR excitation of the quantum reaction coordinate and to increase
elsewhere.
III.4. IR-induced changes to the quantum Franck–Condon
factor

We now explore how non-thermal state populations inuence
Franck–Condon factors. In the mixed quantum-classical regime
with one quantum mode, the ET rate in the Condon approxi-
mation is:

kET ¼ 2p

ħ
�
HDA

2
�ðFCn¼0Þ (5a)

and the Franck–Condon factor is31

FCn¼0 ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4plokBT

p
XN
m¼0

�
e�SSm

m!

�
exp

"
� ðDG þ mħuþ loÞ2

4lokBT

#

(5b)

lo is the outer-sphere reorganization energy (the reorganization
energy contributed by classical modes), DG is the ET reaction
free energy, and S is the Huang–Rhys factor for the quantum
mode with vibrational frequency u (S ¼ li/ħu, where li is the
inner-sphere reorganization energy contributed by the quantum
mode, and the total reorganization energy is l ¼ li + lo).31–33 IR
excitation of the quantum mode coupled to its rst vibrational
excited state (n ¼ 1) changes the Franck–Condon sum in eqn
(5b) to:
6400 | Chem. Sci., 2018, 9, 6395–6405
FCn¼1 ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4plokT

p
XN
m¼0

e�SSðm�1Þ

m!
ðm� SÞ2

� exp

"
� ðDG þ ðm� 1Þħuþ loÞ2

4lokT

#
(6)

For ET from the ground vibrational state (eqn (5b)), the
largest term in the Franck–Condon sum of eqn (5b) occurs for m
z S. Eqn (6), in contrast, has a dip as a function of the nal state
quantum number m. Differences between the Franck–Condon
factors of eqn (5) and (6) are illustrated in Fig. 5 (for a vibra-
tional mode of 1200 cm�1, outer-sphere reorganization energy
lo ¼ 0.7 eV and Huang–Rhys factor S ¼ 1 or 2) as a function of
DG. Near DG + lo + li � ħu z 0, IR-excitation slows the ET rate.
Outside of this DG window, IR-excitation enhances the ET rate.

The size of the rate change produced by excitation to the n ¼
1 state depends on the ET parameters. In general, IR induces ET
rate suppression with DG + lo + li � ħu z 0 and rate acceler-
ation otherwise (see Fig. S4 of the ESI† and associated discus-
sions). The magnitude of the IR-induced rate suppression can
be as large as�10-fold for ħu¼ 500–1700 cm�1 and S# 2.5 (see
Table S8 in ESI†). FCn¼0 is dominated by the maximum value in
the e�SSm/m! sum, while FCn¼1 is dominated by the maximum
value in the e�SS(m�1)(m� S)2/m! sum. As a result, high-frequency
quantummodes with the large S values produce substantial rate
slowing with IR excitation because the maxima in the
e�SS(m�1)(m � S)2/m! sum is smaller than the maximum in e�SSm/
m! as S grows (see Fig. S8 in ESI†).

For each combination of ħu, S and lo, there is a DG range
where IR excitation induces rate suppression (DG + lo + li � ħu
z 0). The width of this DG range is �0.2 to 0.7 eV for ħu ¼ 500–
1700 cm�1, lo ¼ 0.2–0.6 eV, and S # 2.5 (see Table S8 in ESI†).
This rate suppression window widens as S grows. In the
temperature range where eqn (5) and (6) are valid, rate
suppression is larger at lower temperatures.

When DG is positive and large, or li is large (compared to
ħu), such that DG + li + lo [ ħu, IR excitation accelerates the
ET rate. In this regime, for each given m value, the exponential
factor (exp[�(DG + (m � 1)ħu + lo)

2/4lokBT], eqn (6)) in FCn¼1 is
always larger than (exp[�(DG + mħu + lo)

2/4lokBT], eqn (5b)),
and the rate from the IR populated n ¼ 1 state is larger than the
rate from the n ¼ 0 state. This IR-induced rate acceleration is
This journal is © The Royal Society of Chemistry 2018
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Fig. 6 IVR induced change to the probability density of energy
gaps near the DA surface crossing associated with a classical reac-
tion coordinate. DUDA(x) is the donor–acceptor energy gap as
a function of reaction coordinate x. req(DUDA) is the density of state
as a function of DUDA at thermal equilibrium 
reqðDUDAÞ ¼ 1ffiffiffiffiffiffi

2p
p ðħ=sFCÞ

exp

"
� ðDUDA � ðDGþ lÞÞ2

4ðħ=sFCÞ2
#!

: IVR exci-

tation of classical reaction coordinates produces a non-equilibrium
density of states (rneq(DUDA)). For an activationless reaction (left, DG ¼
0), a more rapidly decaying energy gap correlation function induced by
IVR would deplete population from the curve crossing region and lead
to a decrease in the ET rate. For an activated ET reaction (right, DG > 0),
more rapid fluctuations of the energy gapmay increase the population
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similar to the effect produced by simple heating. When �DG is
very large or li is small (DG + li + lo � ħu, li > kBT), the expo-
nential terms in the summations of eqn (5b) and (6) peak when
m is large. In this case (DG + li + lo � ħu), e�SS(m�1)(m� S)2/m! in
eqn (6) is always larger than e�SSm/m! in eqn (5b). Therefore,
FCn¼1 is larger than FCn¼0, and IR excitation increases the ET
rate when DG + li + lo � ħu. In summary, when DG + li + lo z
ħu, for a mixed classical-quantum ET mechanism, IR-excitation
slows the ET rate. When DG + li + lo [ ħu or DG + li + lo � ħu,
IR-excitation accelerates the ET rate.

Charge-separation in DMA-GC-Anth. The measured
temperature-dependent charge-separation rates29 were tted to
eqn (5), and the parameters were input to eqn (6) to compute the
ET rate with IR excitation to the rst vibrational excited state
(kn¼1

ET ). We explored vibrational frequencies of the quantum
mode from 250 cm�1 to 1600 cm�1, and DG from �0.1 eV to
�1.0 eV. The outer sphere reorganization energy was varied
from 0.2 to 0.8 eV. Parameters for eqn (6) obtained from
nonlinear tting are not unique, and the tted values of li range
from 0.2 eV to several electron volts. None of the tted ET
parameter combinations produce IR-perturbed charge-
separation rates that are smaller than the unperturbed rate.
Therefore, nonlinear tting does not predict IR induced ET rate
suppression, consistent with our understanding of the ET
parameters regime where IR-induced rate suppression would be
expected, based on eqn (5b) and (6). Thus, the Franck–Condon
factor changes induced by vibrational excitation do not explain
the experimentally observed charge-separation rate slowing in
these compounds. Indeed, the temperature dependence of the
observed charge-separation rate is better t by a classical
Marcus-like high-temperature Franck–Condon expression (eqn
(7)) rather than by the mixed quantum-classical rate equation
(eqn (5)). These ndings indicate that charge-separation in
DMA-GC-Anth is likely governed by IR-perturbation of the
classical reaction coordinate, which we explore in the next
section.

Charge-recombination in DMA-GC-Anth structure. The
reorganization energies for charge-recombination and charge-
separation are approximately the same, based on analysis of
experimental ET kinetic data1,29 and our calculations (see ESI
Section II†). Our DFT analysis nds that the inner-sphere
reorganization energy is dominated by the DMA-G fragment
for both charge-separation and charge-recombination. The
inner-sphere reorganization energy li has contributions from
the DMA-G fragment (li,D) and from the Anth-C fragment (li,A).
For the charge-separation reaction, we found li,D ¼ 0.3 eV and
li,A ¼ 0.06 eV. For charge-recombination, we found li,D ¼
0.26 eV, li,A ¼ 0.12 eV.

The decomposition of the inner-sphere reorganization
energy by vibrational modes indicates that the contributions
from each mode for charge-recombination and charge-
separation are similar (see Table S8 in ESI†). Thus, charge-
recombination is also likely to be controlled by classical reac-
tion coordinate motion. Hence, the IR induced change in the
quantum Franck–Condon factor is not likely to modulate the
charge-recombination rate.
This journal is © The Royal Society of Chemistry 2018
III.5. IR-induced changes to the classical (Marcus) nuclear
factor

The high-temperature non-adiabatic ET rate is:

kET ¼ 2p

ħ
�
HDA

2
� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4plkBT
p exp

"
� ðDG þ lÞ2

4lkBT

#
(7)

The ET rate increases as the time in the crossing
region, sFC z h-=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2lkBT

p
, grows.30,34,35 This term appears as

a prefactor in the Marcus ET rate expression.13,25 IR excitation
and subsequent IVR produce non-equilibrium populations of
the classical reaction coordinate and faster DA energy gap
uctuations (reducing sFC). Excitation of the classical reaction
coordinate motion changes the DA energy gap probability
distribution function (r(DUDA)) near the surface crossing. The
solid black lines in Fig. 6 indicate the probability density for
the DA energy gap at thermal equilibrium (req(DUDA)), and the
dotted lines represent a possible non-equilibrium probability
density of the DA energy gap (rneq(DUDA)) induced by IVR. For
near activationless ET (Fig. 6, le), the surface crossing occurs
near the bottom of the donor potential energy surface. Energy
ow into classical reaction coordinate motion by IVR
increases the nuclear coordinate velocity near the minimum
of the donor surface, reduces the time that the donor and
acceptor spend in energy degeneracy, and decreases the ET
rate. For a highly activated ET reaction (Fig. 6, right), IVR
excitation of classical reaction coordinate motion increases
the probability of reaching the curve crossing region and
grows the ET rate.

The non-adiabatic ET rate in the high-temperature regime
can be written (see details in ESI Section III.4† and ref. 36):
near the curve crossing and effectively enhance the ET rate.

Chem. Sci., 2018, 9, 6395–6405 | 6401
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kET ¼ htransition velocityi
� hdensity of states at curve crossing per unit lengthi (8)

¼ HDA
2

ħ
1ffiffiffiffiffiffi
ml

p
ðþN

�N
dx

ðþN

�N
dE

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m

E � VðxÞ
r

ℍðE � VðxÞÞ

� rðEÞdðx� xxÞ (9)

¼ HDA
2

ħ
1ffiffiffiffiffiffi
ml

p
ðþN

0

dE

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m

E � DGs

r
ℍðE � DGsÞrðEÞ (10)

x is the reaction coordinate, and the donor and acceptor
potential energy surfaces cross at x ¼ xx. V(x) is the donor
potential energy surface and V(xx) ¼ DGs. l is the total reor-
ganization energy,m is the reducedmass, E is the total energy of
the reaction coordinate, r(E) is the energy probability distribu-
tion function, and H is the Heaviside step function. In thermal
equilibrium, r(E) is the Boltzmann distribution function and
eqn (10) reduces to the Marcus classical rate. IVR introduces
energy to the reaction coordinate and creates a non-equilibrium
reaction coordinate distribution function. Because of IVR, the
density of state (DOS) is increased at higher energies and the
DOS is decreased at lower energies. Therefore, for near activa-
tionless ET (DGs z 0), IVR causes the value of the integral in
eqn (10) to decrease (because of depletion of the DOS near the
curve crossing), producing ET rate slowing. This is because the
inverse of the nuclear velocity,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m=ðE � VðxÞÞp

(eqn (9)),
decreases as E grows. That is, the IVR-induced non-equilibrium
distribution for the reaction coordinate increases the nuclear
velocity near the curve crossing and reduces the ET rate. For
highly activated ET, r(Ez DGs)z 0 prior to IVR and kETz 0. If
the vibrational energy introduced to the reaction coordinate by
IVR increases the value of r(E z DGs), the ET rate will
accelerate.

The difference between the equilibrium and non-
equilibrium ET rates may also be described in the language
of effective activation free energies (see ESI Section III.4† for
detail).37–39 For example, a general formulation of transition
state rate theory was used to show that, far from equilibrium,
the non-equilibrium rate can be described with a product of
an exponential activation factor and a pre-factor.37 The
exponential factor is associated with an effective reaction
barrier.37 The height of this effective barrier depends on the
non-equilibrium distribution function rneq(E,t). Hence, IVR-
induced ET rate modulation may be interpreted as a result
of changed activation free energy, i.e. for IR-perturbed ET,
kneqET f exp[�(DGs + dGs)/kBT] and dGs is the change of
activation free energy caused by the non-equilibrium distri-
bution. For highly activated ET, dGs is negative, while near
activationless ET reactions have positive dGs values. The
specic value of dGs depends on the form of rneq(E,t), but
dGs cannot exceed the vibrational energy introduced to the
system by IR excitation.

Charge transfer in DMA-GC-Anth. The activation free energy
for charge-separation in DMA-GC-Anth is approximately
0.09 eV, based on ts using a high-temperature (Marcus)
Franck–Condon factor.1 The small reaction activation free
energy indicates that IR excitation and subsequent IVR produce
6402 | Chem. Sci., 2018, 9, 6395–6405
a non-equilibrium population distribution for the classical
reaction coordinate that likely depletes the density of states
near the curve crossing. This rationalizes a decrease in rate
induced by IR excitation. The change in the IR-perturbed initial
density of reaction coordinate states near the curve crossing can
be estimated (quantitatively) from the DA energy gap correla-
tion function that is computed from non-equilibrium classical
molecular dynamics simulations. The charge-recombination in
DMA-GC-Anth has DG z �2.5 eV,1,29 and a reorganization
energy of �1.0 eV, so the reaction is inverted with an activation
free energy of �0.6 eV. The large reaction activation free energy
indicates that the IVR following IR excitation injects energy into
the classical reaction coordinate and vibrational states closer to
the crossing point will be populated, increasing the charge-
recombination rate. This IR effect is analogous to transient
heating of the reaction coordinate.
III.6. Perspectives on IR-perturbed ET kinetics

We have analysed four potential mechanisms of ET rate
suppression in DMA-GC-Anth (Sections III.2–III.5). Here, we
summarize the analysis in the context of a time-dependent
perspective for the reactions (summarized in Fig. S3 of the
ESI†). This framework provides insights for designing systems
with IR-perturbed ET rates. Two classes of mechanisms are
included in this discussion: IR-induced modulation of the DA
couplings and IR-induced modulation of the DA energy gap. For
DA energy gap modulation, IR excitation and subsequent IVR
produce non-equilibrium population distributions of the reac-
tion coordinate and thus change the ET rate. For DA couplings
in the Condon regime, IR-excitation and subsequent IVR can
inuence the mean-squared DA couplings and thus modulate
the ET rate. IR and subsequent IVR can also accelerate DA
coupling uctuations and invalidate the Condon
approximation.

Modulating the DA energy gap in the high-temperature
(classical Marcus) regime. Assuming that IR-excitation and
subsequent IVR does not drive highly anharmonic nuclear
motion, IR perturbation is expected to accelerate highly acti-
vated ET reactions and to slow nearly activationless reactions.
This behaviour arises from promoting/depleting reaction coor-
dinate population in the donor–acceptor curve crossing region.
This effect is similar to the effect produced by sudden heating
where the reaction coordinate is far from equilibrium with its
environment. In this circumstance, the Marcus ET rate expres-
sion does not apply and it is necessary to use a non-equilibrium
ET rate expression (eqn (8)–(11)). Analysing non-equilibrium ET
rates, we found that reactions with activation free energy on the
order of kBT (near activationless) are likely to be slowed by IR-
excitations. The magnitude of slowing is likely on the order of
several-fold, depending upon the energy provided to the reac-
tion coordinate. For highly-activated ET, a small reduction in
the effective value of DGs (dGs) can produce a signicant
increase of the ET rate in the time period when the vibrational
energy injected by IR-excitation persists in the reaction coordi-
nate. However, the overall ET-rate acceleration may be reduced
by the (small) ratio of the short IVR time scale (the dwell time
This journal is © The Royal Society of Chemistry 2018
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for the IVR injected energy in the relevant reaction coordinate)
compared to the longer ET time scale. For example, in the case
of DMA-GC-Anth, a dGs value of �0.1 eV can cause a �25 folds
increase in the charge-recombination rate within the IVR time
scale, leading to a �3.5-fold increase in the overall ET rate.

Mixed quantum-classical ET. If the quantum mode(s) also
contribute to the reaction coordinate, the ET rate is described by
a semi-classical rate expression (eqn (5)). IR-excitation of
quantum mode(s) that contribute to the reaction coordinate
creates a non-equilibrium reaction coordinate population
distribution that can inuence the ET rate. This kind of IR-
induced ET rate modulation effect can accelerate or slow ET,
depending on the values of DG, lo, li and ħu. We found that IR
excitation of the quantum reaction coordinate produces ET rate
suppression when DG + li + lo � ħu z 0 and produces rate
acceleration otherwise. With typical S values # 2.5,40 and
a quantum mode with vibrational frequencies between 500 and
1700 cm�1, the IR-induced rate suppression can be as large as
a factor of �10, and the width of the DG window for IR-induced
rates suppression is �0.2 to 0.7 eV. This rate suppression
window widens as S grows.

The inuence of vibrational excitation on ET reactions with
quantum reaction coordinates was studied by Spears,41 where
all inner-sphere molecular modes were treated quantum
mechanically. Spears found that vibrational excitation of the
quantized reaction coordinate motion causes the ET rate to be
slowed for near activationless ET and accelerated for activated
ET. This is consistent with the results of our analysis, where we
assume that only one quantum mode contributes to the reac-
tion coordinate. Ivanov et al. also examined the inuence of
vibrational relaxation on ET rate constants and transition
probabilities.39,42 In the latter analysis, individual state-to-state
vibronic transitions were studied.

IR-modulated DA couplings. IR-excitation can modulate the
ET rate by changing the DA coupling distribution. This effect is
signicant when the change of donor–acceptor squared
coupling caused by geometry distortion is not an odd function
with respect to the distortion along the normal modes that
modulate the coupling. Molecules with varying DA couplings of
this kind include p-phenylenevinylene oligomers,43,44 where the
DA couplings depend on the torsion angles of the donor, bridge
and acceptor. Dimethylaniline-pyrene structures45 linked in a C-
clamp fashion also have torsion angle dependent DA couplings,
where the torsion angle between donor and acceptor dictates
whether or not solvent molecules mediate the DA interaction.

IR-enhanced DA coupling uctuations. When the Condon
approximation fails (i.e., the DA coupling uctuation time scale
is shorter than or comparable to the DA energy gap uctuation
time scale), IR-excitation and subsequent IVR can accelerate the
DA coupling uctuations (enhancing non-Condon effects) and
can change the ET rate. Non-Condon effects can accelerate or
slow ET, depending on the ET parameters. For near activa-
tionless ET ðjDGþ lj\ ffiffiffiffiffiffiffiffiffiffiffiffiffi

2lkBT
p Þ; fast uctuations of the DA

coupling slow the ET rate, while highly activated ET reactions
ðjDGþ lj[ ffiffiffiffiffiffiffiffiffiffiffiffiffi

2lkBT
p Þ are likely to be accelerated by the IR-

enhanced non-Condon effects (see discussions in Section III.2
and ESI Section III.1†). Non-Condon effects are most likely to
This journal is © The Royal Society of Chemistry 2018
arise in oppy structures where the DA coupling is strongly
geometry dependent. For example, a recent computational
study showed signicant non-Condon effects in Fe(II)/Fe(III) self-
exchange where the DA couplings were modulated by orienta-
tional changes of the ions that are induced by high-frequency
vibrational excitations.46 Theoretical and experimental studies
of DNA-mediated ET found that DA couplings could be modu-
lated by vibrational excitation.47–51 Changes to both the donor–
acceptor energetics and to the nucleobase orientations
contribute to the DA coupling uctuations.

IV. Conclusions

We have examined IR-perturbed charge separation and recom-
bination in DMA-GC-Anth. We nd that IR-excitation of H-bond
bridging modes accelerates the charge-recombination rate
(�3.5 fold) and slows charge separation. We pinpointed the
origins of the observed IR-induced rate changes as being
perturbations to the density of states of the reaction coordinate
at the curve crossing. The forward ET reaction is near activa-
tionless, so IR excitation and subsequent IVR accelerate the DA
energy gap uctuations and reduce the density of states at the
curve crossing, leading to rate suppression (that is, IR excitation
diminishes the population of the activated complex). The
charge-recombination reaction in the species studies is highly
activated. IR excitation of the classical reaction coordinate
motion increases the probability of the donor and acceptor
energies to remain in degeneracy, resulting in IR-induced ET
rate enhancement (that is, IR excitation increases the pop-
ulation of the activated complex). We also found that IR exci-
tation induces faster DA coupling uctuations (non-Condon
effects) and may contribute to the charge-recombination rate
acceleration, but such contributions from non-Condon effects
are not expected to be substantial.

The IR-induced ET rate modulation found in DMA-GC-Anth
is different from the IR-induced charge-separation rate
suppression found in PTZ–bridge–NAP molecules (DB+A� to
3D+BA�, Scheme 1c).2,3,5 In the PTZ–bridge–NAP structures,
quantum vibrational modes contribute substantially to the ET
reaction coordinate while the DBA-GC-Anth reaction coordinate
is largely classical. Photo-induced charge transfer in DMA-GC-
Anth does not involve triplet electronic excited states and
does not have multiple competing ET pathways, which makes
the ET kinetics simpler to interpret in the case of DMA-GC-Anth.
The fact that IR-excitation produces opposite modulation
effects for charge-separation and charge-recombination in
DMA-GC-Anth makes the system particularly informative.

Our analysis of the potential mechanisms for IR-induced ET
rate modulations in DMA-GC-Anth provides principles for
designing structures with IR-modulated ET kinetics. Near acti-
vationless ET reactions are most likely to be slowed by IR-
excitation, while highly-activated ET is most likely to be accel-
erated (with or without quantum modes contributing to the
reaction coordinate). In the Condon regime, mean-squared
coupling modulations induced by IR-excitation (or subsequent
IVR) may also contribute to the ET rate changes. The change in
the squared DA coupling caused by the IR-induced geometry
Chem. Sci., 2018, 9, 6395–6405 | 6403
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change should not be an odd function with respect to the
geometric distortion in order for the mean-squared DA
couplings to be modulated by IR or IVR perturbations. IR or
IVR-induced acceleration of the DA coupling uctuations may
cause the Condon approximation to fail, thus changing the ET
rate. While near activationless ET is likely to be slowed by non-
Condon effects while highly activated ET is likely to be accel-
erated, non-Condon effects have been found to be weak in most
ET structures. Focusing on ET structures where the ET time
scale is comparable to the IVR time scale is probably the most
productive strategy for discovering strong IR-induced ET rate
effects. For structures that undergo slow ET, IR or IVR-induced
ET rate modulations need to be signicant within the IVR
window so that substantial IR-induced perturbations are man-
ifested in the overall ET rate.
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